New high-resolution display device for holographic three-dimensional video: principles and simulations
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Abstract. A new acousto-optical holographic display device, which is expected to solve the display resolution and refresh problems that are common to available holographic displays, is proposed. The device is based on the reproduction of a hologram as a surface pattern using traveling surface acoustic waves (SAWs). There is an array of electrodes attached to the SAW device. An electrical signal applied to any one of these electrodes generates an acoustical wave propagating on the surface of the crystal. If signals are applied to all of the electrodes simultaneously, propagating waves from the electrodes superpose to form a time-varying SAW pattern on the crystal. This pattern forms the hologram at a specific time. The signals that should be applied to the electrodes are found through a mathematical inversion relation that is derived from the underlying physics. The inversion relation is checked by computer simulations. Simulations also show that the image quality of the proposed 3-D TV display is satisfactory.
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1 Introduction

Displaying 3-D information is getting more and more important in many fields such as computer-aided design, scientific visualization, medical imaging, and navigation. Two well-known techniques for 3-D display are stereoscopy and holography. Stereoscopy is based on the psychological nature of perception. Although the underlying principles are not well understood, it has been known for more than a century that the perception of the 3-D environment is partially due to the difference in the views seen by the right and the left eyes. Therefore, any recording system that records a scene from two suitable angles and includes a means to transfer each image to the corresponding eye, will generate a 3-D perception. A major drawback of stereoscopy is the lack of proper parallax. So, it does not give a true 3-D display. On the other hand, holography is based on the physics of optical waves. The information-carrying optical waves that come from the 3-D environment are somehow duplicated in the absence of the original source. Therefore, holography is a true 3-D method.

Some 3-D holographic television systems, including both the camera and the display ends, are reported in the literature but the display problems related to 3-D moving imagery seem to be the major obstacle for commercial development.1–8 For example, in a reported system, the receiver gets the video signal, which represents the hologram, and forms the hologram on a cathode ray tube. This hologram is then imaged onto an optical-to-optical transducer called a liquid crystal light valve, and a coherent source forms the 3-D field reconstruction from the hologram.1 In this system, the resolution at the display end is limited to resolution of the optical-to-optical transducer. Other examples of holographic television systems using liquid crystal light valves are given in Refs. 2 and 3. Although now optical-to-optical transducers are also beginning to be produced in a resolution range suitable for holographic display,4 the trade-off between the resolution and refresh rate still remains a problem. In another system, a photoconductor-thermoplastic transducer is used to duplicate the transmitted hologram.4,5 The problem with this system is the refresh rate difficulty associated with the erase and rewrite processes. Acousto-optic modulators are also used for display purposes in holographic systems.6,7 In these systems, the coherent light is modulated by the acousto-optic modulator and optically processed to produce a 3-D image with only horizontal parallax. Elimination of the vertical parallax reduces the display resolution requirements.

In this paper, we propose a new display device that is expected to solve the display resolution problem. In addition, the refresh rate of this device will be more than enough for 3-D moving imagery. The technique is the reproduction of the desired pattern, in our case the hologram, using surface acoustic waves (SAWs) that are generated by an array of electrodes. Therefore, the generated pattern at any point of the display device is affected at all times by all sources.

Figure 1 shows the basic display system. The SAW device that is used as the medium of display has an array of a few hundred electrodes attached to it. Generated waves from the electrodes will superpose to form a time-varying surface field pattern on the crystal. The time-varying electrode signals are designed in such a way that at a given instant \( t_0 \), the time-varying field over the SAW device is exactly the hologram pattern we wish to have. At the instant \( t_0 \), a coherent light
pulse from a laser is shined onto the crystal to reconstruct momentarily the associated 3-D scene. The electrode signals can be found from the hologram using an inversion relation. This inversion relation is derived from the underlying physics and is rather independent of the desired surface wave pattern. Because the wave pattern on the crystal surface does not remain still, the hologram will be available only for a very short time and then it will disappear. Before the application of the electrode signals for the next frame, the SAW pattern will die out by itself. The quality of the 3-D frame, with a few hundred electrodes, is expected to be comparable to conventional TV picture quality. The fundamental contribution of this paper is the derived mathematical relationship between the desired surface pattern at a given instant and the corresponding electrode signals to obtain that pattern. It is also shown that the mentioned electrode signals can be efficiently provided using digital algorithms, once the desired pattern is known. The complete computational algorithm is also presented. Both the mathematical results and their digital implementations are checked by computer simulations by generating visual outputs.

In Sec. 2, we explain the inversion relationship, which is the main result of this paper. Section 3 gives the discrete implementation of the inversion relationship that is the basis of the presented simulations, together with the implementation of the hologram recording, reconstruction, and wave propagation processes. Section 4 gives the simulation results. Finally, the proposed 3-D TV system is presented.

### 2 Inversion Relationship

Suppose that our surface is denoted as the \((x,y)\) plane. We locate electrodes on the \(y\) axis. Let a continuous time signal applied to an electrode located at \(y = y_m\) be denoted by \(f_D(t,m)\). The analysis can be carried out both for the discrete case, which corresponds to the actual operation with an array of electrodes mounted onto the crystal at discrete points, or for the continuous case by assuming infinitely many electrodes separated by an infinitesimal distance. First, we assume that the variation along the \(y\) axis is continuous, so the applied signal is given by a 2-D function \(f(t,y)\). After finding the result for the continuous case, it can be easily discretized. For the sake of mathematical simplicity, we assume that the \(y\) axis extends from \(-\infty\) to \(+\infty\).

Let the time-varying field on the crystal surface be \(\psi_s(x,y)\). Therefore, \(\psi_s(x,y)\) is the field variation at instant \(t\). We want to find the electrode signals \(f(t,y)\) from \(\psi_s(x,y)\).

The derivation of the relationship between the electrode signals and the surface pattern can be accomplished rather easily through the following steps, starting from a simple plane wave. Consider a propagating sinusoidal plane wave that can be written as \(\exp[j(\omega t - k_x x)]\), where \(k\) is the wave number vector \((k_x, k_y)\), \(x\) is the position vector \((x,y)\), and \(T\) is the transpose operator. The propagation is in the same direction as the vector \((k_x/\omega, k_y/\omega)\). The phase velocity of the SAW is

\[
U_{\text{SAW}} = \frac{\omega}{(k_x^2 + k_y^2)^{1/2}}.
\] (1)

Now, let the wave be multiplied by the linear phase component \(\exp[jux]\) at the crystal edge, where \(u\) is just the spatial frequency variable in the \(y\) direction. For a wide range of \(u\), the plane wave continues its propagation after the edge, over the crystal surface, but is refracted at an angle by the linear phase component. Therefore, if the signal

\[
f(t,y) = \exp[j(\omega t + uy)]
\]

is applied to the electrodes, then there will be a time-varying field over the crystal surface as

\[
\psi_s(x,y) = \exp[j(\omega t - k_x x + uy)].
\]

We know the wave number in the \(y\) direction from the excitation as \(k_y = -u\). So, by using Eq. (1) we can find \(k_x\) as

\[
k_x = \frac{\omega}{\sqrt{\omega^2 - u^2}}.
\] (2)

If |\(u| > \omega/U_{\text{SAW}}\), the wave will not propagate over the crystal surface.

At the specific instant of time \(t_1\), we have

\[
\psi_s(x,y) = \exp[j(\omega t_1 - k_x x + uy)].
\] (3)

Now, consider an arbitrary surface pattern \(\psi_s(x,y)\) at \(t = t_1\). We want to find \(f(t,y)\), which will yield this pattern. This requires a 2-D transformation. Considering the \((x,y)\) domain as the input domain and the \((t,y)\) domain as the output domain, we want to transform the surface field \(\psi_s(x,y)\) to the electrical signals applied to the electrodes \(f(t,y)\). Using the angular spectrum approach, we can easily decompose the arbitrary field pattern \(\psi_s(x,y)\) into its plane wave components by the 2-D inverse Fourier transform as

\[
\psi_s(x,y) = \frac{1}{4\pi^2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \Psi_s(\Omega_x, \Omega_y) \times \exp[j(\Omega_x x + \Omega_y y)] \ d\Omega_x \ d\Omega_y.
\] (4)
Here $\Psi_f(\Omega_x, \Omega_y)$ represents the complex amplitude of the individual plane wave components, and it can be found from the Fourier transform as

$$
\Psi_f(\Omega_x, \Omega_y) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \psi_f(x,y) \exp[-j(\Omega_x x + \Omega_y y)] \, dx \, dy .
$$

(5)

Note that $\Omega_x = -k_x$ and $\Omega_y = -k_y = u$. We have shown previously that to get the plane wave surface field pattern $\psi_f(x,y) = \exp[j(\omega t + \Omega_x x + \Omega_y y)]$, we have to apply $f(t,y) = \exp[j(\omega t + \Omega_y y)]$ to the electrodes. Hence, to get $\exp[j(\Omega_x x + \Omega_y y)]$ we must apply $\exp[j(\omega t + \Omega_y y - \omega t)]$ to the electrodes. Finally, it can be argued that

$$
f(t,y) = \Psi_f(\Omega_x, \Omega_y) \exp[j(\omega t - t_y) + \Omega_y y]
$$

will produce the plane wave pattern

$$
\psi_f(x,y) = \Psi_f(\Omega_x, \Omega_y) \exp[j(\Omega_x x + \Omega_y y)],
$$

where $\Psi_f(\Omega_x, \Omega_y)$ is a constant for fixed $\Omega_x$ and $\Omega_y$. Therefore, the arbitrary surface field pattern $\psi_f(x,y)$ of Eq. (4) will be generated by the electrode voltage pattern

$$
f(t,y) = \frac{1}{4\pi^2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \Psi_f(\Omega_x, \Omega_y) 
\times \exp[j(\omega(t-t_x) + \Omega_y y)] \, d\Omega_x \, d\Omega_y .
$$

(6)

From Eq. (1) we know that

$$
|\omega| = v_{SAW}(k_x^2 + k_y^2)^{1/2} .
$$

Hence,

$$
\omega = \begin{cases} 
 v_{SAW}(k_x^2 + k_y^2)^{1/2} & \text{if } \Omega_x \leq 0 \\
 -v_{SAW}(k_x^2 + k_y^2)^{1/2} & \text{if } \Omega_x > 0
\end{cases}
$$

(7)

or, equivalently,

$$
\omega = -\frac{|\Omega_x|}{\Omega_x} v_{SAW}(\Omega_x^2 + \Omega_y^2)^{1/2} .
$$

(8)

The sign term in the preceding expression results from the fact that the wave propagates away from the excitation electrodes, i.e., always in the positive $x$ direction.

By substituting Eq. (8) in Eq. (6), we get wave pattern

$$
f(t,y) = \frac{1}{4\pi^2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \Psi_f(\Omega_x, \Omega_y) \exp \left\{ -\frac{|\Omega_x|}{\Omega_x} v_{SAW}
\times (\Omega_x^2 + \Omega_y^2)^{1/2} (t-t_x) + \Omega_y y \right\} 
\, d\Omega_x \, d\Omega_y 
\times \frac{|\omega|}{\omega} \left( \frac{\omega^2 - \Omega_x^2}{v_{SAW}^2} \right)^{1/2} f(t,y) 
\times \frac{|\omega|}{v_{SAW}^2 (\omega^2 - \Omega_x^2)} \exp(-j\omega t_x) .
$$

(9)

If we represent $f(t,y)$ in terms of its sinusoidal components by using the Fourier transform, we get

$$
f(t,y) = \frac{1}{4\pi^2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} F(\omega, u) \exp[j(\omega t + uy)] \, d\omega \, du .
$$

(10)

As a result, if we compare Eq. (9) and Eq. (10), we get

$$
F(\omega, u)_{\omega=\Omega_x, u=0} = \Psi_f \left[ -\frac{|\omega|}{\omega} \left( \frac{\omega^2 - \Omega_x^2}{v_{SAW}^2} \right)^{1/2} \Omega_y 
\times \frac{|\omega|}{v_{SAW}^2 (\omega^2 - \Omega_x^2)} \exp(-j\omega t_x) .
$$

(11)

Therefore, we can always find the unique input signal $f(t,y)$ to get the specified surface field pattern $\psi_f(x,y)$ at time $t_x$, and the relationship between the Fourier transforms of these two signals is as given. Even for finite area surface signal $\psi_f(x,y)$, the corresponding time signal may not be limited in $t$ and $y$, but may still be concentrated over a section of the $(t,y)$ plane.

The result as presented by Eq. (11) shows how the two Fourier transforms are related. In addition to the amplitude change, one of the coordinates also goes through a transformation. This coordinate transformation will affect the borders of the passband in case of a bandpass signal. The relationship can easily be found analytically or graphically. Figure 2 depicts an example: $\psi_f(x,y)$ is a bandpass signal with a rectangular passband [Fig. 2(a)], and the corresponding passband of $f(t,y)$ is shown in Fig. 2(b). After the coordinate transformation, we see that the band is no longer rectangular.

### 3 Digital Simulation

In this section, we show simulations of the holography recording and reconstruction processes, the inversion relationship to find the time signals from the holographic pattern, and propagation of the waves to get the holographic pattern back, in three steps.

A purpose of these simulations is to visually demonstrate the validity of the inversion relation given by Eq. (11). This relation, whose complete derivation is presented in Sec. 2, is the primary contribution of this paper. The approach for this end is to compute the electrode signals corresponding to a given surface pattern using the relation given by Eq. (11), and then to generate a surface pattern (field) that propagates from the electrodes excited by these computed signals, by a simulation based on simple propagation principles. If Eq. (11) gives the correct electrode signals, then the pattern obtained over the surface as a consequence of these electrode signals must be identical to the original desired pattern: one process is the inverse of the other. In this work, the above-mentioned process is simulated completely in a digital environment. First, the electrode signals are computed from a given discrete surface pattern. Second, the process of getting a surface pattern from given electrode signals is also simulated digitally using the propagation principles. The second process is very well known, whereas the first inversion process is a contribution of this paper. Therefore, generating a replica of the original pattern visually demonstrates that the inversion relation is correct. Because a complete digital en-
Another purpose of the simulations is to generate visual samples of the holographic 3-D TV operation. The 3-D TV operation is explained in Sec. 5. In this case, the display device, whose principles are explained in Sec. 2, generates surface patterns that are holograms. The electrode signals are obtained digitally, as explained in Sec. 3.3, using the hologram pattern as the desired pattern over the surface. These electrode signals propagate over the surface to create the desired hologram at the specified instant. Optical illumination of this hologram will yield a 3-D frame. To obtain a sample of the resultant frame by simulation, two more simulation steps must be added to the steps described in the previous paragraph: given a pattern in space, its hologram, which will be used as an input to find the electrode signals, must be computed digitally; and given the regenerated hologram over the crystal surface through propagation, the hologram reconstruction process must be simulated digitally to compute the viewed 3-D frame. These two additional steps are also digital simulations of actually continuous processes, therefore, the effects of the discretization process and the digital algorithms should be carefully investigated. This is done in Sec. 3.1. However, because of the analytical and computational difficulties of finding the hologram of a truly 3-D object, 2-D objects that are located in 3-D space are used both for the analysis and computations. This is a common practice in analytical description of holography (see, for example, Ref. 10, p. 191). Adding the two holography-related steps to the inversion process gives the complete digital simulation chain to obtain simulated frames from the 3-D TV operation.

### 3.1 Discrete Model for Off-Axis Holography

Mathematical models for continuous off-axis holography can be found in the literature.\(^\text{10,11}\) By using the Fresnel approximation and by assuming that the object is made up of vanishingly thin slices in the \(z\) direction, we can write the intensity of the field distribution at a distance \(z\) from the object plane, i.e., the hologram, as

\[
I_z(x,y) = R_0^2 + |a(x,y) \ast h_z(x,y)|^2 + R_0 \\
\times \exp\left[-jkz \sin(\theta)\right] |a(x,y) \ast h_z(x,y)| \\
+ R_0 \exp\left[jkz \sin(\theta)\right] |a^*(x,y) \ast h^*_z(x,y)| ,
\]

where \(h_z(x,y) = (1/lz) \exp\left[j(\pi/\lambda z)(x^2 + y^2)\right]\), \(k = 2\pi/\lambda\), \(R_0\) is the amplitude of the plane wave, \(\theta\) is its angle of incidence, and \(\ast\) is the 2-D convolution operator. Here \(a(x,y)\) is the field just beyond the illuminated object plane.

Because the field is represented as a 2-D convolution, it can be modeled as the output of a 2-D linear system, where the system impulse function is \(h_z(x,y)\).

For simulation, a discrete impulse function \(h_{nz}(n,m)\) must be determined corresponding to the continuous impulse func-
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3.2 Wave Propagation

In this section, we find the SAW pattern from the given electrode signals. If we have a point source located at \((x_0, y_0)\) with an excitation \(f(t)\), the field on the surface becomes

\[
E(t,x,y) = \frac{E_0}{2\pi[(x-x_0)^2 + (y-y_0)^2]^{1/4}} \times f\left\{t - \frac{[(x-x_0)^2 + (y-y_0)^2]^{1/2}}{v_{SAW}}\right\}
\]

(18)

as given by the solution of the 2-D wave equation.

When we have \((k + 1)\) sources with excitations \(f(t,i)\) located along the \(y\) axis at \((0,y_i)\), \(i = 0, \ldots, k\), using superposition we get

\[
E(t,x,y) = \sum_{i=0}^{k} \frac{E_0}{2\pi[(x-x_i)^2 + (y-y_i)^2]^{1/4}} \times f\left\{t - \frac{[(x-x_i)^2 + (y-y_i)^2]^{1/2}}{v_{SAW}}\right\}
\]

(19)

3.3 Digital Simulation of Inversion Relationship

The simulations performed in this section test the inversion relationship and give hints about the possible performance of the proposed system. The inversion relationship given earlier between the source signal \(f(t,y)\) and the surface field \(\psi(x,y)\) is in the continuous domain. Furthermore, the signals are not restricted to have finite duration over the spatial or temporal domains. However, it is not difficult to extend the analysis to the case where the source array is discrete and finite.

3.3.1 Finite size effects

Suppose that \(f_{T}(t,y)\) is the truncated version of \(f(t,y)\), i.e.,

\[
f_{T}(t,y) = f(t,y)w(t,y)
\]

(20)

where \(w(t,y)\) is a window function:

\[
w(t,y) = \begin{cases} 0 & \text{for } t > t_c \text{ or } y > y_c \end{cases}
\]

If we take the Fourier transform of Eq. (20) and use a rectangular window, we get

\[
F_{T}(\omega,u) = \frac{1}{4\pi^2} \left[ F(\omega,u) \ast 2\pi \frac{\sin(\omega t_c \sqrt{2} y_c \sin y_c)}{\omega t_c \sqrt{2} y_c \sin y_c} \right]
\]

(21)

where \(u = -k\), as usual.

3.3.2 Discrete source effects

Suppose that the continuous input signal \(f(t,y)\) is sampled along the space variable \(y\) at equal intervals. The resultant signal is \(f(t,mY)\), which is equivalent to the discrete input case. Here \(Y\) is the sampling period. As a consequence of this sampling, we get

\[
F_D(\omega,u) = \frac{1}{Y} \sum_{r=-\infty}^{\infty} F(\omega, u + 2\pi r/y)
\]

(22)

For sufficiently large \(t_c\) and \(y_c\) and sufficiently small \(Y\),

\[
YF_D(\omega,u) \approx F(\omega,u) = F(\omega,u)
\]

In the simulations given in this section, further assumptions are made for computational purposes: The surface pattern is taken as a discrete/finite area pattern and the electrode signals are assumed to be discrete and finite also in \(t\).

Let us denote the discrete surface wave pattern as \(\psi_{n,m}\) for \(n = 0, \ldots, N-1, m = 0, \ldots, M-1\), and the discrete excitation signal by \(f_D(a,b)\) for \(a = 0, \ldots, N', b = 0, \ldots, M'-1\). One can take the discrete Fourier transform (DFT) of \(\psi_{n,m}\) to get \(\Psi_{n,m}\) as

\[
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If there were no aliasing during the sampling of \( \psi_i(x,y) \) to get \( \psi_i(n,m) \), the elements of \( \Psi_{ir}(k,l) \) would be proportional to the samples of the continuous Fourier transform \( \Psi(x_1, x_2) \). From these samples, which are located on a rectangular grid, we can also find the samples of \( F(\omega_x,\omega_y) \) using Eq. (11). In this case, however, the locations of the samples of \( F(\omega_x,\omega_y) \) do not form a rectangular grid. The locations are shown in Fig. 3. To use an inverse DFT to get the discrete time signals, uniformly sampled data are required; i.e., we have to know \( F_d(d,e) \) for \( d=0, \ldots, N'-1 \) and \( e=0, \ldots, M'-1 \).

This can be achieved rather easily, because the sampling in the \( u \) direction is already uniform. A column of points, corresponding to a constant \( e \) (or equivalently to a constant \( u \)) can be taken at a time, digitally interpolated by a sufficient amount first, and then resampled to get the samples of \( F(\omega_x,\omega_y) \) at the proper locations to form a rectangular sampling grid. Of course, the interpolation is different for each \( e \). What we do is determine the locations of the desired rectangular samples over the \( (\omega_x,\omega_y) \) domain and then perform an inverse coordinate transformation to find the corresponding locations over the \( (\Omega_x,\Omega_y) \) domain. Because it is quite likely that these locations will not be the same locations as the discrete samples of \( \Psi_{ir}(k,l) \), an interpolation between the uniform samples of \( \Psi_{ir}(k,l) \) will give the desired result.

The interpolation between the uniform samples is computationally easier than interpolating over the \( (\omega_x,\omega_y) \) domain using nonuniformly spaced samples. One can choose different interpolation methods depending on the quality requirements and the available resources. For example, one method is choosing \( N \) a few times higher than the necessary value during the initial zero padding, and then using only those elements of \( \Psi_{ir}(k,l) \) that correspond to the desired rectangular samples of \( F(\omega_x,\omega_y) \). Even though computational requirements of this method are much higher, the interpolation accuracy is better. Therefore, this method is used to get the examples in this paper. Other 2-D interpolation methods can be found in Refs. 13 or 14.

After interpolation and resampling, taking the inverse DFT of \( F_d(d,e) \) for \( d=0, \ldots, N'-1, \ e=0, \ldots, M'-1 \) will give us the discrete time signals \( f_d(a,b) \), where

\[
\psi_i(n,m) = \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} \psi_i(n,m) \exp \left[ -j \left( \frac{2\pi}{N} nk + \frac{2\pi}{M} ml \right) \right],
\]

\[
\Psi_{ir}(k,l) = \frac{1}{N' M'} \sum_{d=0}^{N'-1} \sum_{e=0}^{M'-1} F_d(d,e) \exp \left[ j \left( \frac{2\pi}{N'} ad + \frac{2\pi}{M'} be \right) \right].
\]

For a = 0, ..., \( N'-1 \) and b = 0, ..., \( M'-1 \).

Working in the discrete domain and using DFT's imply periodicity as usual. Computed \( f_d(a,b) \) represents only one period of a 2-D periodic function. The size of the period is \( N' \times M' \). Both \( N' \) and \( M' \) must be large enough to hold almost all of the energy of the space-time signal. Otherwise, additive tails from the neighboring periods will intrude into the main period showing as foldovers at the edges. Choosing large \( N' \) and \( M' \) is equivalent, in a sense, to having the space signal

\( \psi_i(n,m) \) concentrated more at the center, so that the contribution of the edge electrodes is rather insignificant. To achieve this, the input space image is zero padded first to have large \( N \) and \( M \).

### 4 Simulation Results

A 2-D 72 pattern is given in Fig. 4(a). The object size is 64×128 pixels. The brightest level in the images (white) corresponds to 255 and the black corresponds to 0. Figure 4(b) shows the simulated hologram \( \psi_i(n,m) \) of this 2-D 72 pattern located in a 3-D space. The hologram is obtained by using the discrete model for off-axis holography given in Sec. 3.1. The value of the distance (the third dimension) parameter \( \alpha \) is 1 and the angle parameter \( \beta \) is 0.3. The horizontal axis is \( x \) and the vertical axis is \( y \). Using the computational procedure given in Sec. 3.3, the digital form of the electronic signals \( f_d(a,b) \) that are going to be applied to the electrodes are computed for the hologram in Fig. 4(b). These electrode signals are presented in Fig. 4(c). Here, the horizontal axis is the “electrode” axis, whereas the vertical axis is the time; intensity represents the amplitude of the electrode signals. Computed time signals are for 256 electrodes. Each one of the 256 signals has 512 time points. The electrodes are at \( x = 0, y = y_k \), where \( k = 1, \ldots, 256 \). In the physical implementation, the width of the transducer elec-

！Fig. 3 Sample locations (a) before and (b) after the coordinate transformation.
Fig. 4 (a) Two-dimensional pattern, (b) the simulated hologram of the 2-D pattern given in part a, (c) computed time signals, (d) the generated hologram at $t=t_e$ after the radiation of the time signals shown in part c, (e) reconstruction from the original hologram in part b, and (f) reconstruction from the pattern in part d. The parameters associated with the simulations are given in the text. (In all figures, the origin is the lower left corner.)

Here, the desired result is to have Figs. 4(b) and 4(d) exactly equal to each other. Using this new pattern as the hologram (which would be on the surface of the SAW), the original object (which is a 2-D, i.e., flat pattern located in 3-D space, for this simulated figure) can be reconstructed as in usual holography. This will be done optically in the real

trodes will be of the order of a wavelength, i.e., they act like point sources. So in the simulations, we use the point source radiation, as described in Sec. 3.2 to get the resultant pattern. The excitation of the $b$'th electrode at instant $a$ is $f_D(a,b)$. The computed field from the given excitations is shown in Fig. 4(d) at instant $t_p$. 
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system, but here the reconstruction result is also obtained through simulation, as described in Sec. 3.1. Note that the hologram recording and reconstruction processes are exactly the same. The result is shown in Fig. 4(e). For comparison, the same simulated reconstruction method is applied to the original hologram of Fig. 4(b). The result of this simulation is shown in Fig. 4(f). Here, the measure of success is the similarity of Figs. 4(e) and 4(f). The stripes result from a small angle between the reference and the object beams during recording, and not from the inadequacy of either the proposed method or computational errors. As a consequence of the small angle, the undiffracted constant beam cannot be kept out of the visual field while viewing the reconstructed object, thus causing stripes. Increasing the angle will make them disappear, but in this case, the simulations will be computationally more complex because of increased resolution requirements (increased image size) as a result of the high-frequency fringes on the hologram. The degree of similarity of Figs. 4(e) and 4(f) is satisfactory. These figures are obtained through careful simulations of the actual acousto-optical device, and therefore, they strongly imply that the quality of the 3-D frames obtained from the actual system will also be satisfactory.

There are no holograms involved in Fig. 5. These figures are used only to demonstrate the validity of the inversion process, as given by Eq. (11). Figure 5(a) is the original of a 2-D pattern. The pattern given in Fig. 5(b) is the computed time signal for the electrodes, as explained in Sec. 3.3. If these signals are applied to the electrodes, the pattern shown in Fig. 5(c) is obtained over the crystal at \( t = t_0 \). This picture is obtained using the procedures explained in Sec. 3.2. The degree of similarity between the original and the reconstructed images is again satisfactory.

5 Proposed 3-D Television System

A 3-D holographic television system that utilizes the technique described in the previous sections should have a holographic camera that captures the 2-D hologram representing a frame. A processor converts the captured hologram pattern to the electrode signals.

A typical hologram pattern consists of interference fringes with variable frequencies. These variations are centered around the "center frequency," which depends on the angle between the object beam and the reference beam during the recording of the original hologram. In our case, the hologram is generated as a SAW pattern at time \( t_1 \). Surface ripples created by SAW act like a phase grating when laser light is obliquely incident onto the crystal. Therefore, this is a phase hologram. A collimated light pulse with wavelength \( \lambda \) at \( t_1 \) is incident normally onto the crystal. Thus the reflected light from the crystal is \( \exp\left[\frac{j2\pi\psi(x,y)}{\lambda}\right] \). To evaluate the performance of the SAW device as a phase grating, let us assume a sinusoidal SAW pattern, \( \psi(x,y) = A \sin(2\pi f_0 x) \), where \( A \) represents the amplitude of the SAW. This results in a sin-
usoidal phase grating. In this case, the reflected light can be decomposed into the plane waves in the angular spectrum representation as

\[
\sum_{q = -\infty}^{\infty} J_q(2\pi A/\lambda) \delta(f_x - qf_0, f_y),
\]

where \(J_q\) is the Bessel function of the first kind, order \(q\), and \(f_x\) and \(f_y\) are the angular frequency variables, \(f_x = \Omega_x/2\pi\) and \(f_y = \Omega_y/2\pi\). The amplitude of the first diffraction order is of interest, and it is equal to \(J_0(2\pi A/\lambda)\). When this result is applied to our display device, the SAW amplitude (represented by \(A\)) must be sufficiently high to have the first order visible. For a typical SAW transducer input power of 100 mW at 1 GHz, the surface displacement \(A\) is of the order of 1 nm. Even though the expected diffraction efficiency is quite low, a visible first order is achievable with sufficiently high laser input power. The deflection angle of the first diffraction order is determined by the frequency of the phase grating as \(\sin^{-1}(\lambda/\lambda_{\text{SAW}})\). For a typical separation angle of 10 deg and laser wavelength of 0.6 \(\mu\)m, the center frequency is 290,000 fringes/m corresponding to a 3.4-\(\mu\)m spacing between the fringes. The variation of the fringe frequency around the center frequency depends on the span of the “view angle” of the hologram. The bandwidth requirement for a satisfactory view angle is easily met by the SAW bandwidth, which easily exceeds 10% of the center frequency.

The crystal that is used as the medium of display is a piezoelectric material, such as LiNbO\(_3\). Figure 6 shows the SAW interdigital transducers having finger pairs with bonding pads for external electrical connection. The spacing between the neighboring fingers is determined by the operation frequency and the SAW velocity on the crystal. For LiNbO\(_3\), the SAW velocity is 3300 m/s and one wavelength at 970 MHz (the center frequency for the time-varying electrode signals for a typical hologram pattern) is 3.4 \(\mu\)m. Finger centers are separated by a half wavelength. The number of fingers should be selected according to the required bandwidth, which in turn determines the view angle of the 3-D frame. For example, a 10% SAW transducer bandwidth would be more than necessary. There will be no significant distortion in the generated acoustic waves, because the power levels are far from inducing any nonlinear effects. The width of the transducer electrodes must not be more than a few wavelengths to guarantee that the transducers act like point sources.

A continuous 3-D operation is achieved by sending the frames frequently enough, as in conventional television. The maximum frame repetition rate is related to the crystal length and speed of wave propagation over the surface. For example, a 6-cm-long LiNbO\(_3\) crystal yields a maximum rate of 55,000 frames/s. This rate is a few orders of magnitude higher than the rate needed to obtain motion pictures.

There is also a relation between the size of the crystal and the time duration of the signal that is applied to generate a surface pattern: the limited size also limits the duration. The inversion relation, as presented by Eq. (11), assumes no limits in any of the \((x,y)\) or \(t\) coordinates. The effects of finite size are discussed in Sec. 3.3. The introduction error will reveal itself as a loss in resolution over the surface pattern. Increasing the crystal size will also result in an increase in resolution as a consequence of longer duration time signals. However, the typical size of 6 cm is more than enough to get time signals that will yield the desired resolution. The simulation results presented in this paper correspond to much smaller crystal size and still achieve acceptable resolution performance.

The same principle can also be used for color as well as monochrome 3-D television. For color operation, the hologram pattern that is going to be formed on the crystal surface should be the pattern associated with color holography, and the light pulse should be suitable for color operation, such as that obtained from multiple sources.

The duration of the laser pulse should be short enough to “freeze” the time-varying surface pattern when it just forms the hologram. The effect of longer pulse than needed will definitely degrade the 3-D frame. However, these effects are unknown. But it is expected that a pulse duration of the order of nanoseconds will be sufficient.

### 6 Conclusion

An acousto-optical holographic display, which is essentially a SAW device, is presented. The display can be used for 3-D holographic television. It can also be used to display computer-generated hologram sequences. It is understood from the simulations that the presented inversion relation and the associated computational procedure give the desired surface hologram pattern. The simulated reconstruction from this regenerated hologram also shows that the 3-D image quality is satisfactory.
The horizontal space resolution is determined by the acoustic wavelength and, therefore, can be easily increased to the optical limits. The computations based on the propagation speed of acoustic waves show that the proposed system is expected to solve the sequential write-and-erase problem common to other holographic video displays.

The number of electrodes affects the quality of the hologram pattern that is formed on the crystal surface. This, in turn, affects the quality of the reconstructed 3-D scene. Better quality is achieved with more electrodes. A few hundreds of electrodes give an acceptable image whose quality is comparable to that of the ordinary TV picture.

In simulations, we assumed discrete and periodic signals. As a consequence of carefully selected parameters, the simulator is successful. So if a sufficient number of electrodes are used and the information content of the input image is rather concentrated around the center of the crystal, we expect that the actual system will give 3-D frames similar to those shown by the simulation results. Furthermore, the simulator can be easily improved to consider some nonideal situations associated with the operation of the physical system. This may result in generation of more appropriate electrode signals, which may compensate for these degrading effects. For example, if the acoustic attenuation in the crystal is known, this information can be added to the derivation steps of Sec. 2 to give an inversion relation where the effects of acoustic attenuation are compensated and the resultant surface pattern still has the desired form even if there is attenuation. Similarly, the effect of anisotropy in the SAW crystal can be taken into account by modifying the inversion relationship.
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