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The alternating offers bargaining game with two pies and incomplete information has a
bargaining sequential equilibrium where the “strong” type of the informed player restricts
his offer to one pie, leaving it to the other player to make an offer on the second pie. An
offer on both pies comes only from the “weak” type of informed player. Hence, anissue-
by-issue negotiation agenda may arise from signaling consideralmmsial of Economic
LiteratureClassification Number: C78. © 1996 Academic Press, Inc.

1. INTRODUCTION

Many bargaining situations involve multiple issues and often they are resolve
through anissue-by-issue agenda. A concrete example of multiple-issue barge
ing is the purchase of a new car where the parties have to agree, among ot
things, on a price, a trade-in allowance, and financing. The American Automg
bile Association (1992, p. 17) recommends that buyers first focus on negotiatil
the price of the car and only discuss financing, factory rebates, and the trade
allowance once the price has been agreed upon. This argument may seem
puzzling because the issues appear tobe almost perfect substitutes, all ultima
determining how much money will change hands. Why then would buyers bel
efit from a time-consuming issue-by-issue process, instead of negotiating the

* We thank Bob Becker and a co-editor for helpful comments and suggestions.
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simultaneously and perhaps reaching an agreement right away? What kind
buyer would choose the issue-by-issue negotiations?

Bounded rationality is an obvious reasonwhy parties may choose to settle th
issues one by one. The set ofissues on the negotiation table may be so comp
that it may be beyond human capacity to tackle them all at once. In this pape
we provide an alternative explanation emphasizing strategic implications of the
choice of the negotiation procedut®Ve do thisin a multidimensional bargaining
model where the parties’ offers include the negotiation procedure (issue-by-issu
versus complete package). The focus is on the effect of incomplete informatio
about bargaining strength on bargaining strategies. Two players negotiate in
Rubinstein fashion over two pies, each of size one. Information is asymmetri
as to the discount factor of one playewith two possible realizations of the
discount factor, we show that this bargaining game has a sequential equilibriut
with rationalizing beliefs such that, while a weak (impatient) player prefers
negotiating simultaneously over two pies, astrong (patient) player may make a
offer on justone piein ordertosignal bargaining strength. The uninformed playe
always makes a combined offer on the two pies, which may include screenin
the informed player andthus causing delay. Issue-by-issue negotiations may th
arise from signalling considerations.

The paper thus formalizes Schelling’s insight concerning multidimensional
bargaining and extends Rubinstein’s (1985) model by adding a second pie. Th
extension provides for a greater variety of strategic behavior. Whereas in RL
binstein the only way to transmit information consists of screening (the strong
player rejects the screening offer, the weak player accepts it), our model als
allows the informed player to signal his type. On the other hand, the sequentic
negotiation procedure can be interpreted as an incomplete contract because
corresponding agreements cover only a subset of allissues. Busch and Horstma
(1992) use thisinterpretation in a Rubinstein bargaining model with two pies bu
complete information. The two pies in their model are not both available at the
outset but arrive in sequential order and the players have different preference
over the pies. In this setting they show that, if the players’ preferences overth
two pies are sufficiently heterogeneous, one player prefers a complete contra
(a sharing rule over both pies) while the other prefers an incomplete contrac
(separate negotiationd\Ve show that issues may be negotiated in a sequential

1 These strategic implications were first noted by Schelling (1956). He writes: “when there are twc
objects to negotiate, the decision to negotiate them simultaneously or in separate forums at separ:
times is by no means neutral to the outcome.”

2 Asymmetric information is likely to be a problem in the car-buying example: buyers’ guides make
it relatively easy for buyers to obtaininformation on the dealer (his wholesale price and required profi
margin) and on the product (reliability, quality of workmanship, resale value). On the other hand,
dealers have to try hard to elicitinformation from the buyers they face. That is, incomplete informatior
is more likely to be a problem for the dealers of new cars than for their customers.

3 Fershtman (1990) shows in a bargaining game similar to that of Busch and Horstmann that th
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order even if they are perfect substitutes and bargaining procedures are flexit
the two pies in our model are of equal value to the two players and available fro
the outset, and players in their turn can make offers on one or bot @ias.
explanation for contract incompleteness thus relies on asymmetric informatic
with the presence of a strong player and a sufficient amount of heterogene
between the two types of the informed player.

2. ABARGAINING MODEL WITH TWO PIES
AND ASYMMETRIC INFORMATION

Two players, A and B, bargain over two pies, X and Y, each of size one
The bargaining procedure involves alternating offefa Rubinstein. Offers are
represented in terms of Player A's shargsfor pie X, andy for pie Y. We
refer to an offer on just one pie as a “single offer” and to an offer on two pie
as a “combined offer”. The bargaining game begins in period 0, proceeds
discrete time, and ends if the players reach an agreement on sharing both p
The players’ discounted payoffs from the agreement on pie X reached dt dat
are respectivelyl, x ands (1—x) wheres; € (0, 1) is Playeii 's discountfactor.
Similarly, for agreements reached at daten both pies, discounted payoffs are
Sp (X +y) ands5 (2 — x — y). The two pies are thus perfect substitutes but the
players may differ on their discount factors.

If two identical pies are available at the outset and if information is com:
plete, then the players never make a single offer (issues are never negotia
separately). To show this, we compare the equilibrium payoffs corresponding
two bargaining games. Rubinstein (1982) demonstrated that discounted payc
in the unique subgame-perfect equilibrium (SPE) of the complete informatic
bargaining game (pie of size two, A makes the first offer) are given by the pai

<2(1—83). 25p(1 — aA))
1-—6a08  1—8a88 /)°

(D

negotiation agenda is not neutral to the outcome. On the other hand, thereis a growing literature ex
plified by Hart and Moore (1988) and Huberman and Kahn (1988) focusingon the role of renegotiatio
when contracts are incomplete. These papers treat contract incompleteness as exogenously given
different context Spier (1992) demonstrates that incomplete contracts may serve as signals, Herre:
however, derives from the existence of transaction costs. Signaling occurs by means of a contract
is more incomplete than it would be if there were no information problems. In our model, thereare r
transaction costs directly associated with writing a complete contract; incompleteness is a produc
the information problem alone.

4 Perfect substitutability of issues implies that a player is concerned with the complete package, |
with the outcome of negotiations onindividual issues. As pointed out above, this appears to be the c
in negotiations over the price, financing, factory rebates, and trade-in allowance of a new car whi
can all add up to its total cost.
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This agreement is reached immediately. Suppose now that only single offers a
allowed and that Player A moves first. It can easily be shown that in the uniqu
SPE the players’ discounted payoffs are

((1 —8)(1+ 87) 208(1— 3A)>

; 2
1— 508 1— 608 @

In this equilibrium, agreement on the first pie is reached in period 0, followed by
an agreement on the second pie in period 1. Comparing payoffs in (1) with thos
in (2) reveals that under complete information the players will never restrict their
offers to just one pié.

We consider now the incomplete information game where Player Bis uncertai
of §a, which can take one of two value&; with probability = andé. with
probability 1— 7. These probabilities are common knowledge. Player A knows
his own discount factor, as well as that of Player B. We associate the discour
factoré (8n) withtype AL (An) of Player Aand assume thiat < §n. Strategies
are formally defined as follows. L&t be the set of all feasible offers and &t
be the set of all sequencéx®,y?), ..., (x"1, y*1)) of members ofS. Note
that(d, y), (x, ¥), and(4, ¥) all belong toS; the first two correspond to single
offers while the third means no offer is made. Player As strategy is a sequenc
a = {a'?°, of functions, each assigning an action given a historg'inThat
is, o' 1 St — Sif tis even, andy!' : St — {Yes, Ng if t is odd. Player
B’s strategy is defined similarly as a sequeiice- {b'}:°, of functions with
b' : S — {Yes, Ngif t is even, and' : S' — Sif t is odd. A system of
beliefs for Player Bis a function' : St — [0, 1] for all t, interpreted as the
probability thatB assigns to the event that he faces Ahe strate gies and Player
B’s beliefs must form a sequential equilibrium (SE); in addition, the restrictions
imposed on beliefs off the equilibrium path must satisfy the intuitive criterion
of Cho and Kreps (1987

We start the analysis with the case where B, the uninformed player, make
a combined offer based on his prior beliefs. Although our overall equilibrium
strategies are substantially different from Rubinstein’s (1985), part (i) of his
theorem can be applied to this subgame, exceptthat the pie here is of size tw

5 The player who makes the first offer strictly prefers a combined offer while the other player is
indifferent between the two types of offers. The second mover (Player B) is indifferent because, whils
he incurs a loss of utility from delay in agreement over the second pie, this loss is exactly offset b
the advantage of making the first offer over that pie. Player A is strictly worse off because, in additior
to delay in reaching agreement, he loses the first-mover advantage for the second pie. However, as
show below, preferences over the negotiation procedures may change dramatically if B does not knc
As discount factor.

6 Rubinstein’s (1985)theorem characterizes what he calls a bargaining sequential equilibrium (BSE
of the incomplete information bargaining game with one pie. The BSE concept imposes stronge
conditions on off-the-equilibrium-path beliefsthan does Cho and Kreps’ Intuitive Criterion. See Admati
and Perry (1987) for a discussion.
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Proposition 1 gives the relevant resUifis a first step, we define a critical value
of prior beliefs by

SH — 8L

T = .
1-68 .+ —6n)

ProPOSITIONL. Letwr < 7. Then in any subgame in which B’s beliefs are
given by his priorsB will make a combined offer of si28, z, where

(1 -8g)(A+ 7dp)

= . 3
1— 688 —mde(8s —6L)

Hence, if it is sufficiently likely that the informed player is of typg (i.e.,
m < 1), we have a separating SE where the uninformed player screens t
informed player by observing the latter's acceptance choice in period 0. Play
B concludes that he faces, Af the combined offer is accepted; otherwise a
delay of one period occurs and B infers that he facgs Rlayer B’s expected
screening payoffis@—n)(1 — 38, 2) + 27 8g(1 — z) wherezis given in (3). The
expression definingr is obtained from the condition stating B’s indifference
between the screening offer mentioned in Proposition 1 and the non-screen
offer 2(1 — §g)/(1 — 8gdy). Observe thalr — 1 aséy — 1. Player B will
always screen Player A a&,, becomes very patient because the equilibrium
non-screening payoff of B approaches zero. The cost of screening goes to z
while the benefit remains positive 4§ — 1. Note also thafr is decreasing
in 8§, anddg. Player B’s cost of screening Player A increase8 aapproaches
3y (as the two types become ond®;may no longer take the risk of waiting
one period when his payoff from the non-screening offer (accepted immediate
by A) is almost twice the payoff he obtains from the screening offer (accepte
by A_ only). If, on the other handjs is increased, B’s non-screening payoff
2(1 - 8y)/(1— 84 8p) increases faster than his screening payoff; as a result th
interval [Q ) gets smaller. B is therefore less likely to make a screening offe
when he has more bargaining power.

Suppose now that Player A makes the first offer. We present in Proposition
a SE whereAy and B reach an agreement on pien period 0 and on pi& in
period 1, whereas B and,Aagree on sharing both pies immediately. For future
reference, we define a critical value of prior beliefs by

ot = 1 —égd(1+ 5&) — 21 —dudp)
~ 88[2(1— 8nds) + (1+82)(s —8L)]°

7 A proof of Proposition 1 based on the work by Shaked and Sutton (1984) is available from th
authors upon request.
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We shall assume thdt, is sufficiently large sothat * > 0, i.e.,
2(1 —8pd) < (1— 8g8.)(1+83). (A1)
Another assumption we need for the SE presented in the following is
2(1 —6néds) = (1—380L)(L +6L8H), (A2)

which basically requires that be sufficiently smaller thaéw. In other words,

the two types of Amustbe sufficiently heterogeneous in terms of their bargaining
power. The discussion of the restrictions imposed on the discount factors b
(A1), (A2), andx* is relegated to the end of this section, following the Proof of
Proposition 2 where they are used. We need the following lemma.

LEMMA. 7% < 7.

The proof consists of algebraic manipulations of the definitions*cdndz.
It is omitted. The lemma implies thatif < =* and Player A makes a pooling
offer, then Player B’s strategies are as described in Proposition 1 for the cas
T <T.

ProOPOSITION2. AssumédAl), (A2)and letr < z*. The following strategies
constitute aseparating sequential equilibrium

Player A, offers a share of X not less than=(1—45g)/(1 —§48g) in period
0,and makes a combined off@m X and Yj ofsize x+-y =2(1—38g)/(1—8135)
ineven periodst- 0.Heaccepts the single offer ofat ledgt(1—35 )/(1—38,,5g)
and a combined offer of twice this single offer in every odd period

Player A makes a combined offer 8{1 — 8g)/(1 — §,8g) in every even
period but never makes a single offete accepts a single offer not less than
8. (1—68g)/(1— 8, 8g) or acombined offer of twice this single offer inodd periods

Player B accepts at most the combined offér — 55)/(1 — 8, 5g). As for
the single offershe accepts at most x (1 —8g)/(1 — 88g) and offers y=
8y (1 —8g)/(1— 8468p) in the next periodlf no agreement is reached before
Player B makes a combined offerasf (1 — 8g)/(1— 8, 8g) in odd periods

Player B’s off-the-equilibrium-path beliefs satisfy the Cho—Kreps Intuitive
Criterion. These beliefs aréll combined offers are interpreted as coming from
A_, while all single offers are interpreted as coming from.A

Proof We first verify that A's strategies are optimal at any date given
the strategies of other players. The highest combined offer accepted by B
2(1 — 8g)I(1 — 8g8,). If, instead of making this combined offer, Amitates
Ay and makes the single offéfl — 5g)/(1 — §yd8g) in period 0, B accepts,
revises beliefs ta® = 1, and offers, (1 — 8g)/(1 — 84 8g) in period 1, which
A, will clearly accept. Imitating A’s strategy yields A the discounted payoff
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presented at the left-hand side of (4), while adopting the strategy described
the proposition yields the discounted payoff at the right-hand side of (4).

(1—8)(1+846) - 2(1—dp)
1—6uxds T 1-68.88

Since (4) holds by Assumption (A2),/Awill not imitate An.

Consider now A's off-the-equilibrium-path offers. A single offer is inter-
preted as coming from A Clearly, if (4) holds, making an offer lower than
An’sis strictly worse than making the combined equilibrium offer. Onthe othe
hand, any single offer higher thafy 's offer will be rejected byB, thus A
would again be worse off. A combined offer is interpreted as coming fram A
so A will not deviate from 21 — 8g)/(1 — 8.88) because this is the highest
combined offer that B accepts.

Consider Player A. Given B'’s belief that a single offer can only come from
A, the best single offer thati\can make inperiod 0 is = (1—8g)/(1—8HdB),
which is alsothe highest single offer that B accepts in the SPE of the bargainir
game between B and A Finally, since B interprets any combined offer as
coming from A , the highest combined offer that B accepts issequilibrium
offer: 2(1 — 88)/(1 — 8g8L). But Ay will not offer this because

2(1 — 5g) - (1 —88)(1+83)
1—8gd, 1— 8408

(4)

or
2(1— 8g8p) < (L+824)(1 —8gé))

by (Al). With these strategies of Player A, we have a separating SE: the gar
converts into a complete information game once B receives As offer in pe
riod 0. If B rejects A,’s (single) offer, the subgame extending from period
1 is a complete information bargaining game as in Rubinstein (1982) wit
a pie of size 2 where the players’ subgame-perfect equilibrium payoffs al
{25ﬁ (1-38g)/(1—8y8p); 25(1—681)/ (1384 8g) }. Hence, accepting A's single
offerx = (1-38g)/(1—6ydg)in period 0 and offering = 8 (1—38g)/(1—581 8g)

in period 1 is optimal for B. Player B’s postulated beliefs are consistent with th
strategies presented above.

We still have to show that B's off-the-equilibrium-path beliefs satisfy Cho
and Kreps’ Intuitive Criterion. First, note that if Adoes not deviate to a single
offer under the postulated beliefs, he will not deviate to a single offer unde
any other consistent belief system of B. Thus B's belief about single offer
off the equilibrium path satisfy the criterion. Second, consider the combine
offers off the equilibrium path. B’s beliefs, as opposed to what was postulate
in Proposition 2, must remain unchanged for all combined offers higher tha
2(1 — 8g)/(1 — 8. 8g). Sincer < n* (hencer < & by the lemma), both types
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of Player A make the combined offez2n period 0, where is given by (3).

By Proposition 1, this is the highest offer acceptable to Player B, because i
the subgame extending from his rejection, his agreements witantl A, are
respectively 8, zin period 1 and 2in period 2. However, it isnot in the interest
of Ay to make this combined offer because his payoff is higher under the SE
described in Proposition 2:

(1-88)(1+ &)

2z
1-6nds

sincer < n* as assumed. Hence, beliefs that a combined offer can only com
from A are intuitive. =

Proposition 2 states that if B's prior belief that he facgs & sufficiently
low, and if the discount factors satisfy (Al), (A2), then a SE with rationalizing
beliefs exists where A makes a single offer in period 0 and B accepts it. The
agreement over the remaining pie is reached in period 1 with B’s (single) offer
A, on the other hand, makes a combined offer in period 0 and agreement |
reached immediately. In this equilibrium.Ais restricting his offer to one issue
in order to signal his bargaining power.

To have a better understanding of the restrictions imposed on the paramete
of our model, it will be useful to combine (A1) and (A2) as in (5) below:

2(1 —8z84) )
14 6160 < 1— 5,065 <14 64. (5
The inequality on the left stems from (A2) and the one on the right from (Al).
The set of conditions in Proposition 2 includes< = *, hence we also need to
know whetherr * > 0. However, this is already implied by (Al).

Let us therefore examine (5). First, the two inequalities in (5) show clearly the
requirementthady — &, be large enough. In intuitive terms, a sufficient amount
of heterogeneity is needed between the informed player’s types to justify thei
differential equilibrium strategies. Second, the middle term in (5) is decreasing
in §g. Hence, givers,, > §,, the inequalities in (5) suggest th&f must be
contained in some interval. The upper bougaf this interval can be obtained
from the left, and the lower boursd, from the right-hand side of (5), with both
sides holding with equality. We present these bounds below:

1- &, 18,84

dg = S <
B S — oL(L+62)  ° = 26 —8L(1+6L6m)

= 8g. (6)

As expected, (6) shows thaf = & if 5y = 8, . The intuition for the existence of
these twobounds is as follows. Recall thats obtained through (A1) which, if it
holds with equality, is the condition stating/ indifference between his single
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offer (1 —6g)/(1 — §gén) and the low but combined offe2 — 8z)/(1 — 8. 8g)
of AL. The payoff corresponding to the latter offer increases faster than tt
former as the uninformed player becomes impatienégdalls). And assg falls
below the critical boundg, Ay deviates to A’s combined offer. We conclude
that signalling by restricting one’s offer to a single issue is not beneficial if
the uninformed player is too “weak{the share 4 gets by imitating A’s
combined offer is large). On the other hand, if the uninformed player has tc
much bargaining powe(sg > 38g) then by the impact oz on equilibrium
payoffs just mentioned, As combined offer is too low so that he will be better
off by imitating Ay. Hence, thestrong type of the informed player may not be
able to make a signallinsinglg offer if the uninformed player is too “strong”
The interval(§, 3] is obviously affected by, ands, . Differentiating the
expressions fo§; and 8g in (6), we observe that both, andsg are unambigu-
ously decreasing iy (the intervalsg, 5g] movesto the left). A#\, has more
bargaining power his equilibrium payoff gets larger, therefgrenust be lower
to increase A’s equilibrium payoff aswell. Otherwise Amay deviate to A’s
offer. The interpretation ob§;/3sy < O follows a similar line of reasoning:
35 must fall to prevent 4 from deviating to A’s combined offer. From (6)
we also see thallg is increasing ins_, but the effect ob_ on 8g is ambiguous.
More precisely, we havasg/ds, < 0if 1 —828% < 25, (8y — &), which holds
for sure if§ is large enough. The sign 085/08, is determined through the
interplay of two opposing forces. Though the immediate shqrebtains from
the two pies is increasing i , sois the payoff he would get by choosing A
issue-by-issue negotiation procedure. Clearlyyll choose the latter option if
Ay’s equilibrium share is high enough, which corresponds to a §iglsince
A, has more incentives to imitate,Aas §y is higher, we must decreasgg to
eliminate these incentives, implyirig/d86, < 0. In fact, ass;, — 1, we see
from (6) thats; — Oanddg — 1/(2+ §.), hence thasg is decreasing id, . It
is also worth noting that* — 1 asé,;, — 1. The SE payoff of & approaches
the payoff he getsin the SPE under perfectinformation. As the strong type of tl
informed player becomes stronger, he will signal his type through single offe
because this option becomes costless.

3. CONCLUDING REMARKS

We have shown that, aslong asthere isincomplete information about barga
ing strength, players may engage in issue-by-issue negotiations even if (i) t
issues are perfect substitutes and players are only concerned with maximizi
their gains from settling the complete setof issues, and (ii) there are no transact
costs involved in negotiating a complete package. Our explanation thus comp
ments the explanation provided by Fershtman (1990) and Busch and Horstm:e
(1992), namely, that differing preferences over individual issues play a role |
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determining negotiation agendas. Exploring the interactions between these tw
complementary explanations of issue-by-issue negotiations is one promising lin
of research. Another isthe analysis of the interaction between multiple signalling
and screening modes as, for instance, between signalling through delay in tt
style of Admati and Perry (1987) and through issue-restricted offers studied i
this paper. A third extension would be to separate bargaining over the agenc
from bargaining over issues, allowing some signalling to occur already at the
agenda-setting stage.
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