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Abstract - This paper proposes a mechanism for learning lexical level correspondences between two 
languages from a set of translated sentence pairs. The proposed mechanism is baaed on an analogical 
reasoning between two translation examples. Given two translation examples, the similar parts of the 
sentences in the source language must correspond to the similar parts of the sentences in the target 
language. Similarly, the different parts should correspond to the respective parts in the translated 
sentences. The correspondences between the similarities, and also differences are learned in the form 
of translation templates. The approach has been implemented and tested on a small training dataset 
and produced promising results for further investigation. 
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1. INTRODUCTION 

Traditional machine translation (MT) systems require large-scale knowledge about both source 
and target languages in the form of computational grammars, lexicons and domain knowledge. In 
these traditional knowledge-based machine translation systems such as KBMT-89 [4], this large- 
scale knowledge is hand-coded and hand-crafted for specific domains. They make the use of this 
large-scale knowledge residing in different resources such as lexicons, grammar rules and mapping 
rules during translation. Since the acquisition of this kind of knowledge is time-consuming and 

expensive, researchers have been studying to the ways of automatically and semi-automatically ac- 
quiring some portions of the required knowledge from large corpora. For example, in the KANT [13] 
system which is an immediate descendant of the KBMT-89 system, some methods for automatic 
acquisition of lexicons from a large-corpus are used [ll]. The work presented in this paper tries 
to automate the acquisition of the required knowledge for machine translation task (except for 

morphological rules) from sentence-level aligned bilingual text corpora only. 

Because of the large-scale acquisition problem in traditional approaches to machine transla- 
tion, corpus-based approach is one of the alternative directions that have been proposed to over- 
come the difficulties of traditional systems. Two fundamental directions in corpus-based MT have 
been followed. These are statisticad and example-based machine translation (EBMT), also called 
memory-based machine translation (MBMT). Both approaches assume the existence of a bilingual 
parallel text (an already translated corpus) to derive a translation for an input. While statistical 
MT techniques use statistical metrics to choose the most probable structures in the target lan- 
guage, EBMT techniques employ pattern matching techniques to translate subparts of the given 
input [l]. 

Exemplar-based representation has been widely used in Machine Learning (ML). According to 
Medin and Schaffer [12], who originally proposed exemplar-based learning as a model of human 
learning, examples are stored in memory without any change in the representation. The charac- 

teristic examples stored in the memory are called exemplars. The basic idea in exemplar-based 
learning is to use past experiences or cases to understand, plan, or learn from novel situations 
[7, 10, 151. The learning paradigm used in this paper is referred as Exemplar-Based Generalization 
(coined by Salzberg [17]), where exemplars are not only simple examples, but templates that are 
obtained by generalizing appropriate components of examples [5]. 

tRecommended by Arun Sen 
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EBMT has been proposed by Nagao [14] as translation by analogy which is in parallel with 

memory based reasoning [20], case-based reasoning [16] and derivational analogy [2]. Example- 
based translation relies on the use of past translation examples to derive a translation for a given 
input [3, 9, 19, 211. The input sentence to be translated is compared with the example translations 
analogically to retrieve the closest examples. Then, the fragments of the retrieved examples are 
translated and recombined in the target language. Prior to the translation of an input sentence, 

the correspondences between the source and target languages should be available to the system; 
however this issue has not been given enough consideration by the current EBMT systems. Kitano 

has adopted the manual encoding of the translation rules, however this is a difficult and an error- 
prone task for a large corpus [8]. Sato [18] also proposed an exemplar-based system with manually 
encoded matching expressions which are used as translation templates. This paper formulates the 
acquisition of translation rules as a machine learning task in order to automate the process. 

Our first attempt was to construct parse trees between the example translation pairs [6]. How- 
ever, the difficulty was the unavailability of a reliable parser for both languages. In this paper, we 
propose a technique which stores exemplars in the form of templates that are generalized exem- 

plars, rather than parse trees. A template is an example translation pair where some components 
(e.g., words stems and morphemes) are generalized by replacing them with variables in both sen- 

tences, and establishing bindings between the variables. We will refer this technique as GEBMT 
for Generalized Exemplar Based Machine Translation. 

The algorithm we propose here, for learning such templates, is based on a heuristic to learn 

the correspondences between the patterns in the source and target languages, from two translation 
pairs. The heuristic can be summarized as follows: Given two translation pairs, if the sentences 
in the source language exhibit some similarities, then the corresponding sentences in the target 
language must have similar parts, and they must be translations of the similar parts of the sentences 
in the source language. Further, the remaining differing constituents of the source sentences should 
also match the corresponding differences of the target sentences. However, if the sentences do not 
exhibit any similarity, then no correspondences are inferred. Consider the following translation 
pairs given in English and Turkish to illustrate the heuristic: 

I took a ticket from Mary f) Mary’den bir bilet aldim 

I took a pen from Mary f) Mary’den bir kalem aldlm 

Similarities between the translation examples are shown as underlined. The remaining parts are the 
differences between the sentences. We represent the similarities in English as “I took a XE from 
Mary”, and the corresponding similarities in Turkish as “Mary’den bir XT aldlm”. According to 

our heuristic, these similarities should correspond each other. Here, XE denotes a component that 
can be replaced by any appropriate structure in English and XT refers to its translation in Turkish. 
This notation represents an abstraction of the differences “ticket” vs. “pen” in English and “bilet” 
vs. “kalem” in Turkish. Continuing even further, we infer that “ticket” should correspond to 
“bilet” and “pen” should correspond to “kalem”; hence learning further correspondences between 

the examples. 

Our learning algorithm based on this heuristic is called TTL (for Translation Template Learner). 
Given a corpus of translation pairs, TTL infers the correspondences between the source and target 
languages in the form of templates. These templates can be used for translation in both direc- 
tions. Therefore, in the rest of the paper we will refer these languages as L1 and L2. Although 
the examples and experiments herein are on English and Turkish, we believe the model is equally 
applicable to other language pairs. 

The rest of the paper is organized as follows. Section 2 explains the representation in the form 
of translation templates. The TTL algorithm is described in Section 3, and Section 4 illustrates 
the TTL algorithm on some example translation pairs. Section5 describes how these translation 
templates can be used in translation. Section6 concludes the paper. 
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2. TRANSLATION TEMPLATES 

A template is a generalized translation exemplar pair, where some components (e.g., word stems 
and morphemes) are generalized by replacing them with variables in both sentences, and estab- 
lishing bindings between these variables. For example, the following three translation templates 
that would be learned from the example translations given above are: 

I took a X1 from Mary +) Mary’den bir X2 aldim 

if X1 * X2 
ticket +) bilet 

pen +) kalem 

The first translation template is read as the sentence “I took a X’ from Mary” in L’ and the 
sentence “Mary’den bir X2 aldlm” in L2 are translations of each other, given that X1 in L1 and 

X2 in L2 are translations of each other. Therefore, for example, if it has already been acquired that 
“basket” in L1 and ‘%epet” in L2 are translations of each other, i.e., “basket” e, “sepet” then 
the sentence “I took a basket from Mary” can be translated into L2 as “Mary’den bir sepet aldlm”. 
Each of the second and third templates represents an atomic correspondence of two strings in the 
languages L1 and L2 without any dependency. In fact, we also use given example translations as 

atomic translation templates. 

Since the TTL algorithm is based on finding the similarities and differences between translation 
examples, the representation of sentences plays an important role. As it is, the TTL algorithm may 

use the sentences exactly as they can be found in a regular text. That is, no grammatical infor- 
mation or no preprocessing, e.g. bracketing, on the bilingual parallel corpus is needed. Therefore, 
it is a grammarless extraction algorithm for phrasal translation templates from bilingual parallel 

texts. 

For agglutinative languages such as Turkish, this surface level representation of the sentences 

limits the generality of the templates to be learned. For example, the translation of the sentence 
“I am coming” in Turkish is a single word “geliyorum”. When the surface level representation 

is used, it is not possible to find a template from that translation. Therefore, we will represent 

a word in its lexical level representation, that is, its stem and its morphemes. For example, 
the translation pair “I am coming” +) “geliyorum” will be represented as “i am come+ing” e, 

“gel+Hyor+yHm”. Similarly, the pair “I am going” +) “gidiyorum” will be represented as “i am 
go+ing” +) “gid+Hyor+yHm”. Here, the + symbol is used to mark the beginning of a morpheme, 
and the letter H in the morphemes represents a vowel whose surface level realization is determined 
according to vowel harmony rules of the Turkish language. According to this representation, these 
two translation pairs would be given as 

I come+ing +) gel+Hyor+yHm 

I go+ing +) gid+Hyor+yHm 

The translation templates learned from these two translation pairs are 

I am X’+ing +) X2+Hyor+yHm 
if X’ *X2 

come * gel 
go +i gid 

This lexical level representation allows an abstraction over technicalities such as vowel and/or 
consonant harmony rules, as in Turkish, and also different realizations of the same verb according 
to tense, as in English. We assume that the generation of surface level representation of words 
from their lexical level representations is trivial. 
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3. LEARNING TRANSLATION TEMPLATES 

The TTL algorithm infers translation templates using similarities and differences between two 

example translation pairs (&, Eb) from a bilingual parallel corpus. Formally, a translation example 

E, : EA H E,” is composed of a pair of sentences, EA and Ei, that are translations of each other 
in Li and Lz, respectively. 

Given two translation examples (E,, Eb), we try to find similarities between the constituents of 

E, and Eb. A sentence is considered as a sequence of lexical items (i.e., words or morphemes). If 
no similarities can be found, then no template from these examples is learned. If there are similar 

constituents then a match sequence, it&$, in the following form is generated. 

S,,D&S,l,-, D~_l,S~,+,S~,D~,S~,...,D~_-l,S~ forl<n,m 

Here, Sk represents a similarity (a sequence of common items) between EA and Et. Similarly, 

0: : CD:,,, D:,,) represents a difference between Ek and Ei, where D&, and Di,b are non-empty 

differing items between two similar constituents Sk and Si,, . Corresponding differing constituents 

do not contain common items. That is, for a difference Dk, Dk,a and Dk,b do not contain any 
common item. Also, no lexical item in a similarity Si appears in any previously formed difference 
Dk for k < i. Any of Si , SA, S,2 or Sk citn be empty, however, Sj for 0 < i < n and S; for 
0 < j < m must be non-empty. Furthermore, at least one similarity on each side must be non- 

empty. Note that there exists either a unique match or no match between two example translation 

pairs. 
For instance, let us assume that the following translation examples are given for translation pairs 

“I gave the ticket to Mary” i+ “Mary’e bileti verdim” and “I gave the pen to Mary” 

+) “Mary’. kalemi verdim”: 

I give+p the ticket to Mary +) Mary+‘e bilet+yH ver+DH+m 

I give+p the pen to Mary f) Mary+‘e kalem+yH ver+DH+m 

For these translation examples, the following match sequence is obtained by our matching algo- 

rithm. 

I give+p the (ticket,pen) to Mary t) Mary+‘e (bilet,kalem)tyH ver+DH+m 

That is, 

Si= I givetp the, DA= (ticket ,pen) , St= to Mary, 

Si= Maryt’e, Di= (bilet , kalem) , Sf= tyH vertDH+m. 

After a match sequence is found for two translation examples, we use a learning heuristic to 
infer translation templates from that match sequence. This heuristic tries to locate corresponding 
differences in the match sequence. If it can locate all corresponding differences, it can learn a new 

translation template by replacing all differences with variables. 
If there exists only a single difference in both sides of a match sequence, i.e., n = m = 1, then 

these differing constituents must be the translations of each other. In other words, we are able to 

locate the corresponding differences in the match sequence. In this case, the match sequence must 
be in the following form. 

Since DA and 0; are the corresponding differences, the following translation template is inferred 
by replacing these differences with variables. 

s; xl s: f) s, x2 SF 
ifX1*X2 

Furthermore, the following two translation templates are learned from the corresponding dif- 
ferences (DA,,, Oh,,) and (D&,, II:,,). 
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For example, since the match sequence of the example above contains a single difference in 
both sides, the following translation template and two additional translation templates from the 
corresponding differences (ticket , pen) and (bilet , kalem) can be inferred: 

I give+p the X1 to Mary +) Mary+‘e X’+yH ver+DH+m 

if X1 * X2 

ticket H bilet 

pen +) kalem 

On the other hand, if the number of differences are equal on both sides, but more than one, 
i.e., 1 < n = m, without prior knowledge, it is impossible to determine which difference in one 
side corresponds to which difference on the other side. Therefore, learning depends on previously 
acquired translation templates. Our learning algorithm tries to locate n-l corresponding differences 
in the match sequence by checking previously learned translation templates. We say that the kth 

difference (Ok,, , Dk,b) on the left side corresponds to the Zth difference (OF,,, D,“,,,) on the right side 
if the following two translation templates have been learned earlier. 

We call this corresponding pair of differences as Corresponding Difference Pair (CDP). After finding 
n - 1 CDPs, the last two unchecked differences, one at each side (language), should correspond to 
each other. Thus, for all differences in the match sequence, we determine which difference in one 
side corresponds to which difference on the other side. 

Let us assume that the list 

CDPI,CDP~,...,CDP, 

represents the list of all CDPs, where CDP,, is the pair of the two unchecked differences. A CDPi 
is the pair of two differences in the form (Ok<, OFi). For each CDPi, we replace Dii with a variable 
X! and D1”, with a variable Xp in a match sequence Ma,b. The newly formed match sequence is 

called as M,,bDV for match sequence with difference variables. As a result, the following translation 

template can be inferred. 

M,,bDv 
ifXj +,XF and...andXA+,Xi 

In addition, the following translation templates are learned from the last corresponding differences 

(Dl k, ,a’ D&,b) and (Df,,,ay D,“,,b). 

Dkn,a +) q,a 

D:,,b * Dl”,,b 

For example, the following translation examples, which are lexical forms of translation pairs “I 
gave the book” +) “Kitabi verdim” and “You gave the pen” +) “Kalemi verdin”, have two 
differences on both sides. 

i give+p the book i+ kitab+yH ver+DH+m 

you give+p the pen t) kalem+yH ver+DH+n 

The following match sequence is obtained for these examples 

(i,you> give+p the (book,pen) +) (kitab,kalem) +yH ver+DH (+m,+n) 

Without prior information, we cannot determine if i corresponds to kitab or +m. However, if it 
has already been learned that i corresponds to +m and you corresponds to +n, then the following 
translation template and two additional translation templates can be inferred. 
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Xi give+p the Xi +) Xi+yH ver+DHXf 
if Xi e, XT and Xi +) Xi 

book +) kitab 
pen +) kalem 

In general, when the number of differences in both sides of a match sequences is greater than 

or equal to 1, e.i., 1 <n=m, the TTL algorithm learns new translation templates only if at least 
n - 1 of the differences have already been learned. A formal description of the TTL algorithm is 
summarized in Figure 1. 

procedure TTL(M,,a) 
begin 

l Let the match sequence Ma,6 be: 

S,,D~,...,D~_,,S~,+,S~,D~,~..,D~_l,S~ 
if n=m=l then 

l return the following rules: 

s; xi s,l i+ so x2 s; 
if X1 +)X2 

DA,, +) D&z 

Oi,b +) D:,b 

else if 1 < n=m and n- 1 corresponding differences can be found in Ma,6 then 
l Assume that the unchecked corresponding differences is 

((D :,,w D:,,,b), (DI”,,a) D12,,b)). 

l Let the list of corresponding differences be 
(Ok,, DFl ) . . . (Ok,, Dl", ) including unchecked ones. 

l For each corresponding difference (D& , Dt ) replace Dii with Xi and 

Dzi with Xf to get the new match sequence it&&W. 

a return the following rules: 

M&v 
if X:+,X; and ... and Xh+,Xi 

D:,,, * %,a 

D:,,,b * Dl”,,b 
end 

Fig. 1: The TTL Algorithm 

The TTL algorithm described in this section can only be applied to the match sequences with 
the same number of differences on both sides. If we get a match sequence with different number 

of differences, we try to equate the number of differences by separating differences before we apply 
our TTL algorithm. If the number of differences in one side is less than the number of differences 
in the other side, we try to divide the differences in the side with less differences to increase their 
number. If both constituents of a difference contain more than one morpheme (or root word), we 
may divide that difference into two differences by separating both constituents of that difference 
from morpheme boundaries. 

In each pass of the learning phase, the TTL algorithm is applied to each pair of examples in the 
training set to infer translation templates. The learning phase continues until no new translation 
template is learned. In other words, when the number of new learned translation templates in a 
pass is zero, the learning process stops. The maximum number of passes of the learning phase 
is theoretically n - 1 when the number of examples in the training set is n. However, in usual 
training sets, the number of passes needed is much less. For example, only 4 passes were executed 
for a sample training set of 112 example pairs. 
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After all translation templates are learned, they are sorted according to their specificities. Given 
two templates, the one that has a higher number of terminals is more specific than the other. Note 
that, the specificity is defined according to the source language. For two way translation, the 
templates are ordered once for each language as the source. 

4. LEARNING EXAMPLES 

For an empirical evaluation of the TTL algorithm, we have implemented it in PROLOG and 

tested on sample bilingual parallel texts. One of artificially created training sets contained 747 
training pairs. In the first pass, the TTL algorithm learned 642 translation templates. No new 
templates were learned in the second pass. On a SPARC 20/61 workstation, each pass took about 
44 seconds real time. Using these 1389 templates including 747 translation examples, translation 
of a new sentence, took about 85 milliseconds on the average. 

In this section, we illustrate the behavior of TTL algorithms on some sample training example 
pairs. 

Example 1 Given the example translations “I saw you at the garden” t) “Seni bahcede gordiim” 
and “I saw you at the party” +) “Seni partide gordiim” , their lexical level representations are 

i see+p you at the garden +) sen+yH bahGe+DA gBr+DH+m 
i see+p you at the party +) sen+yH parti+DA gGr+DH+m . 

From these examples with one pair of differences in both sides, the following translation templates 
are learned: 

i see+p you at the X1 +) sen+yH X2+DA gGr+DH+m 
if X1*X2 

garden +) bahse 
party t) parti. cl 

Example 2 Given the example translations “It falls” +) “Diiger”, “I will take the car” t) “Arabayr 
alacagim" , “If a pen is dropped then it falls” +) “Bir kalem bnakihrsa, diiger” and “If he brought 
the keys then I will take car” +) “anahtarlan getirdiyse arabayr alacagrm”, their lexical level 
representations are 

it fall+s t) diig+Ar 
i will take the car +) araba+yH al+yAcAk+yHm 
jJ a pen is drop+pp then it fall+s # 

bir kalem blrak+Hl+Hr+ysA, diig+Ar 
z he bring+p the keys then i will take the car +) 

anahtarlar1 getir+DH+ysA, araba+yH al+yAcAk+yHm. 

The match sequence between the last two example translations contains two similarities for 
if and then, and two differences. Since there are more than one differences, no translations 
templates can be learned directly. However, with the help of the first two example pairs, the 
following translation templates are learned: 

a pen is droptpp +) bir kalem birak+Hl+Hr 
he bringtp the keys +) anahtarlar1 getir+DH 
if X: then Xi +) XF+ysA, Xi 

if Xi+, Xl and X:*X;. 0 

Example 3 Given the example translations “I would like to look at it” e, “Ona bakmak isterim” 
and “Do not look at it” +) “Ona bakma” their lexical level representations are 

i would like to look at it i+ otnA bak+mAk iste+Hr+yHm 
do not look at it +) o+nA bak+mA . 
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Even from these structurally different translation examples, the following translation templates 
are learned: 

X1 look at it t) o+nA bak X2 
if X1 H X2 

i would like to +) +mAk iste+Hr+yHm 
do not t) +mA . 0 

Example 4 Given the example translations “he can write” +) “yazabilir”, “do not talk” +) 
“konqma”, “he can write while he is reading” t) “okurken yazabilir” and “do not talk while 
you are eating” +) “yemek yerken konuqma”, their lexical level representations are 

he can write +) yaz+yAbil+Hr 
do not talk +) konuq+mA 
he can write while he is read+ing ++ oku+Hr+yken yaz+yAbil+Hr 
do not talk while you are eat+ing i+ yemek ye+Hr+yken konu$+mA. 

The following useful translation templates are learned, from these translations examples: 

Xi while Xi+ing t+ Xg+Hr+yken X,Z 
if X,l*Xf and and X.j*Xi 

he is read i+ oku 
you are eat C) yemek ye . 0 

The last two translation templates may be used to fill in more complex translation templates. 

Example 5 Natural languages are full of idiomatic expressions. For example, in Turkish, “kafayr 
yediler” is such an expression meaning “they have got crazy”, while its literal translation would be 
“they ate the head”. Since, the TTL algorithm sorts the templates according to their specificities, 
such idiomatic expressions can be handled easily. Consider that the following examples are provided 
to learn the templates: “we have got crazy” +) “kafayr yedik” , “this is an apple” +) “bu bir elmadrr” , 
“this is an orange” ++ “bu bir portakaldrr”, “i ate the apple” c) “elmayr yedim”, and “you ate the 
orange” f) “portal& yedin”. The lexical level representations are 

this is an apple +) bu bir elmam 
this is an orange +) bu bir portakal+DHr 
they have get+p crazy c) kafa+yH ye+DH+lAr 
we have get+p crazy +) kafa+yH ye+DH+k 
i eat+p the apple f) elma+yH ye+DH+m 
you eat+p the orange +) portakal+yH ye+DH+n . 

From these translation examples, in the order of specificity, the following useful translation tem- 
plates are learned: 

Xj have get+p crazy +) kafa+yH ye+DHXf 
if X,l*Xz 

this is an Xt +) bu bir Xf+DHr 

Xj eat+p the Xi +) Xi+yH ye+DHXf 
if Xt HXF and X;HX,Z 

they c) +1Ar 
we i+ +k 
apple f) elma 
orange c) portakal 
i * +m 
you * +n . 
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Example 6 Our example pairs do not need to be pairs of sentences. They can also be pairs of 
expressions. First two example pairs of the following four examples are pairs of expressions: 

red car +) kirmizi araba 
red truck +) klrmlzl kamyon 
he buy+p a pen +) bir kalem satin al+DH 

he buy+p a book +) !I& kitap satin al+DH. 

From these examples, the following translation templates are learned: 

red X1 +) klrmlzl X2 
if X14+X2 

car +) araba 

truck +) ksmyon 

he buy+p a X1 +) bir X2 satin al+DH 

if X1*X2 
pen +) kalem 

book +) kitap. •1 

5. TRANSLATION 

The templates learned by the TTL algorithm can be used in the translation directly. These 
templates can be used for translation in both directions. The outline of the translation process is 

given below: 

1. First, the lexical level representation of the input sentence to be translated is derived. 

2. The most specific translation templates matching the input are collected. These templates 
are those that are most similar to the sentence to be translated. 

3. For each selected template, its variables are instantiated with the corresponding values in 
the source sentence. Then, templates matching these bound values are sought. If they are 
found successfully, their values are replaced in the variables corresponding to the sentence 
in the target language. This process continues recursively for the variables which may be 
introduced in this step. 

4. The surface level representation of the sentence obtained in the previous step is generated. 

For instance, after learning the templates in Example 5, if the input is given as ‘%afayi yedim”, 
first its lexical level representation, which is “kafa+yH ye+dH+m”, is derived. Although there are 

two matching templates (the first and the third), the most specific template matching this is 

Xt have get+p crazy +) kafa+yH ye+DHXf 
if X,1*X,Z. 

The variable Xl is instantiated with “+m”. Then, the translation of “+m” is found to be “i” using 

i * +m. 

Therefore, replacing the value of “i” for X! in the template, the lexical level representation 
“i have get+p crazy” is obtained. Finally, the surface level representation “I have got crazy” 
is derived easily. On the other hand, if the input sentence is “portakah yedim”, only the third 
template can be used, and the correct translation “I ate the orange” is obtained. 

Note that, if the sentence in the source language is ambiguous, then templates corresponding 
to each sense will be retrieved, and the sentences for each sense will be generated. Among the 
possible translations, a human user can choose the right one according to the context. We expect 
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that the correct answer will be among the first translations because of the usage of the specificity 
rule. 

The translation phase is a recursive process for replacing variables in the templates. For ex- 
ample, to translate English sentence “If he bought a red pen then he can write” into Turkish, 
first we get its lexical form “if he buy+p a red pen then he can write”. This sentence will 

match with the left side of the third translation template given in Example 2 by binding Xi to 
“he buy+p a red pen” and Xi to “he can write”. Then, we will seek translations of these por- 

tions. The second expression “he can write” will be translated into “yaz+yAbil+Hr” because 
their correspondence was directly given in Example 4. On the other hand, the first one will match 
with the fourth translation template in Example 6 by binding X1 to “red pen”. When we seek 
the translation of “red pen”, it will match with the first translation template in Example 6 by 
binding X1 to “pen”. Then, “pen” will be translated into LLkalem” by using the fifth translation 
template in Example 6. Thus, 

“pen” is translated into “kalem”, 
“red pen” is translated into “klrmlzl kalem”, 

“he buy+p a red pen” is translated into “bir klrmlzl kalem satin al+DH”, 
“he can write” is translated into “yaz+yAbil+Hr”, 
Finally, LLif he buy+p a red pen then he can write” is translated into 

“bir klrmlzl kalem satin al+DH+ysA, yaz+yAbil+Hr’. 

We get the surface form “bir klrmlzl kalem satin aldiysa, yazabilir” for the lexical form 
of Turkish sentence. 

6. CCNCLUSION 

In this paper, we have presented a model for learning translation templates between two lan- 
guages. The model is based on a simple pattern matcher. We integrated this model with an 
example-based translation model into Generalized Exemplar-Based Machine Translation. We have 
implemented this model as the TTL (Translation Template Learner) algorithm. The TTL algo- 
rithm is illustrated in learning translation templates between Turkish and English. The approach 
is applicable to any pair of languages. 

The major contribution of this paper is that the proposed TTL algorithm eliminates the need for 
manually encoding the translations, which is a difficult task for a large corpus. The TTL algorithm 
can work directly on surface level representation of sentences. However, in order to generate useful 
translation patterns, it is helpful to use the lexical level representations. It is usually trivial, at 
least for English and Turkish, to obtain the lexical level representations of words. 

Our main motivation was that the underlying inference mechanism is compatible with one 
of the ways humans learn languages, i.e. learning from examples. We believe that in everyday 
usage, humans learn general sentence patterns, using the similarities and differences between many 
different example sentences that they are exposed to. This observation led us to the idea that a 
computer can be trained similarly, using analogy within a corpus of example translations. 

The accuracy of the translation templates learned by this approach is quite high with ensured 
grammaticality. Given that a translation is carried out using the rules learned, the accuracy of the 
output translation critically depends on the accuracy of the rules learned. 

We do not require an extra operation to maintain the grammaticality and the style of the 
output, as in Kitano’s EBMT model [8]. The information necessary to maintain these issues is 
directly provided by the translation templates. 

The learning and translation times on the small training set are quite reasonable, and that 
indicates the program will scale up real large training corpora. Note that this algorithm is not 
specific to English and Turkish languages, but should be applicable to the task of learning machine 
translation between any pair of languages. Although the learning process on a large corpus will take 
a considerable amount of time, it is only one time job. After learning the translation templates, 
the translation process is fast. 
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The model that we have proposed in this paper may be integrated with other systems as a 

Natural Language Front-end, where a small subset of a natural language is used. This algorithm 

can be used to learn to translate user queries to the language of the underlying system. 
This model may also be integrated with an intelligent tutoring system (ITS) for second language 

learning. The template representation in our model provides a level of information that may help 
in error diagnosis and student modeling tasks of an ITS. The model may also be used in tuning 
the teaching strategy according to the needs of the student by analyzing the student answers 
analogically with the closest cases in the corpus. Specific corpora may be designed to concentrate 
on certain topics that will help in student’s acquisition of the target language. The work presented 
by this paper provides an opportunity to evaluate this possibility as a future work. 
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