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## 1. Introduction

This paper is a continuation of [1] whose results we briefly summarize. For a finite-dimensional CW-complex $X$, let $J(X)$ denote the finite Abelian group of stable fibre homotopy classes of vector-bundles over $X$ and for a prime $p$, $J_{p}(X)$ the $p$-summand of $J(X)$. For $n, k \in \mathbb{Z}^{+}$, let $P_{n}(\mathbb{C})=S^{2 n+1} / U(1)$ and $L^{n}\left(p^{k}\right)=S^{2 n+1} / \mathbb{Z}_{p^{k}}$ denote the complex projective space of (complex)-dimension $n$ and the associated lens space respectively. In [1] $J_{p}\left(P_{n}(\mathbb{C})\right.$ ) and $J\left(L^{n}\left(p^{k}\right)\right)$ are determined by means of a set of generators and a complete set of relations. Let $r_{n}$ be the greatest integer such that $p^{r_{n}} \leqslant n / p-1$. Then for $0 \leqslant s \leqslant r_{n}$ and $0 \leqslant j \leqslant r_{n}-s$ we defined a decreasing sequence by $t_{j}^{s}=\left[n-p^{s}\left(p^{j}-1\right) / p^{s+j}(p-1)\right]$ where for a real number $x,[x]$ denotes the greatest integer less than or equal to $x$. Put $t_{j}=t_{j}^{0}$. We let $\omega$ denote the realification of the reduction of the Hopf bundle over $P_{n}(\mathbb{C})$. Let $\psi_{\mathbb{R}}^{k}$ denote the Adams operation acting on $\widetilde{K}_{\mathbb{R}}\left(P_{n}(\mathbb{C})\right)$ and also on $J\left(P_{n}(\mathbb{C})\right)$ and $\rho_{\mathbb{R}}^{k}$ the associated characteristic class taking values in $1+\widetilde{K}_{\mathbb{R}}\left(P_{n}(\mathbb{C})\right) \otimes Q_{k}$ where $Q_{k}$ is the sub-ring of rationals whose denominators are powers of $k . m \in \mathbb{Z}$ is defined to be a singular $s$-exponent if and only if the coefficient of $\omega^{m}$ in the power series $\rho_{\mathbb{R}}^{p}\left(\psi_{\mathbb{R}}^{p^{k}}(\omega)\right)^{p_{k}}$ is not integral (i.e. fractional) for some $k \in \mathbb{Z}^{+}$. The $j$-index, $\varepsilon_{m}^{j}$ of a singular $s$-exponent $m$ is the exponent of $p$ in the denominator of the coefficient of $\omega^{m}$ in the expansion of $\rho_{\mathbb{R}}^{p}\left(\psi_{\mathbb{R}}^{p^{j}}(\omega)\right)^{p^{t_{j}}} . \alpha=\left(\alpha_{0}, \alpha_{1}, \ldots, \alpha_{r_{n}}\right)$ is an $s$-admissible sequence if and only if Congruence $1: \sum_{j} \frac{\alpha_{j}}{p^{\varepsilon_{m}^{j}}} \in \mathbb{Z}$ is satisfied by all singular $s$-exponents $m$. We let $\Phi_{s}^{0}=\left\{t_{k}^{s} \mid t_{k}^{s} \equiv 0(\bmod p)\right\}$ and $\mathcal{M}^{s}=$ set of all singular $s$-exponents. Then [1, Proposition 4.4.4] states that there is a bijection $\sigma_{s}: \Phi_{s}^{0} \rightarrow \mathcal{M}^{s}\left(\mathcal{M}=\mathcal{M}^{0}\right)$ given by $\sigma_{s}\left(t_{k}^{s}\right)=1 / 2(p-1) p^{k} t_{k}^{s}$. If $t_{k}^{s} \in \Phi_{s}^{0}, t_{k}^{s}=p^{\nu} \Delta(v \geqslant 1$,

[^0]$(\Delta, p)=1))$ and $m=\sigma_{s}\left(t_{k}^{s}\right)$ then $\varepsilon_{m}^{j}=p^{k+\nu-j} \Delta+k+v-j-t_{j}^{s}$ [1, Proposition 6.2.7] reduces the question of relations in $J_{p}\left(P_{n}(\mathbb{C})\right)$ to $s$-admissibility; in particular, proves that a relation: $\sum_{j \geqslant 0} \alpha_{j} p^{t_{j}^{s}} \Psi_{\mathbb{R}}^{p^{s+j}}(\omega)=0\left(0 \leqslant s \leqslant r_{n}\right)$ exists in $J_{p}\left(P_{n}(\mathbb{C})\right)$ if and only if $\alpha=\left\{\alpha_{j}\right\}$ is an $s$-admissible sequence. In [1, Section 5.2] two different sequences called $\alpha$ - and $\beta$-sequences are constructed for each $0 \leqslant s \leqslant r_{n}$ where $\alpha_{j}^{s}=\mp 1$ or 0 and they are proved to be $s$ admissible. In [1, Proposition 6.2.8 and 6.2.9] we obtain the corresponding set of ( $r_{n}+1$ )-relations in $J_{p}\left(P_{n}(\mathbb{C})\right.$ ) which are proved to be complete. Hence in [1] $J_{p}\left(P_{n}(\mathbb{C})\right)$ is determined by generators and a complete set of relations. Analogous relations are then obtained for the $J$-groups of lens spaces.

However, the determination of the structure of a finite Abelian group is far from being over unless its primary decomposition into cyclic groups is uncovered and it is the purpose of the present paper to determine the primary decompositions of $J_{p}\left(P_{n}(\mathbb{C})\right)$ and $J\left(L^{n}\left(p^{k}\right)\right)$. Using the framework of [1] the primary decomposition of $J_{p}\left(P_{n}(\mathbb{C})\right)$ is reduced to the solution of the following problem in elementary number theory. For a prime $p$ and a rational $q$, let $v_{p}(q)$ denote the exponent of $p$ in the prime factorization of $q$.

Problem. Let $k, d \in \mathbb{Z}^{+},\left\{k_{i}\right\}$ and $\tau_{i}$ are strictly-decreasing sequences such that $0 \leqslant k_{i} \leqslant \tau_{i} \leqslant k$. Given integers $\left\{\varepsilon_{i}^{j}\right\}$ $\left(1 \leqslant i \leqslant d, j \leqslant \tau_{i}\right)$ such that
(i) For fixed $i, \varepsilon_{i}^{j}$ is a strictly-increasing sequence in $j$ for $j \leqslant k_{i}-1, \varepsilon_{i}^{k_{i}-1} \leqslant \varepsilon_{i}^{k_{i}}, \varepsilon_{i}^{k_{i}}=\varepsilon_{i}^{k_{i}+1}$ and $\left\{\varepsilon_{i}^{j}\right\}$ is a strictlydecreasing sequence in $j$ for $k_{i}+1 \leqslant j \leqslant \tau_{i}$.
(ii) For fixed $i, \varepsilon_{i}^{j} \geqslant 1$ for at least one $0 \leqslant j \leqslant k$.
(iii) $\varepsilon_{i}^{j^{\prime}}-\varepsilon_{i}^{j}>\varepsilon_{i^{\prime}}^{j^{\prime}}-\varepsilon_{i^{\prime}}^{j}$ for $i<i^{\prime}$ and $j<j^{\prime}$.

Find the least $v_{p}\left(\alpha_{k}\right)$ for a solution $\alpha=\left(\alpha_{0}, \ldots, \alpha_{k}\right)\left(\alpha_{i} \in \mathbb{Z}\right)$ of Congruence 1; i.e.

$$
\begin{equation*}
\frac{\alpha_{k}}{p^{\varepsilon_{i}^{k}}}+\frac{\alpha_{k-1}}{p^{\varepsilon_{i}^{k-1}}}+\cdots+\frac{\alpha_{0}}{p^{\varepsilon_{i}^{0}}} \in \mathbb{Z} \quad(1 \leqslant i \leqslant d) \tag{1}
\end{equation*}
$$

The main effort of this paper is concentrated in giving a solution to this problem.
Let $\mathcal{H}_{k}=\left\{\Omega \in 2^{[1,2, \ldots, k]}\right.$ either $\Omega=\varphi$, or, $\Omega=\left\{i_{1}, \ldots, i_{r}\right\}, 1 \leqslant i_{1}<i_{2}<\cdots<i_{r} \leqslant d, \varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}>0$ and $\left.\varepsilon_{i_{t}}^{k-t}>0,1 \leqslant t \leqslant r\right\}$. For each $\Omega \in \mathcal{H}_{k}$ we define the associated set $\Phi=\left\{\left\{j_{1}, \ldots, j_{s}\right\} \mid 1 \leqslant j_{1}<\cdots<j_{s} \leqslant k\right.$, $\left.\left(\varepsilon_{j_{h}}^{k-j_{h}+j}-\varepsilon_{j_{h}}^{k-j_{h}+j-1}\right)>0,1 \leqslant j \leqslant s\right\}$. Then we observe that $\Omega \cup \Phi=\{1,2, \ldots, l\}, l \leqslant d$. For each element $\Omega=$ $\left(i_{1}, \ldots, i_{r}\right) \in \mathcal{H}_{k}$, we put $v_{p}\left(\alpha_{k-t+1}\right)=v_{p}\left(\alpha_{k-t}\right)+\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right)(1 \leqslant t \leqslant r)$ and $\alpha_{k-r}=1$, and obtain a vector $\alpha=$ $\left(\alpha_{0}, \ldots, \alpha_{k}\right)$ with $\alpha_{0}=\cdots=\alpha_{k-r-1}=0$ and $\alpha_{k}=p^{\sum_{t=1}^{r}\left(\varepsilon_{i t}^{k-t+1}-\varepsilon_{i_{t}}^{k t}\right)}$. The Congruence Theorem (e.g. Theorem 2.14) which is original (and proved in this paper for the first time) shows that the vector $\alpha$ so defined is a solution of the system of Congruences 1 with respect to $\Omega \cup[l+1, l+2, \ldots, k]$. We then require all terms of Congruence 1 with respect to $j_{1}, j_{2}, \ldots, j_{s}$ be integral. This necessitates that $v_{p}\left(\alpha_{k-j_{h}+h}\right) \geqslant \varepsilon_{j_{h}}^{k-j_{h}+h}(1 \leqslant h \leqslant s)$; or, equivalently, that $v_{p}\left(\alpha_{k}\right) \geqslant \sum_{t=1}^{j_{h}-h}\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right)+\varepsilon_{j_{h}}^{k-j_{h}+h}$. Hence if we define

$$
\begin{equation*}
u(\Omega)=\max \left(\sum_{t=1}^{r}\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right) ; \max _{\substack{1 \leqslant h \leqslant s \\ \varepsilon_{j_{h}}^{k-j_{h}+h}>0}}\left(\sum_{t=1}^{j_{h}-h}\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right)+\varepsilon_{j_{h}}^{k-j_{h}+h}\right)\right) . \tag{2}
\end{equation*}
$$

We obtain a solution $\alpha=\left(\alpha_{0}, \ldots, \alpha_{k}\right)$ with $v_{p}\left(\alpha_{k}\right)=u(\Omega)$. We then define a unique element $\Omega^{0} \in \mathcal{H}_{k}$ and define (e.g. Definition 2.5) $u_{k}=u\left(\Omega^{0}\right)$. Hence a solution to the system of Congruences 1 exists with $v_{p}\left(\alpha_{k}\right)=u_{k}$. (Actually, $\alpha_{k}=p^{u_{k}}$.) We then show (e.g. Proposition 2.6) that $u_{k}$ is minimal among $u(\Omega)$ as $\Omega$ varies over $\mathcal{H}_{k}$. The observation that when all the terms of Congruence 1 are not integral there are at least two terms with highest denominator with positive $p$-exponent leads to Lemmas 2.8, 2.9, Corollary 2.10 and Lemma 2.11 and Lemma 2.11 together with Proposition 2.6 yield Proposition 2.12 which states that for any solution $\alpha=\left(\alpha_{0}, \ldots, \alpha_{k}\right)$ of the system of Congruence 1, $v_{p}\left(\alpha_{k}\right) \geqslant u_{k}$. Hence the problem stated is solved in full. This completes the elementary number theory.

The proof of Theorem 2.21 which is the main result of the paper is straightforward algebra. It combines [1, Proposition 6.2.14] with the solution of the above problem to deduce the primary decomposition of $J_{p}\left(P_{n}(\mathbb{C})\right.$ ).

Thus, relations, $\beta_{0} \omega+\cdots+\beta_{k} \psi_{\mathbb{R}}^{p^{k}}(\omega)=0$ with minimal $v_{p}\left(\beta_{k}\right)=t_{k}+u_{k}$ (actually, $\beta_{k}=p^{t_{k}+u_{k}}$ ) exist. It follows from elementary algebra in a straightforward way that $J_{p}\left(P_{n}(\mathbb{C})\right)$ has a primary decomposition with invariants $p^{t_{k}+u_{k}}$ for $0 \leqslant k \leqslant r_{n}$. The first summand in this decomposition is generated by $w$ and it is proved that it has order $p^{t_{0}+u_{0}}=M_{n+1, p}=p$-component of the Atiyah-Todd number $M_{n+1}$. We then extend this to $J$-groups of lens spaces. Let $G(p, n, r)$ be the sub-group of $J\left(L^{n}\left(p^{r}\right)\right)$ generated by powers of $w$. The index functions $\varepsilon_{m}^{j}$ are replaced by a certain reduction $\varepsilon_{m}^{j}(r)$ with respect to $r$. The whole theory goes over with $u_{k}^{r}$ defined analogously with $u_{k}$ in terms of $\varepsilon_{m}^{j}(r)$ and $G(p, n, r)$ has a primary decomposition with invariants $p^{t_{k}+u_{k}^{r}}$ for $1 \leqslant k \leqslant r-1$. From this we recover the decomposition of $J\left(L^{n}\left(p^{r}\right)\right)$ into a direct-sum of cyclic groups. The first summand generated by $w$ has order $p^{t_{0}+u_{0}^{r}}=M_{n+1}\left(p^{r}\right)$ where $M_{n+1}\left(p^{r}\right)$ is defined in [1, Definition 7.3.4]. We also recover the primary decompositions of $J_{p}\left(P_{n}(\mathbb{C})\right)$ and $J\left(L^{n}\left(p^{r}\right)\right)$ when $n=(p-1) p^{k}+s(0 \leqslant s \leqslant p-2)$. In [1] as a demonstration we wrote down the $\alpha$ - and $\beta$-relations in $J_{2}\left(P_{164}(\mathbb{C})\right)$. In this paper we write down, very quickly, the primary decomposition of $J_{2}\left(P_{164}(\mathbb{C})\right)$.

These primary decompositions are existential in the sense that they only give the invariants of $J_{p}\left(P_{n}(\mathbb{C})\right.$ ) and $J\left(L^{n}\left(p^{r}\right)\right.$ ) (i.e. the orders of the cyclic groups in this decomposition) without an explicit expression for their generators except that of the first summand which is generated by $w$. For this reason, the previous paper [1] is essential to those who seek explicit relations in these $J$-groups.

With [1] and the present paper the algebraic structure of the $J$-groups of complex projective and lens spaces is completely determined and there is nothing more to do on the algebraic side. However, $J$-groups have two different structures compatible with each other; the algebraic structure and the degree-function on them defined by stable codegrees of vector bundles just as vector spaces with a norm. The algebraic structure thus determined, the way is opened to the determination of the degree-function and it is hoped that the infrastructure of this problem is laid down in these two papers. The degree-function $q$ on negative multiples of the complex Hopf bundle is the complex stable James number which is the order of the obstruction to cross-sectioning a certain Stiefel fibration. Let $1+\sum_{i \geqslant 1} a_{i}^{n} x^{i}=$ $\left(1+\sum_{i \geqslant 1} \frac{x^{p^{i}-1}}{p^{i}}\right)^{n}$. Then a folklore conjecture states that the p-primary component $q_{p}\left(n \eta_{k-1}\right)$ of $q\left(n \eta_{k-1}\right)$ is equal to $\operatorname{LCD}\left\{a_{i}^{n}: 1 \leqslant i \leqslant k-1\right\}$ for either $p$ odd or $p=2$ and $n$ even.

## 2. Primary decomposition of $J_{p}\left(P_{n}(\mathbb{C})\right)$

### 2.1. Background material from [1]

$p$ is a fixed prime throughout. We define a decreasing sequence $\left(t_{k}\right)_{0 \leqslant k \leqslant r_{n}}$ by $t_{k}=\left[\frac{n-p^{k}+1}{p^{k}(p-1)}\right]$. Let $\Phi^{0}=\left\{t_{k}: t_{k} \equiv\right.$ $0(\bmod p)\} . m$ is a singular exponent $($ i.e. $m \in \mathcal{M})$ if the coefficient of $\omega^{m}$ in the expansion of $\rho_{\mathbb{R}}^{p}\left(\psi_{\mathbb{R}}^{p^{k}}(\omega)\right)^{p^{t_{k}}}$ is not integral for some $0 \leqslant k \leqslant r_{n}$. [1, Proposition 4.4.4] states that there is a bijection, $\sigma: \Phi^{0} \rightarrow \mathcal{M}$ given by $\sigma\left(t_{k}\right)=$ $\frac{1}{2}(p-1) p^{k} t_{k}$; i.e. if $t_{k}=p^{v} \Delta(v \geqslant 1,(\Delta, p)=1)$ then $m=\frac{1}{2}(p-1) p^{i} \Delta$ where $i=k+v . t_{j}=p^{i-j} \Delta-1$, $(k+1 \leqslant j \leqslant i)$ and if we let $T_{m}=\bigcup_{j=k}^{i} t_{j}$ then for consecutive elements, $m, m^{\prime} \in \mathcal{M}\left(m^{\prime}>m\right), T_{m^{\prime}} \cap T_{m}$ is either empty or equal to $\left\{t_{i^{\prime}}\right\}=\left\{t_{k}\right\}$ and the latter is always the case if $p=2$. The $j$-index, $\varepsilon_{m}^{j}$ of $m$, defined for $j \leqslant i$, is the $p$-exponent of the denominator of the coefficient of $\omega^{m}$ in the expansion of $\rho_{\mathbb{R}}^{p}\left(\psi_{\mathbb{R}}^{p^{j}}(\omega)\right)^{p^{t} j}$ when that coefficient is not integral and is given by the formula, $\varepsilon_{m}^{j}=p^{i-j} \Delta+i-j-t_{j} .\left\{\varepsilon_{m}^{j}\right\}_{k \leqslant j \leqslant i}=(v v v-1 v-2 \ldots 21)$ and $\left(\varepsilon_{m}^{j}\right)_{j \leqslant k-1}$ is a strictly-increasing sequence bounded above by $\nu . \varepsilon_{m}^{k-1}=v$ iff $t_{k-1}=p^{\nu+1} \Delta+1$.
2.2. Lemma. Let $m, m^{\prime} \in \mathcal{M}, m^{\prime}>m, m=\sigma\left(t_{k}\right)=\sigma\left(p^{v} \Delta\right)=\frac{1}{2}(p-1) p^{i} \Delta, m^{\prime}=\sigma\left(t_{k^{\prime}}\right)=\sigma\left(p^{v^{\prime}} \Delta^{\prime}\right)=$ $\frac{1}{2}(p-1) p^{i^{\prime}} \Delta^{\prime}\left((\Delta, p)=\left(\Delta^{\prime}, p\right)=1, i=k+v, i^{\prime}=k^{\prime}+v^{\prime}\right)$. If $j^{\prime}<j \leqslant i^{\prime}$ then $\left(\varepsilon_{m}^{j}-\varepsilon_{m}^{j^{\prime}}\right)>\left(\varepsilon_{m^{\prime}}^{j}-\varepsilon_{m^{\prime}}^{j^{\prime}}\right)$.

## Proof.

$$
\begin{aligned}
& \left(\varepsilon_{m}^{j}-\varepsilon_{m}^{j^{\prime}}\right)-\left(\varepsilon_{m^{\prime}}^{j}-\varepsilon_{m^{\prime}}^{j^{\prime}}\right) \\
& \quad=\left(p^{i-j} \Delta+i-j-t_{j}\right)-\left(p^{i-j^{\prime}} \Delta+i-j^{\prime}-t_{j^{\prime}}\right)-\left[\left(p^{i^{\prime}-j} \Delta^{\prime}+i^{\prime}-j-t_{j}\right)-\left(p^{i^{\prime}-j^{\prime}} \Delta^{\prime}+i^{\prime}-j^{\prime}-t_{j^{\prime}}\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
& =\left(p^{i} \Delta-p^{i^{\prime}} \Delta^{\prime}\right)\left(p^{-j}-p^{-j^{\prime}}\right) \\
& =\frac{2}{(p-1)}\left(m-m^{\prime}\right)\left(\frac{1}{p^{j}}-\frac{1}{p^{j^{\prime}}}\right)>0 .
\end{aligned}
$$

2.3. Definition. For $0 \leqslant k \leqslant r_{n}, \mathcal{M}_{k}$ is the set $m \in \mathcal{M}$ such that the coefficient of $\omega^{m}$ in the expansion of $\rho_{\mathbb{R}}^{p}\left(\psi_{\mathbb{R}}^{p^{j}}(\omega)\right)^{p^{t_{j}}}$ is not integral for some $0 \leqslant j \leqslant k$. Let $\mathcal{M}_{k}=\left\{m_{1}, \ldots, m_{d}\right\}, m_{1}<m_{2}<\cdots<m_{d}$.
2.4. Observation. Let $m, m^{\prime} \in \mathcal{M}, m^{\prime}>m$. If $\left(\varepsilon_{m}^{i}-\varepsilon_{m}^{i-1}\right)$ is either undefined, or, $\left(\varepsilon_{m}^{i}-\varepsilon_{m}^{i-1}\right) \leqslant 0(i \geqslant 1)$ then either $\left(\varepsilon_{m^{\prime}}^{i-1}-\varepsilon_{m^{\prime}}^{i-2}\right)$ in undefined, or, $\left(\varepsilon_{m^{\prime}}^{i-1}-\varepsilon_{m^{\prime}}^{i-2}\right) \leqslant 0$.

Proof. It follows from 2.1 that if $m=\sigma\left(t_{k}\right)$ and $m^{\prime}=\sigma\left(t_{k^{\prime}}\right)$ Then $k^{\prime} \leqslant k-1$ and $k \leqslant i$ and hence $k^{\prime} \leqslant i-1$. Thus, $\left(\varepsilon_{m^{\prime}}^{i-1}-\varepsilon_{m^{\prime}}^{i-2}\right)$ is either undefined, or, $\left(\varepsilon_{m^{\prime}}^{i-1}-\varepsilon_{m^{\prime}}^{i-2}\right) \leqslant 0$.
2.5. Definition. Let $\mathcal{H}_{k}=\left\{\Omega \in 2^{\mathcal{M}_{k}}\right.$ either $\Omega=\phi$, or, $\Omega=\left(m_{i_{1}}, \ldots, m_{i_{r}}\right), 1<i_{1}<i_{2}<\cdots<i_{r} \leqslant d$, $\left(\varepsilon_{i_{t}}^{(k-t+1)}-\right.$ $\left.\varepsilon_{i_{t}}^{k-t}\right)>0$ and $\left.\varepsilon_{i_{t}}^{k-t}>0,1 \leqslant t \leqslant r\right\}$. Define the associated set $\Phi=\left\{\Omega \in \mathcal{M}_{k}-\Omega \mid\right.$ either $m<m_{i_{r}}$, or, $m>m_{i_{r}}$ and $\left.\left(\varepsilon_{m}^{(k-r)}-\varepsilon_{m}^{k-r-1}\right)>0\right\}$ :
(i) Let $m \in \Phi, m_{i_{t}}<m<m_{i_{t+1}}$. Then $\left(\varepsilon_{m}^{(k-t+1)}-\varepsilon_{m}^{k-t}\right)>0$ (since if we assume the contrary then $\left(\varepsilon_{i_{t}}^{(k-t+1)}-\varepsilon_{i_{t}}^{k-t}\right)$ is either undefined, or, $\left(\varepsilon_{i_{t}}^{(k-t+1)}-\varepsilon_{i_{t}}^{k-t}\right) \leqslant 0$ by Observation 2.4 which is a contradiction).
(ii) Let $m_{\ell}=\sup (\Omega \cup \Phi)$. It follows from the Observation 2.4 that $\Omega \cup \Phi=\left\{m_{1}, m_{2}, \ldots, m_{\ell}\right\}, \ell \leqslant d$ and $\left(\varepsilon_{m}^{(k-r)}-\right.$ $\varepsilon_{m}^{k-r-1}$ ) is either undefined, or $\left(\varepsilon_{m}^{(k-r)}-\varepsilon_{m}^{k-r-1}\right) \leqslant 0$ for $m>m_{\ell}$.

For $\Omega \in \mathcal{H}_{k}-\{\emptyset\}$ we write down the corresponding set of inequalities $I(\Omega)$ for the index functions $\varepsilon_{i}^{j}$. Let $\Omega=\left(m_{i_{1}}, \ldots, m_{i_{r}}\right), \Phi=\left(m_{j_{1}}, \ldots, m_{j_{s}}\right)(r+s=\ell)$.

For $1 \leqslant t \leqslant r, \varepsilon_{i_{t}}^{(k-t)}>\sum_{u=t+1}^{r}\left(\varepsilon_{i_{u}}^{(k-u+1)}-\varepsilon_{i_{u}}^{(k-u)}\right)$ and $\varepsilon_{i_{t}}^{(k-t)}>\sum_{u=t+1}^{r}\left(\varepsilon_{i_{u}}^{(k-u+1)}-\varepsilon_{i_{u}}^{(k-u)}\right)+\varepsilon_{j_{h}}^{\left(k-j_{h}+h\right)}$ for $j_{h}-h \geqslant t, \varepsilon_{j_{h}}^{\left(k-j_{h}+h\right)}>0$.

There is a $1-1$ correspondence between $\Omega \in \mathcal{H}_{k}-\{\phi\}$ and the set of inequalities $I(\Omega)$. The set of inequalities $\left\{I(\Omega) ; \Omega \in \mathcal{H}_{k}-\{\phi\}\right\}$ are disjoint. (Two of which cannot hold simultaneously.) Hence at most one set of inequalities is satisfied.

We let $\Omega^{0}=\Omega$ if $I(\Omega)$ is satisfied for some $\Omega \in \mathcal{H}_{k}$ and $\Omega^{0}=\phi$ if none of the set of inequalities $I(\Omega)$ is satisfied.
For $\Omega=\left\{m_{i_{1}}, \ldots, m_{i_{r}}\right\} \in \mathcal{H}_{k}$ and $\Phi=\left\{m_{j_{1}}, \ldots, m_{j_{s}}\right\}$ we define

$$
\begin{equation*}
u(\Omega)=\max \left(\sum_{t=1}^{r}\left(\varepsilon_{i_{t}}^{(k-t+1)}-\varepsilon_{i_{t}}^{(k-t)}\right) ; \max _{\substack{1 \leqslant h \leqslant s \\ \varepsilon_{i_{t}}^{k-j_{h}+h}>0}}\left(\sum_{t=1}^{j_{h}-h}\left(\varepsilon_{i_{t}}^{(k-t+1)}-\varepsilon_{i_{t}}^{(k-t)}\right)+\varepsilon_{j_{h}}^{k-j_{h}+h}\right)\right) . \tag{3}
\end{equation*}
$$

We note that $u(\phi)=\max \left(\varepsilon_{m}^{k}: m \in \mathcal{M}_{k},\left(\varepsilon_{m}^{k}-\varepsilon_{m}^{k-1}\right)>0\right)$. We then define $u_{k}=u\left(\Omega^{0}\right)$ where $\Omega^{0}$ is the unique element of $\mathcal{H}_{k}$ defined above.
2.6. Proposition. Let $\Omega \in \mathcal{H}_{k}$. Then $v_{p}(u(\Omega)) \geqslant u_{k}$.

Proof. Let $\Omega \in \mathcal{H}_{k}$ and $\Phi$ be the associated set. Let $\Omega^{0} \in \mathcal{H}_{k}$ be the unique element of $\mathcal{H}_{k}$ defined in 2.5 such that $u_{k}=u\left(\Omega^{0}\right)$. Let $\Omega^{0}=\left\{m_{i_{1}}, \ldots, m_{i_{r}}\right\}, \Phi^{0}=\left\{m_{j_{1}}, \ldots, m_{j_{s}}\right\}, \Omega^{0} \cup \Phi^{0}=\left\{m_{1}, \ldots, m_{\ell}\right\}$. Then by Definition 2.5,

$$
\begin{equation*}
u_{k}=\max \left(\sum_{t=1}^{r}\left(\varepsilon_{i_{t}}^{(k-t+1)}-\varepsilon_{i_{t}}^{(k-t)}\right) ; \max _{\substack{1 \leqslant h \leqslant s \\ \varepsilon_{j_{h}}^{k-j_{h}+h}>0}}\left(\sum_{t=1}^{j_{h}-h}\left(\varepsilon_{i_{t}}^{(k-t+1)}-\varepsilon_{i_{t}}^{(k-t)}\right)+\varepsilon_{j_{h}}^{k-j_{h}+h}\right)\right) . \tag{4}
\end{equation*}
$$

Let $\varepsilon_{j_{h}}^{k-j_{h}+h}>0$ for some $1 \leqslant h \leqslant s$. Suppose $m_{i_{1}}, \ldots, m_{i_{p}} \in \Omega$ and $m_{i_{p+1}} \notin \Phi\left(1 \leqslant p \leqslant j_{h}-h\right)$

$$
\begin{align*}
& \sum_{t=1}^{j_{n}-h}\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right)+\varepsilon_{j_{h}}^{k-j_{h}+h} \\
& \quad=\sum_{t=1}^{p}\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right)+\sum_{t=p+1}^{j_{h}-h}\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right) \\
& \quad=\sum_{t=1}^{p}\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right)+\varepsilon_{i_{p+1}}^{k-p-1}-\sum_{t=p+2}^{j_{h}-h}\left(\varepsilon_{i_{p+1}}^{k-p}-\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right)-\varepsilon_{j_{h}}^{k-j_{h}+h}\right) \\
& \quad<\sum_{t=1}^{p}\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right)+\varepsilon_{i_{p+1}}^{k-p}<u(\Omega) \tag{5}
\end{align*}
$$

since by definition of $\Omega^{0}$ we have $\varepsilon_{i_{p+1}}^{k-p-1}<\sum_{t=p+2}^{j_{h}-h}\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right)+\varepsilon_{j_{h}}^{k-j_{h}+h}$. Also,

$$
\begin{align*}
\sum_{t=1}^{r}\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right) & =\sum_{t=1}^{p}\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right)+\varepsilon_{i_{p+1}}^{k-p}-\left(\varepsilon_{i_{p+1}}^{k-p-1}-\sum_{t=p+2}^{r}\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right)\right) \\
& <\sum_{t=1}^{p}\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right)+\varepsilon_{i_{p+1}}^{k-p}<u(\Omega) . \tag{6}
\end{align*}
$$

2.7. Definition. Motivated by Proposition 2.6, we can give an alternative definition of $u_{k}$. Let $\mathcal{H}_{k}$ be defined in Definition 2.5. If $\Omega \in \mathcal{H}_{k}$ define $u(\Omega)$ as in 2.5 . Then define $u_{k}=\min u(\Omega)$. Proposition 2.6, shows the equivalence of Definitions 2.5 and 2.7.

If we use Definition 2.5, we have to check out the set of inequalities $I(\Omega)$ and hence pick the unique $\Omega^{0}$ and with Definition 2.7 we have to check out $u(\Omega)$ for $\Omega \in \mathcal{H}_{k}$ and take its minimum and the two require equal labour. However, Definition 2.5 gives more insight.
2.8. Lemma. If all the terms in Congruence 1; i.e. $\sum_{j=0}^{k} \frac{\alpha_{j}}{p^{\varepsilon_{m}^{j}}} \in \mathbb{Z}$ are not integral there exists a subset $U$ of $(1,2, \ldots, k)$ containing at least two elements such that
(i) $v_{p}\left(\alpha_{i}\right)<\varepsilon_{m}^{i} \forall_{i} \in U$;
(ii) $v_{p}\left(\alpha_{i}\right)-v_{p}\left(\alpha_{j}\right)<\varepsilon_{m}^{i}-\varepsilon_{m}^{j} \forall i, j \in U$; i.e. $\left(v_{p}\left(\alpha_{i}\right)-\varepsilon_{m}^{i} \mid i \in U\right)$ is a constant $k_{U}$;
(iii) $v_{p}\left(\alpha_{i}\right)-v_{p}\left(\alpha_{j}\right)<\varepsilon_{m}^{i}-\varepsilon_{m}^{j}$ for $0 \leqslant j<i \leqslant k, i \notin U, j \in U$; i.e. $\left(v_{p}\left(\alpha_{i}\right)-\varepsilon_{m}^{i}\right)>k_{U} \forall i \notin U$.

Proof. Assume the contrary. Then either (a) There is no pair $(i, j), 0<j<i \leqslant k$ such that $v_{p}\left(\alpha_{i}\right)-v_{p}\left(\alpha_{j}\right)=$ $\varepsilon_{m}^{i}-\varepsilon_{m}^{j}$, or, (b) For each subset $U$ of $(0,1, \ldots, k)$ with the property that $v_{p}\left(\alpha_{i}\right)-v_{p}\left(\alpha_{j}\right)<\varepsilon_{m}^{i}-\varepsilon_{m}^{j} \forall i, j \in U$ then there exists $s \notin U$ such that $v_{p}\left(\alpha_{s}\right)-v_{p}\left(\alpha_{j}\right)=\varepsilon_{m}^{s}-\varepsilon_{m}^{j} \forall j \in U$.

In either case, let $0 \leqslant i_{0} \leqslant k$ be such that $v_{p}\left(\frac{\alpha_{i_{0}}}{p^{i_{m}^{0}}}\right)=v_{p}\left(\alpha_{i_{0}}\right)-\varepsilon_{m}^{i_{0}}=\min \left(v_{p}\left(\alpha_{i}\right)-\varepsilon_{m}^{i}\right)$ Then we have strict inequality; i.e. $v_{p}\left(\alpha_{i_{0}}\right)-\varepsilon_{m}^{i_{0}}<v_{p}\left(\alpha_{i}\right)-\varepsilon_{m}^{i} \forall i \neq i_{0}$. If $v_{p}\left(\alpha_{i_{0}}\right)-\varepsilon_{m}^{i_{0}} \geqslant 0$ then $v_{p}\left(\alpha_{i}\right)-\varepsilon_{m}^{i} \geqslant 0(0 \leqslant i \leqslant k)$ and all the terms of Congruence 1 would be integral which is a contradiction. Hence $v_{p}\left(\alpha_{i_{0}}\right)-\varepsilon_{m}^{i_{0}}<0$. Thus, Congruence 1 does not hold which is a contradiction.
2.9. Lemma. Let $\alpha=\left(\alpha_{0}, \ldots, \alpha_{k}\right)$ be an admissible sequence such that all the terms of Congruence 1 with respect to ( $m_{j_{1}}, \ldots, m_{j_{s}}$ ) be integral and $\left(m_{i_{1}}, \ldots, m_{i_{r}}\right)$ be the remaining elements of $\mathcal{M}_{k}$ with respect to which not all the terms of Congruence 1 are integral. Let $U_{t}$ be the set defined in Lemma 2.8 for each $m_{i_{t}}(1 \leqslant t \leqslant r)$ and let $V_{t}=(0,1, \ldots, k)-U_{t}$ be its complement. Let $k_{t}=\sup U_{t}$ and $l_{t}=\inf U_{t}$. Then $\left\{0 \leqslant i \leqslant k, i>l_{t}\right\} \subseteq V_{t+1}$ and $U_{t+1} \subseteq\left\{i ; 0 \leqslant i \leqslant k, i \leqslant l_{t}\right\}$. Hence either $l_{t}=k_{t+1}$, or, $l_{t} \in V_{t+1}(1 \leqslant t \leqslant r-1)$.

Proof. Let $i \in U_{t+1}$ for $i>l_{t}$. Then either $i \in U_{t}$ and $v_{p}\left(\alpha_{i}\right)-v_{p}\left(\alpha_{l_{t}}\right)=\varepsilon_{i_{t}}^{i}-\varepsilon_{i_{t}}^{l_{t}}$, or, $i \in V_{t}$ and $v_{p}\left(\alpha_{i}\right)-v_{p}\left(\alpha_{l_{t}}\right)>$ $\varepsilon_{i_{t}}^{i}-\varepsilon_{i_{t}}^{l_{t}}$, and hence in either case, $v_{p}\left(\alpha_{i}\right)-v_{p}\left(\alpha_{l_{t}}\right) \geqslant \varepsilon_{i_{t}}^{i}-\varepsilon_{i_{t}}^{l_{t}}$. By Lemma 2.2, $\varepsilon_{i_{t}}^{i}-\varepsilon_{i_{t}}^{l_{t}}>\varepsilon_{i_{t+1}}^{i}-\varepsilon_{i_{t+1}}^{l_{t}}$. Thus, $v_{p}\left(\alpha_{i}\right)-$ $\varepsilon_{i_{t+1}}^{i}>v_{p}\left(\alpha_{l_{t}}\right)-\varepsilon_{i_{t+1}}^{l_{t}}$. By (iii) of Lemma 2.8, $\min _{0 \leqslant j \leqslant k}\left(v_{p}\left(\alpha_{j}\right)-\varepsilon_{i_{t+1}}^{j}\right)=k_{U_{t+1}}$ and hence $i \notin U_{t+1}$, i.e. $i \in V_{t+1}$.
2.10. Corollary. Let $\alpha=\left(\alpha_{0}, \ldots, \alpha_{k}\right)$ be an admissible sequence such that all the terms of Congruence 1 with respect to $\left(m_{j_{1}}, \ldots, m_{j_{s}}\right.$ ) be integral, $j_{1}<j_{2}<\cdots<j_{s}$ (i.e. $\left.v_{p}\left(\alpha_{i}\right) \geqslant \varepsilon_{j_{h}}^{i}, 0 \leqslant i \leqslant k, 1 \leqslant h \leqslant s\right)$ and $\left(m_{i_{1}}, \ldots, m_{i_{r}}\right.$ ) are the remaining elements $i_{1}<i_{2}<\cdots<i_{r}$, with respect to which not all the terms of Congruence 1 are integral. Then there exists a strictly-decreasing sequence $\left(l_{t}\right)_{0 \leqslant t \leqslant r}$ in the interval $[0, k]$ with $l_{0}=k$ and $l_{t} \geqslant k-i_{t}$ such that $v_{p}\left(\alpha_{l_{t}}\right)<\varepsilon_{i_{t}}^{l_{t}}$; $\varepsilon_{i_{t}}^{l_{t-1}}-\varepsilon_{i_{t}}^{l_{t}}>0$ and $\varepsilon_{i_{t}}^{l_{t}}>0(1 \leqslant t \leqslant r)$. If we define

$$
\begin{equation*}
K_{\alpha}=\max \left(\sum_{t=1}^{r}\left(\varepsilon_{i_{t}}^{l_{t-1}}-\varepsilon_{i_{t}}^{l_{t}}\right) ; \max _{\substack{1 \leqslant h \leqslant s \\ \varepsilon_{j_{h}-h} \\ \varepsilon_{j_{h}}>0}}\left(\sum_{t=1}^{j_{h}-h}\left(\varepsilon_{i_{t}}^{l_{t-1}}-\varepsilon_{i_{t}}^{l_{t}}\right)+\varepsilon_{j_{h}}^{l_{j_{h}-h}}\right)\right), \tag{7}
\end{equation*}
$$

then $v_{p}\left(\alpha_{k}\right) \geqslant K_{\alpha}$.
Proof. Let $U_{t}$ be the set defined in Lemma 2.8 and let $l_{t}=\inf U_{t}(1 \leqslant t \leqslant r)$. Put $l_{0}=k$. It follows from Lemma 2.9 that $\left\{l_{t}\right\}$ forms a strictly-decreasing sequence such that $\left(\varepsilon_{i_{t}}^{l_{t-1}}-\varepsilon_{i_{t}}^{l_{t}}\right)>0$ and $\varepsilon_{i_{t}}^{l_{t}}>0$. Either $k=\sup U_{1}$ and $v_{p}\left(\alpha_{k}\right)-$ $v_{p}\left(\alpha_{l_{1}}\right)=\varepsilon_{i_{1}}^{k}-\varepsilon_{i_{1}}^{l_{1}}$, or, $k \notin U_{1}$ and $v_{p}\left(\alpha_{k}\right)-v_{p}\left(\alpha_{l_{1}}\right)>\varepsilon_{i_{1}}^{k}-\varepsilon_{i_{1}}^{l_{1}}$. In either case,

1. $v_{p}\left(\alpha_{k}\right)-v_{p}\left(\alpha_{l_{1}}\right) \geqslant \varepsilon_{i_{1}}^{k}-\varepsilon_{i_{1}}^{l_{1}}$. Similarly, we have
2. $v_{p}\left(\alpha_{l_{1}}\right)-v_{p}\left(\alpha_{l_{2}}\right) \geqslant \varepsilon_{i_{2}}^{l_{1}}-\varepsilon_{i_{2}}^{l_{2}}$
t. $v_{p}\left(\alpha_{l_{t-1}}\right)-v_{p}\left(\alpha_{l_{t}}\right) \geqslant \varepsilon_{i_{t}}^{l_{t-1}}-\varepsilon_{i_{t}}^{l_{t}}$. Summing up these inequalities for $1 \leqslant t \leqslant r$ we obtain

$$
\begin{equation*}
v_{p}\left(\alpha_{k}\right) \geqslant \sum_{t=1}^{j_{h}-h}\left(\varepsilon_{i_{t}}^{l_{t-1}}-\varepsilon_{i_{t}}^{l_{t}}\right) \tag{8}
\end{equation*}
$$

For $1 \leqslant h \leqslant s$, summing up the first $t=j_{h}-h$ inequalities above together with the inequality; $v_{p}\left(\alpha_{l_{j_{h}-h}}\right) \geqslant \varepsilon_{j_{h}-h}^{l_{j_{h}-h}}$ we obtain

$$
\begin{equation*}
v_{p}\left(\alpha_{k}\right) \geqslant \sum_{t=1}^{j_{h}-h}\left(\left(\varepsilon_{i_{t}}^{l_{t-1}}-\varepsilon_{i_{t}}^{l_{t}}\right)+\varepsilon_{j_{h}}^{l_{j_{h}-h}}\right) \tag{9}
\end{equation*}
$$

2.11. Lemma. Let $\alpha=\left(\alpha_{0}, \ldots, \alpha_{k}\right)$ be an admissible sequence and $K_{\alpha}$ be as defined in Corollary 2.10. Then $K_{\alpha} \geqslant$ $u(\Omega)$ for some $\Omega \in \mathcal{H}_{k}$.

Proof. Let $\alpha=\left(\alpha_{0}, \ldots, \alpha_{k}\right)$ be an admissible sequence. Let the elements ( $m_{j_{1}}, \ldots, m_{j_{s}}$ ) and ( $m_{i_{1}}, \ldots, m_{i_{r}}$ ) of $\mathcal{M}_{k}$ and the number $K_{\alpha}$ be defined as in Corollary 2.10. Define $\Omega=\left\{m_{i_{t}} \mid\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right)>0\right.$ and $\left.\varepsilon_{i_{t}}^{k-t}>0\right\}$. Then $\Omega \in \mathcal{H}_{k}$. Let $\Phi$ be the associated set to $\Omega$ as defined in 2.5. Then $\Phi \subseteq\left(m_{j_{1}}, \ldots, m_{j_{s}}\right)$. Let $\Omega=\left\{m_{i_{1}}, \ldots, m_{i_{r}}\right\}$ and $\Phi=\left(m_{j_{1}}, \ldots, m_{j_{s^{\prime}}}\right)$ where $r^{\prime} \leqslant r$ and $s^{\prime} \leqslant s$. Then by repeated application of Lemma 2.2 and for $t=j_{h}-h$ $\left(1 \leqslant h \leqslant s^{\prime}\right)$ we obtain

$$
\begin{aligned}
K_{\alpha} & \geqslant\left(\varepsilon_{i_{1}}^{k}-\varepsilon_{i_{1}}^{l_{1}}\right)+\left(\varepsilon_{i_{2}}^{l_{1}}-\varepsilon_{i_{2}}^{l_{2}}\right)+\cdots+\left(\varepsilon_{i_{t}}^{l_{t-1}}-\varepsilon_{i_{t}}^{l_{t}}\right)+\varepsilon_{j_{h}}^{l_{t}} \\
& \geqslant\left(\varepsilon_{i_{1}}^{k}-\varepsilon_{i_{1}}^{k-1}\right)+\left(\varepsilon_{i_{2}}^{k-1}-\varepsilon_{i_{2}}^{k-2}\right)+\cdots+\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right)+\left(\varepsilon_{j_{h}}^{k-t}-\varepsilon_{j_{h}}^{l_{t}}\right)+\varepsilon_{j_{h}}^{l_{t}} \\
& =\left(\varepsilon_{i_{1}}^{k}-\varepsilon_{i_{1}}^{k-1}\right)+\left(\varepsilon_{i_{2}}^{k-1}-\varepsilon_{i_{2}}^{k-2}\right)+\cdots+\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right)++\varepsilon_{j_{h}}^{t_{t}} .
\end{aligned}
$$

Similarly, $K_{\alpha} \geqslant \sum_{t=1}^{r^{\prime}}\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right)$. Hence $K_{\alpha} \geqslant u(\Omega)$.
2.12. Proposition. Let $\alpha=\left(\alpha_{0}, \ldots, \alpha_{k}\right)$ be an admissible sequence. Then $v_{p}\left(\alpha_{k}\right) \geqslant u_{k}$.

Proof. $v_{p}\left(\alpha_{k}\right) \geqslant u_{\alpha}$ by Corollary 2.10. $K_{\alpha} \geqslant u(\Omega)$ for some $\Omega \in K$ by Lemma 2.11 and $u(\Omega) \geqslant u_{k}$ by Proposition 2.6.

We shall prove (e.g. Proposition 2.18) that there exists an admissible sequence $\alpha=\left(\alpha_{0}, \ldots, \alpha_{k}\right)$ with $\alpha_{k}=p^{u_{k}}$ and we need the Congruence Theorem for this purpose. The Congruence Theorem is an original contribution of this paper.
2.13. Remark. Consider the system of congruences,

$$
\frac{\beta_{k}}{p^{\varepsilon_{i}^{k}}}+\frac{\beta_{k-1}}{p^{\varepsilon_{i}^{k-1}}}+\cdots+\frac{\beta_{0}}{p^{\varepsilon_{i}^{0}}} \in \mathbb{Z} \quad(1 \leqslant i \leqslant d) .
$$

If we define $h=\max \left(\varepsilon_{i}^{j}: 0 \leqslant j \leqslant k, 1 \leqslant i \leqslant d-1\right)$ then any simultaneous solution $\beta=\left(\beta_{0}, \ldots, \beta_{k}\right)$ is determined in $\beta \in\left(\mathbb{Z}_{p^{h}}\right)^{k+1}$ (i.e. $\beta_{j} \in \mathbb{Z}_{p^{h}}, 0 \leqslant j \leqslant k$ ).
2.14. Theorem (Congruence Theorem). Let p be a prime and $\varepsilon_{i}^{j} \in \mathbb{Z}(0 \leqslant j \leqslant k, 1 \leqslant i \leqslant d)$ and $\varepsilon_{i}^{k}<\cdots<\varepsilon_{i}^{k-i+1}=$ $\varepsilon_{i}^{k-i}>\varepsilon_{i}^{k-i-1}>\cdots>\varepsilon_{i}^{0}$. Let $h=\max \left(\varepsilon_{i}^{j}: 0 \leqslant j \leqslant k, 1 \leqslant i \leqslant d\right)$ and $\beta \in \mathbb{Z}_{p^{h}}$. Then there exists a simultaneous solution $\beta=\left(\beta_{0}, \ldots, \beta_{k}\right) \in\left(\mathbb{Z}_{p^{h}}\right)^{k+1}$ of the system of congruences:

$$
\frac{\beta_{k}}{p^{k_{i}^{k}}}+\frac{\beta_{k-1}}{p^{\varepsilon_{i}^{k-1}}}+\cdots+\frac{\beta_{0}}{p^{\varepsilon_{i}^{0}}} \in \mathbb{Z} \quad(1 \leqslant i \leqslant d) \text { with } \beta_{k}=\beta .
$$

If $\beta$ is a unit in $\mathbb{Z}_{p^{h}}$ so are $\beta_{j}(0 \leqslant j \leqslant k)$.
Proof. Define $d_{i}^{j}=\left(\varepsilon_{i}^{j}-\varepsilon_{i}^{j-1}\right) \geqslant 1(0 \leqslant j \leqslant i-1)$ and $\bar{d}_{i}^{j}=\left(\varepsilon_{i}^{j}-\varepsilon_{i}^{j+1}\right) \geqslant 1(i \leqslant j \leqslant k)$. Let $1 \leqslant r \leqslant h$. We shall show by induction on $r$ that the following system of congruences have a unique simultaneous solution in $\left(\mathbb{Z}_{p^{r}}\right)^{k+1}$ with $\beta_{k}=\beta$.

$$
\begin{aligned}
& \text { 0. } \beta_{i}+\beta_{i-1} \equiv p^{\bar{d}_{i}^{i}} \bar{\gamma}_{i}^{i}+p^{d_{i}^{i-1}} \gamma_{i}^{i-1}\left(\bmod p^{r}\right), \\
& \text { 1. } \gamma_{i}^{i-1}+\beta_{i-2} \equiv p^{d_{i}^{i-2}} \gamma_{i}^{i-2}\left(\bmod p^{r}\right), \\
& \vdots \\
& (i-2) . \gamma_{i}^{2}+\beta_{1} \equiv p_{i}^{d_{i}^{1}} \gamma_{i}^{1}\left(\bmod p^{r}\right), \\
& (i-1) \cdot \gamma_{i}^{1}+\beta_{0} \equiv 0\left(\bmod p^{r}\right), \\
& \bar{i} \cdot \bar{\gamma}_{i}^{i}+\beta_{i+1} \equiv p^{\bar{d}_{i}^{i+1}} \bar{\gamma}_{i}^{i+1}\left(\bmod p^{r}\right),
\end{aligned}
$$

$$
\overline{i+1} \cdot \bar{\gamma}_{i}^{i+1}+\beta_{i+2} \equiv p^{\bar{d}_{i}^{i+2}} \bar{\gamma}_{i}^{i+2}\left(\bmod p^{r}\right)
$$

$\vdots$
$\overline{(k-1)} . \bar{\gamma}_{i}^{k-1}+\beta_{k} \equiv 0\left(\bmod p^{r}\right)$.
For $r=1, \beta_{i}+\beta_{i-1} \equiv p^{\bar{d}_{i}^{i}} \bar{\gamma}_{i}^{i}+p^{d_{i}^{j-1}} \gamma_{i}^{i-1} \equiv 0(\bmod p)$, i.e. $\beta_{i} \equiv-\beta_{i-1}(\bmod p)(1 \leqslant j \leqslant k-1)$. Let $\beta_{k}=\beta$ and this determines $\beta_{j} \equiv(-1)^{k-j} \beta(\bmod p) . \gamma_{i}^{j}+\beta_{j-1} \equiv p^{d_{i}^{j-1}} \gamma_{i}^{j-1} \equiv 0(\bmod p)$ and thus $\gamma_{i}^{j} \equiv(-1)^{k-j} \beta(\bmod p)$ $(j \leqslant i-1)$ and, similarly, $\bar{\gamma}_{i}^{j} \equiv(-1)^{k-j} \beta(\bmod p)(i \leqslant j \leqslant k-1)$. Let $r>1$ and assume the induction-hypothesis for $(r-1) \cdot \beta_{i}+\beta_{i-1} \equiv p^{\bar{d} i} \bar{\gamma}_{i}^{i}+p^{d_{i}^{i-1}} \gamma_{i}^{i-1}\left(\bmod p^{r}\right)\left(\bar{d}_{i}^{i}, d_{i}^{i-1} \geqslant 1\right)$ where $\bar{\gamma}_{i}^{i}, \gamma_{i}^{i-1}$ are the unique solutions mod $p^{r-1}$. Hence $\beta_{i}+\beta_{i-1}$ is uniquely determined $\bmod p^{r}(1 \leqslant i \leqslant k)$. From this and the fact that $\beta_{k}=\beta$, all the $\beta_{i}(0 \leqslant i \leqslant k)$ are uniquely determined in $\mathbb{Z}_{p^{r}}$. From the equation, $\gamma_{i}^{j}+\beta_{j-1} \equiv p^{d_{i}^{j-1}} \gamma_{i}^{j-1}\left(\bmod p^{r}\right)$ and the fact that $\gamma_{i}^{j-1}$ is determined $\bmod p^{r-1}, d_{i}^{j-1}>1, \beta_{j-1}$ is determined $\bmod p^{r}$, the variables $\gamma_{i}^{j}$ are uniquely determined $\bmod p^{r}$ $(2 \leqslant j \leqslant i-1) \cdot \gamma_{i}^{1}$ is uniquely determined in $\mathbb{Z}_{p^{r}}$ from the equation, $\gamma_{i}^{1}+\beta_{0} \equiv 0\left(\bmod p^{r}\right), \bar{\gamma}_{i}^{j}$ is uniquely determined in $\mathbb{Z}_{p^{r}}(i \leqslant j \leqslant k-1)$ from the equation, $\bar{\gamma}_{i}^{j}+\beta_{j+1} \equiv p^{\bar{d}_{i}^{j+1}} \bar{\gamma}_{i}^{j+1}\left(\bmod p^{r}\right)$ and the fact that the class of $\bar{\gamma}_{i}^{j+1}$ is
determined in $\mathbb{Z}_{p^{r-1}}, \bar{d}_{i}^{j+1}>1$, and that $\beta_{j+1}$ is determined in $\mathbb{Z}_{p^{r}}$. The variable $\bar{\gamma}_{i}^{k-1}$ is determined uniquely in $\mathbb{Z}_{p^{r}}$ from the equation, $\bar{\gamma}_{i}^{k-1}+\beta_{k} \equiv 0\left(\bmod p^{r}\right)$. Hence all the variables are uniquely determined in $\mathbb{Z}_{p^{r}}$. Let $\gamma_{i}^{j} \equiv x_{i}^{j}$ $\left(\bmod p^{r-1}\right)$ and $\bar{\gamma}_{i}^{j} \equiv \bar{x}_{i}^{j}\left(\bmod p^{r-1}\right)$. Then $\gamma_{i}^{j}=x_{i}^{j}+k_{i}^{j} p^{r-1}$. The equations $0,1, \ldots, i-2, \bar{i}, \overline{i+1}, \ldots,(\overline{k-1})$ are determined with $\gamma_{i}^{j}=x_{i}^{j}$ and $\bar{\gamma}_{i}^{j}=\bar{x}_{i}^{j}$ on the RHS of the congruence and if we now put $\gamma_{i}^{j}$ and $\bar{\gamma}_{i}^{j}$ instead of $x_{i}^{j}$ and $\bar{x}_{i}^{j}$, the RHS of the congruences differ by elements of the form $k_{i}^{j} p^{d_{i}^{j}} p^{r-1}$, or, $\bar{k}_{i}^{j} p^{\bar{d}_{i}^{j}} p^{r-1}$ which are congruent to $0\left(\bmod p^{r}\right)$. Hence the uniquely determined variables satisfy the given system of congruences in $\mathbb{Z}_{p^{r}}$. The variables ( $\beta_{0}, \ldots, \beta_{k}$ ) of the system of congruences for $r=h$ is a solution of the original system of congruences with $\beta_{k}=\beta$.
2.15. Remark. $\alpha=\left(\alpha_{0}, \ldots, \alpha_{k}\right)$ is called admissible with respect to a subset $S$ of $\mathcal{M}_{k}$ if and only if Congruence 1 is satisfied for all $m \in S$.
2.16. Proposition. Let $\Omega=\left\{m_{i_{1}}, \ldots, m_{i_{r}}\right\} \in \mathcal{H}_{k}\left(1 \leqslant i_{1}<i_{2}<\cdots<i_{r} \leqslant d\right)$ and $\Phi=\left\{m_{j_{1}}, \ldots, m_{j_{s}}\right\}\left(1 \leqslant j_{1}<j_{2}\right.$ $\left.<\cdots<j_{s}\right)$, be its associated set as in Definition 2.5. Then there exists an admissible sequence $\alpha=\left(\alpha_{0}, \ldots, \alpha_{k}\right)$ with respect to the set $\Omega \cup\left(\mathcal{M}_{k}-(\Omega \cup \Phi)\right)$, with $\alpha_{k}=p^{\sum_{t=1}^{r}\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i t}^{k-t}\right)}$.

Proof. Let $\mathcal{M}_{k}=\left\{m_{1}, \ldots, m_{d}\right\}, \Omega \cup \Phi=\left\{m_{1}, \ldots, m_{l}\right\}, l \leqslant d$. Suppose $\left(\varepsilon_{l+j}^{k-r-j+1}-\varepsilon_{l+j}^{k-r-j}\right) \leqslant 0(1 \leqslant j \leqslant e)$ and $\left(\varepsilon_{l+j}^{k-r-j+1}-\varepsilon_{l}^{k-r-j}\right)$ is undefined for $j>e$. Let $\alpha_{k-t+1}=p^{\sum_{u=t}^{r}\left(\varepsilon_{i u}^{k-u+1}-\varepsilon_{i u}^{k-t}\right)} \beta_{k-t+1}(1 \leqslant t \leqslant r), \alpha_{k-r}=\beta_{k-r}$, $\alpha_{k-r-i}=p^{\sum_{j=1}^{i}\left(\varepsilon_{l+j}^{k-r-j}-\varepsilon_{l+j}^{k+r-j+1}\right)} \beta_{k-r-i}(1 \leqslant i \leqslant e)$ and $\alpha_{j}=\beta_{j}=0(k-r-e<j \leqslant k)$. Let $i_{r+j}=l+j$ $(1 \leqslant j \leqslant e)$. Then Congruence 1 ; i.e. $\sum_{j=0}^{k} \frac{\alpha_{j}}{p^{\delta_{m}^{j}}} \in \mathbb{Z}\left(m \in \Omega \cup\left(\mathcal{M}_{k}-(\Omega \cup \Phi)\right)\right)$ can be written down as Congruence 2 ; i.e.

$$
\begin{equation*}
\frac{\beta_{k}}{p^{\delta_{i_{t}^{k}}^{k}}}+\frac{\beta_{k-1}}{p^{\delta_{i_{t}}^{k-1}}}+\cdots+\frac{\beta_{k-r-e}}{p^{\delta_{i_{t}-r-e}^{k-e}}} \in \mathbb{Z} \quad(1 \leqslant t \leqslant r+e) . \tag{10}
\end{equation*}
$$

We claim the
Statement. $\delta_{i_{t}}^{k}<\delta_{i_{t}}^{k-1}<\cdots<\delta_{i_{t}}^{k-t+1}=\delta_{i_{t}}^{k-t}>\delta_{i_{t}}^{k-t+1}>\cdots>\delta_{i_{t}}^{k-r-e}(1 \leqslant t \leqslant r+e)$.
Proof. (i) For $1 \leqslant j \leqslant t \leqslant r$,

$$
\begin{aligned}
\delta_{i_{t}}^{k-j+1}-\delta_{i_{t}}^{k-(j-1)+1} & =\delta_{i_{t}}^{k-j+1}-\delta_{i_{t}}^{k-j+2} \\
& =\left[\varepsilon_{i_{t}}^{k-j+1}-\sum_{s=j}^{r}\left(\varepsilon_{i_{s}}^{k-s+1}-\varepsilon_{i_{s}}^{k-s}\right)\right]-\left[\varepsilon_{i_{t}}^{k-j+2}-\sum_{s=j-1}^{r}\left(\varepsilon_{i_{s}}^{k-s+1}-\varepsilon_{i_{s}}^{k-s}\right)\right] \\
& =\left(\varepsilon_{i_{j-1}}^{k-j+2}-\varepsilon_{i_{j-1}}^{k-j+1}\right)-\left(\varepsilon_{i_{t}}^{k-j+2}-\varepsilon_{i_{t}}^{k-j+1}\right)>0 \quad \text { by Lemma } 2.2
\end{aligned}
$$

$$
\begin{equation*}
\text { i.e. } \delta_{i_{t}}^{k-j+1}>\delta_{i_{t}}^{k-(j-1)+1} \tag{11}
\end{equation*}
$$

(ii) For $1 \leqslant t \leqslant r$,

$$
\begin{align*}
\delta_{i_{t}}^{k-t+1}-\delta_{i_{t}}^{k-t} & =\left[\varepsilon_{i_{t}}^{k-t+1}-\sum_{s=t}^{r}\left(\varepsilon_{i_{s}}^{k-s+1}-\varepsilon_{i_{s}}^{k-s}\right)\right]-\left[\varepsilon_{i_{t}}^{k-t}-\sum_{s=t+1}^{r}\left(\varepsilon_{i_{s}}^{k-s+1}-\varepsilon_{i_{s}}^{k-s}\right)\right] \\
& =\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right)-\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right)=0 \tag{12}
\end{align*}
$$

i.e. $\delta_{i_{t}}^{k-t+1}=\delta_{i_{t}}^{k-t}$.
(iii) For $1 \leqslant t \leqslant r, t<j \leqslant r-1$,

$$
\begin{aligned}
\delta_{i_{t}}^{k-j+1}-\delta_{i_{t}}^{k-(j+1)+1} & =\delta_{i_{t}}^{k-j+1}-\delta_{i_{t}}^{k-j} \\
& =\left[\varepsilon_{i_{t}}^{k-j+1}-\sum_{s=j}^{r}\left(\varepsilon_{i_{s}}^{k-s+1}-\varepsilon_{i_{s}}^{k-s}\right)\right]-\left[\varepsilon_{i_{t}}^{k-j}-\sum_{s=j+1}^{r}\left(\varepsilon_{i_{s}}^{k-s+1}-\varepsilon_{i_{s}}^{k-s}\right)\right] \\
& =\left(\varepsilon_{i_{t}}^{k-j+1}-\varepsilon_{i_{t}}^{k-j}\right)-\left(\varepsilon_{i_{j}}^{k-j+1}-\varepsilon_{i_{j}}^{k-j}\right)>0 \quad \text { by Lemma 2.2 }
\end{aligned}
$$

$$
\begin{equation*}
\text { i.e. } \delta_{i_{t}}^{k-j+1}>\delta_{i_{t}}^{k-(j+1)+1} \tag{13}
\end{equation*}
$$

(iv) For $1 \leqslant t \leqslant r, 0 \leqslant j \leqslant e-1$,

$$
\begin{align*}
\delta_{i_{t}}^{k-r-j+1}-\delta_{i_{t}}^{k-r-(j+1)+1} & =\delta_{i_{t}}^{k-r-j+1}-\delta_{i_{t}}^{k-r-j} \\
& =\left[\varepsilon_{i_{t}}^{k-r-j+1}-\sum_{s=1}^{j-1}\left(\varepsilon_{l+s}^{k-r-s}-\varepsilon_{l+s}^{k-r-s+1}\right)\right]-\left[\varepsilon_{i_{t}}^{k-r-j}-\sum_{s=1}^{j}\left(\varepsilon_{l+s}^{k-r-s}-\varepsilon_{l+s}^{k-r-s+1}\right)\right] \\
& =\left(\varepsilon_{i_{t}}^{k-r-j+1}-\varepsilon_{i_{t}}^{k-r-j}\right)-\left(\varepsilon_{l+j}^{k-r-j+1}-\varepsilon_{l+j}^{k-r-j}\right)>0 \quad \text { by Lemma 2.2 } \tag{14}
\end{align*}
$$

(v) For $1 \leqslant t \leqslant r, \delta_{l+j}^{k-t+1}>\delta_{l+j}^{k-t}$ and the proof is similar to that of (i).
(vi) For $1 \leqslant j \leqslant i \leqslant e$,

$$
\begin{align*}
\delta_{l+i}^{k-l-j+1}-\delta_{l+i}^{k-l-(j-1)+1} & =\delta_{l+i}^{k-l-j+1}-\delta_{l+i}^{k-l-j+2} \\
& =\left[\varepsilon_{l+i}^{k-l-j+1}-\sum_{s=1}^{j-1}\left(\varepsilon_{l+s}^{k-r-s}-\varepsilon_{l+s}^{k-r-s+1}\right)\right]-\left[\varepsilon_{l+i}^{k-r-j+2}-\sum_{s=1}^{j-2}\left(\varepsilon_{l+s}^{k-r-s}-\varepsilon_{l+s}^{k-r-s+1}\right)\right] \\
& =\left(\varepsilon_{l+j-1}^{k-r-j+2}-\varepsilon_{l+j-1}^{k-r-j+1}\right)-\left(\varepsilon_{l+j}^{k-r-j+2}-\varepsilon_{l+j}^{k-r-j+1}\right)>0 \quad \text { by Lemma 2.2 } \tag{15}
\end{align*}
$$

(vii) For $0 \leqslant i \leqslant e-1$,

$$
\begin{align*}
\delta_{l+i}^{k-r-i+1}-\delta_{l+i}^{k-r-i} & =\left[\varepsilon_{l+i}^{k-r-i+1}-\sum_{s=1}^{i-1}\left(\varepsilon_{l+s}^{k-r-s}-\varepsilon_{l+s}^{k-r-s+1}\right)\right]-\left[\varepsilon_{l+i}^{k-r-i}-\sum_{s=1}^{i}\left(\varepsilon_{l+s}^{k-r-s}-\varepsilon_{l+s}^{k-r-s+1}\right)\right] \\
& =\left(\varepsilon_{l+i}^{k-r-i+1}-\varepsilon_{l+i}^{k-r-i}\right)-\left(\varepsilon_{l+i}^{k-r-i+1}-\varepsilon_{l+i}^{k-r-i}\right)=0 \tag{16}
\end{align*}
$$

(viii) For $1 \leqslant i<j \leqslant e$,

$$
\begin{align*}
\delta_{l+i}^{k-r-j+1}-\delta_{l+i}^{k-r-(j+1)+1} & =\delta_{l+i}^{k-r-j+1}-\delta_{l+i}^{k-r-j} \\
& =\left[\varepsilon_{l+i}^{k-r-j+1}-\sum_{s=1}^{j-1}\left(\varepsilon_{l+s}^{k-r-s}-\varepsilon_{l+s}^{k-r-s+1}\right)\right]-\left[\varepsilon_{l+i}^{k-r-j}-\sum_{s=1}^{j}\left(\varepsilon_{l+s}^{k-r-s}-\varepsilon_{l+s}^{k-r-s+1}\right)\right] \\
& =\left(\varepsilon_{l+i}^{k-r-j+1}-\varepsilon_{l+i}^{k-r-j}\right)-\left(\varepsilon_{l+j}^{k-r-j+1}-\varepsilon_{l+j}^{k-r-j}\right)>0 \quad \text { by Lemma 2.2. } \tag{17}
\end{align*}
$$

Hence Congruence 2 satisfies the hypothesis of the Congruence Theorem and we deduce from the Congruence Theorem that there exists a solution $\beta=\left(\beta_{0}, \ldots, \beta_{k}\right)$ with $\beta_{k}=1$. Thus, Congruence 1 admits a solution $\alpha=\left(\alpha_{0}, \ldots, \alpha_{k}\right)$ with respect to $m \in \Omega \cup\left(\mathcal{M}_{k}-(\Omega \cup \Phi)\right)$ with $\alpha_{k}=p^{\sum_{t=1}^{r}\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right)}$ which by definition is an admissible sequence with respect to $\Omega \cup\left(\mathcal{M}_{k}-(\Omega \cup \Phi)\right)$.
2.17. Proposition. Let $\Omega=\left(m_{i_{1}}, \ldots, m_{i_{r}}\right) \in \mathcal{H}_{k}, i_{1}<i_{2}<\cdots<i_{r}$. Then there exists an admissible sequence $\alpha=$ $\left(\alpha_{0}, \ldots, \alpha_{k}\right)$ with $\alpha_{k}=p^{u(\Omega)}$.

Proof. Let $\Phi=\left(m_{j_{1}}, \ldots, m_{j_{s}}\right)$ be the associated set to $\Omega$ so that $\Omega \cup \Phi=\left(m_{1}, m_{2}, \ldots, m_{l}\right)$.
By Proposition 2.16 there exists an admissible sequence $\alpha^{\prime}=\left(\alpha_{0}^{\prime}, \ldots, \alpha_{k}^{\prime}\right)$ with respect to the set $\Omega \cup$ $\left\{m_{l+1}, \ldots, m_{d}\right\}$ such that $\alpha_{k}^{\prime}=p^{\sum_{t=1}^{r}\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right)}$. By definition

$$
\begin{aligned}
u(\Omega) & =\max \left(\sum_{t=1}^{r}\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right) ; \max _{\substack{1 \leq K \leq s \leq s \\
\varepsilon_{j_{h}}^{k-j_{h}-h}>0}}\left(\sum_{t=1}^{r}\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right)+\varepsilon_{j_{h}}^{k-j_{h}-h}\right)\right) \\
& =\lambda+\sum_{t=1}^{r}\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right) \quad \text { for } \lambda \geqslant 0 .
\end{aligned}
$$

Define $\alpha=\left(\alpha_{0}, \ldots, \alpha_{k}\right)$ by $\alpha_{j}=p^{\lambda} \alpha_{j}^{\prime}(k-r \leqslant j \leqslant k)$. Then since Congruence 1 is homogeneous with respect to the variables $\alpha_{j}$, it follows that $\alpha$ is also admissible with respect to the set $\Omega \cup\left\{m_{l+1}, \ldots, m_{d}\right\}$, If we substitute

$$
\begin{align*}
& \alpha_{k-t+1}=p^{\sum_{u=t}^{r}\left(\varepsilon_{i u}^{k-u+1}-\varepsilon_{i u}^{k-u}\right)} \beta_{k-t+1} \quad(1 \leqslant t \leqslant r), \quad \alpha_{k-r}=\beta_{k-r}, \\
& \alpha_{k-r-i}=p^{\sum_{j=1}^{i}\left(\varepsilon_{l+j}^{k-r-j}-\varepsilon_{l+j}^{k-r-j+1}\right)} \beta_{k-r-i} \quad(1 \leqslant i \leqslant e) \tag{18}
\end{align*}
$$

and $\alpha_{j}=\beta_{j}=0(k-r-e<j \leqslant k)$ as in the proof of Proposition 2.16, Congruence 1 takes the form 2. $\sum_{j=0}^{k} \frac{\beta_{j}}{p^{\phi_{m}^{j}}} \in \mathbb{Z}$. Then by precisely the same arguments as used in the proof of Proposition 2.16, we can establish the inequalities:

$$
\begin{align*}
\delta_{j_{h}}^{k}<\delta_{j_{h}}^{k-1} & <\cdots<\delta_{j_{h}}^{k-j_{h}+h}>\delta_{j_{h}}^{k-j_{h}+h-1}>\cdots>\delta_{j_{h}}^{0} \quad(1 \leqslant h \leqslant s) \\
\delta_{j_{h}}^{k-j_{h}+h} & =\varepsilon_{j_{h}}^{k-j_{h}+h}-\lambda-\sum_{t=j_{h}-h+1}^{r}\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right) \\
& =\varepsilon_{j_{h}}^{k-j_{h}+h}-\left(\lambda+\sum_{t=1}^{r}\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right)\right)+\sum_{t=1}^{j_{h}-h}\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right) \\
& =\varepsilon_{j_{h}}^{k-j_{h}+h}-u(\Omega)+\sum_{t=1}^{j_{h}-h}\left(\varepsilon_{i_{t}}^{k-t+1}-\varepsilon_{i_{t}}^{k-t}\right) \leqslant 0 \tag{19}
\end{align*}
$$

by definition of $u(\Omega)$. Thus, $\delta_{j_{h}}^{i}<\delta_{j_{h}}^{k-j_{h}+h} \leqslant 0$ for $i \neq k-j_{h}+h$, by the above inequality. Hence all terms of Congruence 2 and hence of Congruence 1 with respect to $m_{j_{h}}$ are integral ( $1 \leqslant h \leqslant s$ ). It follows that $\alpha$ is an admissible sequence with $\alpha_{k}=p^{u(\Omega)}$.
2.18. Proposition. There exists an admissible sequence $\alpha=\left(\alpha_{0}, \ldots, \alpha_{k}\right)$ with $\alpha_{k}=p^{u(\Omega)}$.

Proof. Take $\Omega=\Omega^{0}$ in Proposition 2.17.
2.19. Lemma. Let $m \in \mathcal{M}, m=\sigma\left(t_{k}\right), t_{k}=p^{\nu} \Delta(v \geqslant 1,(\Delta, p))=1, i=k+v$. Thenfor $j \leqslant k+1, p^{i-j} \Delta+i-j<$ $t_{j-1}$.

Proof. $t_{j-1}-\left(p^{i-j} \Delta+i-j\right) \geqslant p^{i+j+1} \Delta+\frac{p^{k-j+1} \Delta-1}{(p-1)}-\left(p^{i-j} \Delta+i-j\right)$ by [1, Lemma 4.4.6] $\geqslant p^{i-j+1} \Delta+k-$ $j+1-p^{i-j} \Delta-i+j=(p-1) p^{i-j} \Delta-v+1 \geqslant(p-1) p^{i-k-1}-(v-1)=(p-1) p^{\nu-1} \Delta-(v-1)>0$.
2.20. Corollary. For $j<k, t_{k}+u_{k}<t_{j}$.

Proof. Since $t_{j}$ is a strictly-decreasing sequence, it suffices to prove that $t_{k}+u_{k}<t_{k-1}$. Let $\Phi=\left\{m_{1}, m_{2}, \ldots, m_{l}\right\}$ be the associated set to the empty-set $\phi \in \mathcal{H}_{k}$. Then $\left(\varepsilon_{j}^{k}-\varepsilon_{j}^{k-1}\right)>0$; i.e. if $m_{j}=\sigma\left(t_{k_{j}}\right)$ then $k \leqslant k_{j}$. Let $t_{k_{j}}=p^{\nu_{j}} \Delta_{j}$ $\left(v_{j} \geqslant 1,\left(\Delta_{j}, p\right)=1\right), i_{j}=k_{j}+v_{j}, m_{j}=\frac{1}{2}(p-1) p_{j}^{i_{j}} \Delta_{j}(1 \leqslant j \leqslant l)$. Then $\varepsilon_{j}^{k}=p^{i_{j}-k} \Delta_{j}+i_{j}-k-t_{k}<t_{k-1}-t_{k}$ by Lemma 2.19. Thus, $u_{k} \leqslant u(\phi)=\max _{1 \leqslant j \leqslant l} \varepsilon_{j}^{k}<t_{k-1}-t_{k}$ i.e. $t_{k}+u_{k}<t_{k-1}$.
2.21. Theorem. $J_{p}\left(P_{n}(\mathbb{C})\right)=\bigoplus_{k=0}^{r_{n}} \mathbb{Z}_{p^{t_{k}+u_{k}}}$. The order of the first summand generated by $\omega$ is the $p$-component, $M_{n+1, p}$ of the Atiyah-Todd number $M_{n+1}$.

Proof. By Proposition 2.18, for each $0 \leqslant k \leqslant r_{n}$, there exists an admissible sequence $\alpha=\left(\alpha_{0}, \ldots, \alpha_{k}\right)$ with $\alpha_{k}=$ $p^{u_{k}}$. It follows from [1, Proposition 6.2.14] that there exists in $J_{p}\left(P_{n}(\mathbb{C})\right.$ ) a relation, $p^{t_{0}} \alpha_{0} \omega+p^{t_{1}} \alpha_{1} \psi_{\mathbb{R}}^{p}(\omega)+\cdots+$ $p^{t_{k}+u_{k}} \psi_{\mathbb{R}}^{p^{k}}(\omega)=0$ By Corollary 2.20, $t_{j}>t_{k}+u_{k}(0 \leqslant j \leqslant k-1)$ and hence if we let $x_{k}=p^{t_{0}-\left(t_{k}+u_{k}\right)} \alpha_{0} \omega+$ $p^{t_{1}-\left(t_{k}+u_{k}\right)} \alpha_{1} \psi_{\mathbb{R}}^{p}(\omega)+\cdots+p^{t_{k-1}-\left(t_{k}+u_{k}\right)} \alpha_{k-1} \psi_{\mathbb{R}}^{p^{k-1}}(\omega)+\psi_{\mathbb{R}}^{p^{k}}(\omega)$ then the above relation can be written down as: $p^{t_{k}+u_{k}} x_{k}=0\left(0 \leqslant k \leqslant r_{n}\right)$. Since $\left\{\omega, \psi_{\mathbb{R}}^{p}(\omega), \ldots, \psi_{\mathbb{R}}^{p_{n}}(\omega)\right\}$ spans $J_{p}\left(P_{n}(\mathbb{C})\right)$ and that the coefficient of $\psi_{\mathbb{R}}^{p^{k}}(\omega)$ in the expansion of $x_{k}$ is 1 , it follows that $\left\{x_{0}, x_{1}, \ldots, x_{r_{n}}\right\}$ spans $J_{p}\left(P_{n}(\mathbb{C})\right)$. Suppose $\beta_{0} x_{0}+\cdots+\beta_{r_{n}} x_{r_{n}}=0$. We claim the following statement:

Statement. If $\beta_{0} x_{0}+\cdots+\beta_{k} x_{k}=0\left(1 \leqslant k \leqslant r_{n}\right)$ then $\beta_{k} x_{k}=0$ and $\beta_{0} x_{0}+\cdots+\beta_{k-1} x_{k-1}=0$.
Proof. Substituting for $x_{j}$ in terms of $\psi_{\mathbb{R}}^{p^{i}}(\omega)$ we obtain a relation, $\alpha_{0} \omega+\alpha_{1} \psi_{\mathbb{R}}^{p}(\omega)+\cdots+\alpha_{k-1} \psi_{\mathbb{R}}^{p^{k-1}}(\omega)+$ $\beta_{k} \psi_{\mathbb{R}}^{p^{k}}(\omega)=0$. By [1, Proposition 6.2.14], $\alpha_{j}=p^{t_{j}} \alpha_{j}^{\prime}(0 \leqslant j \leqslant k-1)$ and $\beta_{k}=p^{t_{k}} \alpha_{k}^{\prime}$ where $\alpha^{\prime}=\left(\alpha_{0}^{\prime}, \ldots, \alpha_{k}^{\prime}\right)$ is an admissible sequence. By Proposition 2.12, $p^{u_{k}} \mid \alpha_{k}^{\prime}$ and thus $p^{t_{k}+u_{k}} \mid \beta_{k}$. Hence $\beta_{k} x_{k}=0$ and thus, $\beta_{0} x_{0}+\cdots+$ $\beta_{k-1} x_{k-1}=0$, proving the statement.

It follows from the statement by induction on $k$ starting with $k=r_{n}$ that $\beta_{0} x_{0}=\beta_{1} x_{1}=\cdots=\beta_{r_{n}} x_{r_{n}}=0$. This proves the desired primary decomposition. As for the second part of the theorem, $t_{0}=\left[\frac{n}{p-1}\right], \mathcal{H}_{0}=\{\phi\} . \Phi=\mathcal{M}_{0}$. $m \in \mathcal{M}_{0}$ is of the form $m=\frac{1}{2}(p-1) p^{i} \Delta,(\Delta, p)=1 . \varepsilon_{m}^{0}=p^{i} \Delta+i-t_{0}>0$. Let $r_{m}=p^{i} \Delta=\frac{2 m}{(p-1)} \leqslant\left[\frac{n}{p-1}\right]$. Then $r_{m}+v_{p}\left(r_{m}\right)-t_{0}>0$.

$$
\begin{aligned}
& u_{0}=\max _{m \in \mathcal{M}_{0}}\left[r_{m}+v_{p}\left(r_{m}\right)-t_{0}\right]=\max \left[r+v_{p}(r)-t_{0}: 1 \leqslant r \leqslant\left[\frac{n}{p-1}\right], r+v_{p}(r) \geqslant\left[\frac{n}{p-1}\right]\right], \\
& t_{0}+u_{0}=\max \left[r+v_{p}(r): 1 \leqslant r \leqslant\left[\frac{n}{p-1}\right], r+v_{p}(r) \geqslant\left[\frac{n}{p-1}\right]\right] \\
& \quad=\max \left[r+v_{p}(r): 1 \leqslant r \leqslant\left[\frac{n}{p-1}\right]\right]=v_{p}\left(M_{n+1}\right) .
\end{aligned}
$$

2.22. Remark. The second part of the theorem is the solution of the complex analogue of the vector field problem and the simplest proof so far has been provided.

As a corollary to Theorem 2.21, we recover [1, Proposition 6.2.12], i.e.
2.23. Corollary. Let $n=p^{k}(p-1)+r^{\prime}\left(0 \leqslant r^{\prime} \leqslant p-2\right)$. Then

$$
J_{p}\left(P_{n}(\mathbb{C})\right)=\mathbb{Z}_{p^{\left(p^{k}+k\right)}} \oplus \mathbb{Z}_{p^{\left(p^{k-1}-1\right)}} \oplus \mathbb{Z}_{p^{\left(p^{k-2}-1\right)}} \oplus \cdots \oplus \mathbb{Z}_{p^{p-1}}
$$

Proof. $m_{i}=m=\{m\}, m=\frac{1}{2}(p-1) p^{k}(1 \leqslant i \leqslant k) \varepsilon_{m}^{j}=p^{k-j}-1(1 \leqslant j \leqslant i)$, i.e. $\varepsilon_{m}^{i}<\varepsilon_{m}^{i-1}<\cdots<\varepsilon_{m}^{0}$. Thus, $\mathcal{H}_{i}=\{\phi\}(1 \leqslant i \leqslant k)$ and the corresponding set $\Phi$ to $\phi$ is empty. Thus, $u_{i}=0(1 \leqslant i \leqslant k)$ and hence the $i$ th-summand has order $p^{t_{i}}=p^{p^{k-i}-1}(1 \leqslant i \leqslant k)$. The order of the first summand follows from the definition of the Atiyah-Todd number.
2.24. Example. As a demonstration we wrote down in [1, Example 6.2.13] the $\alpha$ - and $\beta$-relations for $J_{2}\left(P_{164}(\mathbb{C})\right.$ ). We now obtain the primary decomposition of $J_{2}\left(P_{164}(\mathbb{C})\right)$.

$$
t_{j}:\{1648140199410\}
$$

| $\varepsilon_{82}^{j}:$ | 2 | 2 | 1 |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\varepsilon_{88}^{j}:$ | 1 | 3 | 3 | 3 | 2 | 1 |  |  |
| $\varepsilon_{64}^{j}:$ |  |  |  | 1 | 2 | 2 | 2 | 1 |

$$
\begin{aligned}
& k=1: \quad \mathcal{M}_{1}=(80,82), \tau=\left[\begin{array}{ll}
2 & 2 \\
3 & 1
\end{array}\right], \mathcal{H}_{1}=\{(80), \phi\}, u((80))=4, u(\phi)=3, u_{1}=3 \\
& k=2: \quad \mathcal{M}_{2}=(80,82), \tau=\left[\begin{array}{lll}
1 & 2 & 2 \\
3 & 3 & 1
\end{array}\right], \mathcal{H}_{2}=\{\phi\}, u(\phi)=3, u_{2}=3 \\
& k=3: \quad \mathcal{M}_{3}=(64,80,82), \tau=\left[\begin{array}{llll}
3 & 3 & 3 & 1 \\
1 &
\end{array}\right], \mathcal{H}_{3}=\{(64)\}, u((64))=1, u_{3}=1 \\
& k=4: \quad \mathcal{M}_{4}=(64,80,82), \tau=\left[\begin{array}{llll}
2 & 3 & 3 & 3
\end{array}\right] 1 \\
& 2
\end{aligned} 1
$$

$M_{165,2}=2^{166}$. According to Theorem 1.15,
$J_{2}\left(P_{164}(\mathbb{C})\right)=\mathbb{Z}_{2^{166}} \oplus \mathbb{Z}_{2^{84}} \oplus \mathbb{Z}_{2^{40}} \oplus \mathbb{Z}_{2^{20}} \oplus \mathbb{Z}_{2^{10}} \oplus \mathbb{Z}_{2^{4}} \oplus \mathbb{Z}_{2^{1}}$.
According to this primary decomposition, $\left|J_{2}\left(P_{164}(\mathbb{C})\right)\right|=2^{325}$. We know from [1] that $\left|J_{2}\left(P_{164}(\mathbb{C})\right)\right|=$ $2^{\sum_{k=0}^{7}\left[\frac{164}{\left.2^{k}\right]}\right.}=2^{164+82+41+20+10+5+2+1}=2^{325}$. It checks.

## 3. Primary decomposition of $J\left(L^{n}\left(p^{r}\right)\right)$

3.1. Definition. Let $n \in \mathbb{Z}^{+}, r \leqslant r_{n}$. Then $\mathcal{J}(p, n, r)=\psi_{\mathbb{R}}^{p^{r}}\left(J_{p}\left(P_{n}(\mathbb{C})\right)\right)=$ subgroup of $J_{p}\left(P_{n}(\mathbb{C})\right)$ generated by $\psi_{\mathbb{R}}^{p^{r}}(\omega), \psi_{\mathbb{R}}^{p^{r+1}}(\omega), \ldots, \psi_{\mathbb{R}}^{p^{r_{n}}}(\omega)$. Let $G(p, n, r)$ be the subgroup of $J\left(L^{n}\left(p^{r}\right)\right)$ generated by the powers of $\omega$. Then it follows from [1] that $G(p, n, r)$ is the quotient, $G(p, n, r)=J_{p}\left(P_{n}(\mathbb{C})\right) / \mathcal{J}(p, n, r)$. For details refers to [1, Definition 5.1.8 and Section 7.1].

We now define reduced index functions $\varepsilon_{m}^{j}(r)$ which will play the same role for lens spaces as index functions $\varepsilon_{m}^{j}$ play for complex projective spaces.
3.2. Definition. Let $n \in \mathbb{Z}^{+}, r \leqslant r_{n}$ and $m=\frac{1}{2}(p-1) p^{i} \Delta \in \mathcal{M}((\Delta, p)=1)$. Then $\varepsilon_{m}^{j}(r)=p^{i-j} \Delta+\min (i, r-1)-$ $j-t_{j}(j \leqslant i)$.
3.3. Lemma. Let $n \in \mathbb{Z}^{+}, r \leqslant r_{n}$ and $m=\sigma\left(t_{k}\right)=\sigma\left(p^{\nu} \Delta\right)=\frac{1}{2}(p-1) p^{i} \Delta \in \mathcal{M},(\Delta, p)=1, i=k+v$. Then

$$
\varepsilon_{m}^{j}(r)= \begin{cases}\varepsilon_{m}^{j} & \text { if } i<r \\ \varepsilon_{m}^{j}-\varepsilon_{m}^{r} & \text { if } k+1<r \leqslant i \\ r-j & \text { if } k+1<r \leqslant j \leqslant i \\ \text { non-positive } & \text { if } k+1 \geqslant r\end{cases}
$$

Proof. (i) If $i<r$, it follows from its definition that $\varepsilon_{m}^{j}(r)=\varepsilon_{m}^{j}$.
(ii) If $k+1<r \leqslant i, \varepsilon_{m}^{j}(r)-\left[\left(\varepsilon_{m}^{j}-\varepsilon_{m}^{r}\right)\right]=p^{i-j} \Delta+r-1-j-t_{j}-\left(p^{i-j} \Delta+i-j-t_{j}\right)+\left(p^{i-r} \Delta+i-r-t_{r}\right)=$ $p^{i-r} \Delta-1-t_{r}=0$ by [1, Lemma 4.4.3].
(iii) If $k+1 \geqslant r, \varepsilon_{m}^{j}(r)=p^{i-j} \Delta+r-1-t_{j} \leqslant p^{i-j} \Delta+k-t_{j} \leqslant 0$ by [1, Lemma 4.4.6].

We now state a slight variation of [1, Proposition 5.1.7].
3.4. Proposition. If $m^{\prime}>m$ are consecutive elements in $\mathcal{M}, m^{\prime}=\sigma\left(t_{k^{\prime}}\right)=\sigma\left(p^{\nu^{\prime}} \Delta^{\prime}\right), m=\sigma\left(t_{k}\right)=\sigma\left(p^{\nu} \Delta\right),(\Delta, p)=$ $\left(\Delta^{\prime}, p\right)=1$. Let $k^{\prime}+v^{\prime} \leqslant s \leqslant k$ and $\left(\alpha_{0}, \ldots, \alpha_{s}\right)$ be admissible in $\mathcal{M}^{m^{\prime}}$ (in the sense of [1, Definition 5.1.3]). Then there exist integers $\left(\alpha_{j}\right)_{j \geqslant k+1}$ such that $\left(\alpha_{0}, \ldots, \alpha_{s}, 0 \ldots, 0, \alpha_{k+1}, \ldots, \alpha_{k+v}, \ldots, \alpha_{r_{n}}\right)$ is an admissible sequence.

Proof. Identical with that of [1, Proposition 5.1.7].
3.5. Proposition. There exists a relation, $\beta_{0} \omega+\cdots+\beta_{s} \psi_{\mathbb{R}}^{p^{s}}(\omega)=0$ in $G(p, n, r)(s \leqslant r-1)$ iff $\beta_{j}=p^{t_{j}} \alpha_{j}, 0 \leqslant j \leqslant s$ where $\alpha=\left(\alpha_{0}, \ldots, \alpha_{s}\right)$ is an admissible sequence with respect to $\varepsilon_{m}^{j}(r)$.

Proof. Suppose $\beta_{0} \omega+\cdots+\beta_{s} \psi_{\mathbb{R}}^{p^{s}}(\omega)=0$ in $G(p, n, r)$. Then $\beta_{0} \omega+\cdots+\beta_{s} \psi_{\mathbb{R}}^{p^{s}}(\omega)=0$ in $J_{p}\left(P_{n}(\mathbb{C})\right) \bmod$ $\mathcal{J}(p, n, r)$; i.e. there exist integers $\beta_{r}, \beta_{r+1}, \ldots, \beta_{r_{n}}$ such that $\beta_{0} \omega+\cdots+\beta_{s} \psi_{\mathbb{R}}^{p^{s}}(\omega)+\beta_{r} \psi_{\mathbb{R}}^{p^{r}}(\omega)+\cdots+$ $\beta_{r_{n}} \psi_{\mathbb{R}}^{p^{r_{n}}}(\omega)=0$ in $J_{p}\left(P_{n}(\mathbb{C})\right)$. By [1, Proposition 6.2.14], $\beta_{j}=p^{t_{j}} \alpha_{j}\left(0 \leqslant j \leqslant s, r \leqslant j \leqslant r_{n}\right)$ where $\alpha=$ $\left(\alpha_{0}, \ldots, \alpha_{s}, 0, \ldots, 0, \alpha_{r}, \ldots, \alpha_{r_{n}}\right)$ is an admissible sequence with respect to the index functions, $\varepsilon_{m}^{j}$. Suppose that $m=\sigma\left(t_{k}\right)=\sigma\left(p^{\nu} \Delta\right) \in \mathcal{M}$
(i) $k+v<r$. Then by Lemma 3.3, $\varepsilon_{m}^{j}(r)=\varepsilon_{m}^{j}(0 \leqslant j \leqslant k+v)$ and thus

$$
\sum_{j=0}^{\min (s, k+\nu)} \frac{\alpha_{j}}{p^{\varepsilon_{m}^{j}}(r)}=\sum_{j=0}^{\min (s, k+\nu)} \frac{\alpha_{j}}{p^{\varepsilon_{m}^{j}}} \in \mathbb{Z}
$$

(ii) $k+1<r \leqslant k+v$. By Lemma 3.3, $\varepsilon_{m}^{j}(r)=\varepsilon_{m}^{j}-\varepsilon_{m}^{r}(0 \leqslant j \leqslant r)$ and $\varepsilon_{m}^{j}=r-j(r \leqslant j \leqslant k+v)$.

$$
\left(\sum_{j=0}^{s}+\sum_{j=r}^{k+\nu}\right) \frac{\alpha_{j}}{p^{\varepsilon_{m}^{j}}}=\beta \in \mathbb{Z}
$$

Multiplying by $p^{\varepsilon_{m}^{r}}$, we obtain:

$$
\begin{aligned}
& \sum_{j=0}^{s} \frac{\alpha_{j}}{p^{\varepsilon_{m}^{j}-\varepsilon_{m}^{r}}}+\sum_{j=r}^{k+v} \frac{\alpha_{j}}{p^{\varepsilon_{m}^{j}-\varepsilon_{m}^{r}}}=\beta p^{\varepsilon_{m}^{r}} \in \mathbb{Z} ; \quad \text { i.e. } \quad \sum_{j=0}^{s} \frac{\alpha_{j}}{p^{\varepsilon_{m}^{j}(r)}}+\sum_{j=r}^{k+v} \frac{\alpha_{j}}{p^{\varepsilon_{m}^{j}}(r)} \in \mathbb{Z} \\
& \frac{\alpha_{j}}{p^{\varepsilon_{m}^{j}}(r)}=\frac{\alpha_{j}}{p^{r-j}}=\alpha_{j} p^{j-r} \quad(r \leqslant j \leqslant k+v) .
\end{aligned}
$$

Thus, $\sum_{j=0}^{s} \frac{\alpha_{j}}{p^{s_{m}^{j}}(r)} \in \mathbb{Z}$.
(iii) $r \leqslant k+1$. By Lemma 3.3, $\varepsilon_{m}^{j}(r) \leqslant 0$ and thus $\sum_{j=0}^{s} \frac{\alpha_{j}}{p^{\varepsilon_{m}^{j}(r)}} \in \mathbb{Z}$.

Hence $\left(\alpha_{0}, \ldots, \alpha_{s}\right)$ is an admissible sequence with respect to the reduced index functions $\varepsilon_{m}^{j}(r)$.
Conversely, let $\left(\alpha_{0}, \ldots, \alpha_{s}\right)$ be an admissible sequence with respect to $\varepsilon_{m}^{j}(r)$ and $\beta_{j}=p^{t_{j}} \alpha_{j}(0 \leqslant j \leqslant s)$. Let $m=\sigma\left(t_{k}\right)=\sigma\left(p^{v} \Delta\right) \in \mathcal{M}((\Delta, p)=1)$ be such that $k+v<r$. Then by Lemma 3.3, $\varepsilon_{m}^{j}(r)=\varepsilon_{m}^{j}$ and $\sum_{j=0}^{\min (s, k+v)} \frac{\alpha_{j}}{p^{s_{m}^{j}}}=\sum_{j=0}^{\min (s, k+v)} \frac{\alpha_{j}}{p^{\varepsilon_{m}^{j}(r)}} \in \mathbb{Z}$. Suppose there exists no $m \in \mathcal{M}$ such that $k+1<r \leqslant k+v$. Let $m=\sup \left\{m^{\prime}=\sigma\left(t_{k^{\prime}}\right)=\sigma\left(p^{\nu^{\prime}} \Delta^{\prime}\right): k^{\prime}+v^{\prime}<r\right\}$. Then $\left(\alpha_{0}, \ldots, \alpha_{s}\right)$ is admissible in $\mathcal{M}^{m}$. It follows from [1, Proposition 5.1.7] if $s \leqslant k+v$ and from Proposition 3.4 if $s>k+v$ that $\left(\alpha_{0}, \ldots, \alpha_{s}\right)$ extends to an admissible sequence $\left(\alpha_{0}, \ldots, \alpha_{s}, 0, \ldots, 0, \alpha_{r}, \ldots, \alpha_{r_{n}}\right)$. If there exists $m=\sigma\left(t_{k}\right)=\sigma\left(p^{\nu} \Delta\right) \in \mathcal{M}((\Delta, p)=1)$ such that $k+1<r \leqslant k+v$ then put $-\alpha_{r}=\sum_{j=0}^{s} \frac{\alpha_{j}}{p^{s_{m}^{j}}(r)} \in \mathbb{Z}$ and $\alpha_{r+1}=\cdots=\alpha_{k+\nu}=0$,

$$
\sum_{j=0}^{s} \frac{\alpha_{j}}{p^{\varepsilon_{m}^{j}}-\varepsilon_{m}^{r}}+\alpha_{r}=0, \quad \text { or, } \quad \sum_{j=0}^{s} \frac{\alpha_{j}}{p^{\varepsilon_{m}^{j}}}+\frac{\alpha_{r}}{p^{\varepsilon_{m}^{r}}}=0 \text {, i.e. }
$$

$\left(\sum_{j=0}^{s}+\sum_{j=r}^{k+v}\right) \frac{\alpha_{j}}{p^{s_{m}^{j}}} \in \mathbb{Z}$. By [1, Proposition 5.1.7], $\left(\alpha_{0}, \ldots, \alpha_{s}, 0, \ldots, 0, \alpha_{r}, \ldots, \alpha_{k+\nu}\right)$ extends to an admissible sequence, $\left(\alpha_{0}, \ldots, \alpha_{s}, 0, \ldots, 0, \alpha_{r}, \ldots, \alpha_{r_{n}}\right)$ with respect to $\varepsilon_{m}^{j}$. Put $\beta_{j}=p^{t_{j}} \alpha_{j}\left(r \leqslant j \leqslant r_{n}\right)$ and we obtain from [1, Proposition 6.2.14], the relation, $\left(\sum_{j=0}^{s}+\sum_{j=r}^{r_{n}}\right) \beta_{j} \psi_{\mathbb{R}}^{p^{j}}(\omega)=0$ in $J_{p}\left(P_{n}(\mathbb{C})\right)$. Thus, $\sum_{j=0}^{s} \beta_{j} \psi_{\mathbb{R}}^{p^{j}}(\omega)=0$ in $G(p, n, r)$.
3.6. Definition. We define the invariant $u_{k}^{r}$ by replacing the index functions $\varepsilon_{m}^{j}$ in the definition of $u_{k}$ by the reduced index functions $\varepsilon_{m}^{j}(r)$.

We obtain for $G(p, n, r)$ the analogue of Theorem 2.21 for $J_{p}\left(P_{n}(\mathbb{C})\right)$. Let $M_{n+1}\left(p^{r}\right)$ be as defined in [1, Definition 7.3.4].
3.7. Theorem. $G(p, n, r)=\bigoplus_{k=0}^{(r-1)} \mathbb{Z}_{p_{k}^{t}+u_{k}^{r}}$. The first summand generated by $\omega$ has order $M_{n+1}\left(p^{r}\right)$.

From Theorem 3.7 we write down the decomposition of $J\left(L^{n}\left(p^{r}\right)\right)$ into cyclic groups; i.e.

### 3.8. Theorem.

$$
J\left(L^{n}\left(p^{r}\right)\right)= \begin{cases}\bigoplus_{k=0}^{r-1} \mathbb{Z}_{p^{t_{k}+u_{k}^{r}}} & \text { if } p \text { is odd and } n \not \equiv 0(\bmod 4) \\ \bigoplus_{k=0}^{r-1} \mathbb{Z}_{p^{t_{k}+u_{k}^{r}}} \oplus \mathbb{Z}_{2} & \text { if } p \text { is odd and } n \equiv 0(\bmod 4) \\ \bigoplus_{k=0}^{r-2} \mathbb{Z}_{2^{t_{k}+u_{k}^{r}}} \oplus \mathbb{Z}_{2^{t r-1}+u_{r-1}^{r}+1} & \text { if } p=2 .\end{cases}
$$

The first summand generated by $\omega$ has order $M_{n+1}\left(p^{r}\right)$. As a corollary to Theorem 3.8, we recover [1, Proposition 7.3.8], i.e.
3.9. Corollary. Let $n=p^{k}(p-1)+r^{\prime}\left(0 \leqslant r^{\prime} \leqslant p-2\right)(1 \leqslant r \leqslant k)$. Then

$$
J\left(L^{n}\left(p^{r}\right)\right)=\left\{\begin{array}{l}
\mathbb{Z}_{p^{p^{k+r-1}}} \oplus \mathbb{Z}_{p^{\left(p^{k-1}-1\right)}} \oplus \mathbb{Z}_{p^{p^{k-2}-1}} \oplus \cdots \oplus \mathbb{Z}_{p^{\left(p^{k-r+1}-1\right)}} \\
\text { if } \text { is odd and } n \neq 0(\bmod 4), \\
\mathbb{Z}_{p^{p^{k+r-1}} \oplus} \oplus \mathbb{Z}_{p^{\left(p^{k-1}-1\right)}} \oplus \mathbb{Z}_{p^{p^{k-2}-1}} \oplus \cdots \oplus \mathbb{Z}_{p^{\left(p^{k-r+1}-1\right)}} \oplus \mathbb{Z}_{2} \\
\text { if pis odd and } \equiv 0(\bmod 4), \\
\mathbb{Z}_{2^{k^{k+r-1}} \oplus} \oplus \mathbb{Z}_{2^{\left(2^{k-1}-1\right)}} \oplus \mathbb{Z}_{2^{2^{k-2}-1}} \oplus \cdots \oplus \mathbb{Z}_{2^{2^{k-r+1}}} \\
\text { if } p=2 .
\end{array}\right.
$$

Proof. $\varepsilon_{m}^{i}(r)<\varepsilon_{m}^{i-1}(r)<\cdots<\varepsilon_{m}^{0}(r)$ and the set $\mathcal{H}_{i}^{r}$ defined in analogy with $\mathcal{H}_{i}$ consists, merely of $\phi$ and the associated set $\Phi$ to $\emptyset$ is empty and hence $u_{i}^{r}=0(r-1 \leqslant i \leqslant k)$. The order of the first summand follows from the definition of the number $M_{n+1}\left(p^{r}\right)$.

## References

[1] I. Dibag, Determination of the $J$-groups of complex projective and lens spaces, $K$-Theory 29 (2003) 27-74.

## Further reading

[1] J.F. Adams, On the groups $J(X)$, II, J. Topology 3 (1965) 137-172.
[2] J.F. Adams, On the groups $J(X)$, III, J. Topology 3 (1965) 193-222.
[3] J.F. Adams, Infinite Loop Spaces, Princeton University Press, Princeton, NJ, 1978.
[4] J.F. Adams, G. Walker, On complex Stiefel manifolds, Proc. Cambridge Philos. Soc. 61 (1965) 81-103.
[5] M.F. Atiyah, J.A. Todd, On complex Stiefel manifolds, Proc. Cambridge Philos. Soc. 56 (1960) 342-353.
[6] J.C. Becker, D.H. Gottlieb, Transfer map for fibre bundles, J. Topology 14 (1975) 1-12.
[7] R. Bott, Lectures on $K(X)$, Benjamin, New York, 1969.
[8] M.C. Crabb, K. Knapp, On the codegree of negative multiples of the Hopf bundle, Proc. Roy. Soc. Edinburgh A 107 (1987) $87-107$.
[9] M.C. Crabb, K. Knapp, James numbers, Math. Ann. 282 (1988) 395-422.
[10] I. Dibag, Degree functions $q$ and $q^{\prime}$ on the group $J_{S O}(x)$, Habilitationsschrift, Middle East Technical University Ankara, 1977.
[11] I. Dibag, Degree-theory for spherical fibrations, Tohoku Math. J. 34 (1982) 161-177.
[12] I. Dibag, On the Adams conjecture, Proc. Amer. Math. Soc. 87 (1983) 367-374.
[13] I. Dibag, Integrality of rational $D$-series, J. Algebra 164 (2) (1994) 468-480.
[14] I. Dibag, $J$-approximation of complex projective spaces by lens spaces, Pacific J. Math. 191 (2) (1999) 223-241.
[15] K. Fujii, T. Kobayashi, K. Shimumura, M. Sugawara, KO-groups of lens spaces modulo powers of two, Hiroshima Math. J. 8 (1978) 469-489.
[16] Fujii, J-groups of lens spaces modulo powers of two, Hiroshima Math J. 10 (1980) 659-690.
[17] K. Fujii, M. Sugawara, The order of the canonical element in the $J$-group of the lens space, Hiroshima Math J. 10 (1980) $369-374$.
[18] T. Kambe, The structure of $K_{\wedge}$-rings of the lens spaces and their applications, J. Math. Soc. Japan 18 (2) (1966) $135-146$.
[19] T. Kobayashi, S. Murakami, M. Sugawara, Note on J-groups of lens spaces, Hiroshima Math. J. 7 (1977) 387-409.
[20] K.Y. Lam, Fibre homotopic trivial bundles over complex projective spaces, Proc. Amer. Math. Soc. 33 (1972) 211-212.


[^0]:    E-mail address: dibag@fen.bilkent.edu.tr (I. Dibag).

