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Abstract—A numerically efficient technique, based on the spec-
tral-domain method of moments (MoM) in conjunction with the
generalized pencil-of-functions (GPOF) method, is developed for
the characterization of two-dimensional geometries in multilayer
planar media. This approach provides an analytic expression for all
the entries of the MoM matrix, explicitly including the indexes of
the basis and testing functions provided that the Galerkin’s MoM
is employed. This feature facilitates an efficient modification of the
geometry without the necessity of recalculating the additional ele-
ments in the MoM matrix. To assess the efficiency of the approach,
the results and the matrix fill times are compared to those obtained
with two other efficient methods, namely, the spatial-domain MoM
in conjunction with the closed-form Green’s functions, and a fast
Fourier transform algorithm to evaluate the MoM matrix entries.
Among these, the spectral-domain MoM using the GPOF algo-
rithm is the most efficient approach for printed multilayer geome-
tries.

I. INTRODUCTION

approaches are developed for 2-D planar geometries, and
compared to the most efficient approach available in the
literature, namely, the MoM using a fast Fourier transform
(FFT) algorithm. These new approaches are based on the
MoM; one employs the closed-form Green’s functions of
2-D planar geometries in the spatial domain and the other
uses the generalized pencil-of-functions (GPOF) method in
conjunction with the spectral-domain MoM. It is observed that
the spectral-domain MoM with the GPOF method performs the
best as far as the efficiencies of the methods are concerned, of
course, with the same level of accuracy in all approaches.

The first step of the MoM formulation is to write an inte-
gral equation describing the electromagnetic problem, which
could be the mixed potential integral equation (MPIE) or the
electric-field integral equation (EFIE) for the printed geometries
[11]. These integral equations require related Green'’s functions,
either of the vector and scalar potentials (for MPIE formulation)

DVANCES in high-speed digital computers have led tg, ¢ the electric fields (for EFIE formulation). Since the spec-
the development of more sophisticated numerical methoga

I-domain Green’s functions for planar geometries are avail-

to ;olve large Qlectromagnetic problems O_f practi'cal ime,reﬁtole in closed form, their spatial-domain counterparts are ob-
which, by classu.:al techmgues, would be wrtgally Imposs'bl‘?ajned via an efficientinverse Fourier transform algorithm. Once
Common numerical techniques that are used in electromagn@iig snatial-domain Green’s functions are obtained, the solution
problems are the method of moments (MoM) [1], [2], finite-ely, ¢ 5 5 general source in 2-D can be obtained by the principle of
emgnt methods (FEMS) [3], and the flnlte-dlfference t”T‘e'd(ﬁ’near superposition. The next step in the MoM formulation is to
main (FDTD) methods [4], all of which basically transformy, ;o1 the unknown function in terms of known basis functions
integral, differential, or integro-differential equations into aly, ynknown coefficients. The boundary conditions are then
gebraic equations. Therefore, the computational efficiency gl e mented in an integral sense through the testing procedure.
these techniques is dependent on the efficiency of forming a ggoing these steps, the integral equation is transformed to a
of linear equations and on the num_ber of unknowns. Amongy equation, whose entries are double integrals for general
these techmq_ues, the MoM playg an important role for the S,Olé'—'D geometries; one for the convolution integral to find the elec-
tion of open field problems, particularly for printed geometri€g;: fie|q, and one for the testing procedure to apply the boundary
in planar stratified me@a. . , condition. However, for planar 2-D geometries, the MoM matrix
Recently, for two-dimensional (2-D) geometries, there hagiag can be reduced to single integrals by transforming the
been several interesting studies to characterize scattering 8pfq|ytion integrals onto the basis and testing functions and by
propagauon nature of prmted_ strip and slot structures in layerf\qaluating the resulting integrals analytically [12]. In the spec-
environment [5]-{10]. In this paper, two new MoM-base ral-domain application of the MoM, since the Green’s functions
are known in closed form, the matrix entries become single in-
e ( epruany 8, 20 e Y o, . o E tegrals over an infinite domain. Consequently, in either domain,
neer.in.g, BiSIILJgn\tNSf\i\\/Agrsity,%6583%a,&21k2?a,0Turlfeil.nﬁi ig?low v(\e/iihr(t)kr\]:acsl_“)epne?r?he CompUtatlon_al efﬂqency of the MoM lies in the gvaluauon
ment of Electrical and Electronics Engineering, Kog University, 80910 Istanb@f the MoM matrix entries, of course, for moderate-size geome-
Turkey. tries. For a geometry requiring a large number of unknowns, the
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MoM has become the most efficient tool because of the :
availability of an efficient algorithm for the derivation of

the closed-form spatial-domain Green’s functions [14]-[20]. region ~(i+m)
With this in mind, we have first derived the closed-form
approximations of the Green'’s functions for 2-D geometries
as a finite sum of the Hankel functions. The MoM matrix region ~(i+1)
entries, which are single integrals over finite domains, are then
evaluated numerically, thinking that the spatial-domain MoM region-{i) )'(I:il]e_sgt_lr_cg _______ .
in conjunction with the closed-form Green’s functions would (HED,VED)

be more efficient than the spectral-domain MoM in conjunction z=-h
with the FFT algorithm. However, this approach has become region-(i-1)
computationally more expensive than the MoM using the !
FFT algorithm for the evaluation of the matrix entries. This is :
mainly due to the fact that the latter approach calculates all the
entries of the MoM matrix at once, while the former calculates i F2Z.mh
the entries one by one. While formulating the spectral-domain '

MoM, we have recognized that the computational efficiency @fg. 1. Line source embedded in a multilayer medium.

the evaluation of the MoM matrix entries can be significantly

improved by using the GPOF method instead of the FFT algz .« gifferent electric and magnetic properties (1,.) and

rithm [21]. This new approach not only improves the efficiency,; .\ ness ¢,) and, moreover, perfect electric conducting planes
of obtaining the MO_M matrix, but algo provides only ON&nd half-spaces are also regarded as layers in this formulation.
clos_ec_i-form expression for all the entries .Of the MOM matrx, the first step in the derivation of the spatial-domain Green’s
explicitly including the indexes of the basis and testing funGytions is to obtain the closed-form representations of the
tions. Hencg, one can egsily_ exte_nd the geometry, forwhich ectral-domain Green’s functions. The derivation of the

same analytical expression is valid for the MoM matrix entrie§, o a1 gomain Green's functions for a dipole source in planar
without calculating the MoM matrix entries corresponding thedia has been given in [22] and [23], and the closed-form
the modified portion of the original geomedry. Therefore, thgxpressions for the Green’s functions have been provided in
contribution of this paper is to introduce the following tw 17]. For the case of a line source extending to infinity in the

hew approaches for the calculation of the MoM matrix in 2- 7-direction, the closed-form expressions obtained for the dipole

geometries: 1) the spatial-domain MoM in conjunction With,qe 4re still valid with a difference in the definition of the
the closed-form Green’s functions and 2) the spectral—domea&persion relation, i.ek? = k2 + &2 + k2. of a dipole should
L 7 x Y Z;

MoM with the GPOF method. In addition, these approachgs, replaced by2 = k2 + k2 for a line source. This is because
are compared to Ia V\r/]ell-known Iedﬁ|0|er_1t approac_hh for 2-lhe fields are invariant in the-direction for a line source
geon"_letnes, namely, the spectral-domain MO,M wit an I:Fél-xtending to infinity in they-direction in a planar multilayer
algorithm. It is observeq that the. most efficient one IS th|’:'ﬁedium. In other words, we can use the same spectral-domain
proposed §pe_ctra|—doma|n MoM using the (,BPOF ailgorlt_hm. Green'’s functions for a line source as those for dipoles, pro-
The derivation of the closed-form Green's functions in 2-Riy.q7.  — /B2 — k2 is used. For the sake of completeness
planar geometries is briefly introduced and a typical set gi, corr{ponentsZ of tﬁe Green'’s functions that are to be used in

Green’s functions are demf)nstrat(_ad n Section ”_' The u following sections are given in the following source layer:
of these closed-form Green’s functions in the spatial-domain

MoM is then discussed for computational efficiency, and -, 1
the new spectral-domain MoM using the GPOF method is ~v¥ = 2jk_
developed in Section Ill. Also included in Section lll, for the

sake of comparison, is a brief description of the well-knowfor a line sourcel = y6(p)
spectral-domain MoM using an FFT algorithm. In Section 1V,

N

Zz=z ,vh

F-=l-=1-=>

region-(i-m)

{e7all gt L ettt ()

numerical examples and comparisons for the computational G :é;}y 2)
efficiency of the aforementioned three methods are included, 5 e 5 re
which is followed by a conclusion in Section V. Qe — 1 e—ksi 12l 4 kZ By, + ki A, oik=i2
z j2eikzi /%920
_ BCL - KD}
Il. CLOSED-FORM GREEN S FUNCTIONS FOR2-D + 2 e I"= (€))
PLANAR GEOMETRIES @

For the sake of illustration, consider a planar multilayefor a line sourcd = %6(p), where the coefficientds,, B;,, Cf,
medium shown in Fig. 1, where it is assumed that the layemad Dj, are functions of the generalized reflection coefficients
extend to infinity in the transverse directions. A line sourcd?.TE, TM givenin[17], and~ over the Green'’s functions and the
extended to infinity in they-direction and polarized eitherfield components denotes the spectral-domain representation.
in the - or z-directions, is embedded in regienand the The other components of the spectral-domain Green’s functions
observation point can be in any arbitrary layer. Each layer canthe source layer and the coefficients used in these expressions
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can be found in [17], and the field expressions in any other layer « Approximate the coefficients in (6) by the complex expo-

can be obtained iteratively, as described in [17] and [22]. nentials ofk., via the GPOF method and two-level sam-
Once the spectral-domain Green’s functions are obtained as Pling approach [24]

in (1)—(3), their spatial-domain counterparts are calculated by

taking the inverse Fourier transform, which is defined as A M) ke e
yy ijZi
QA e — 1/~ Al 3ka® (YA, g ) pETS b s /
o 271' /700 = + Z lyy Ty e]ng (Z+Z )
Nigyy=1
Nayy
where@ and@ are the Green’s functions in the spatial and spec- + ) Cny, e ke (===
tral domains, respectively. Note that this transformation cannot nayy=1
be evaluated analytically, except for a few special cases. There- Niyy
fore, it requires a numerical integration algorithm, resulting in + Z sy € ¢ Onayy Rz ik (2427)
a very time-consuming process for the calculation of the spa- nayy=1
tial-domain Green’s functions. However, if the spectral-domain Nay,
Green’s functions (apart froy k., terms) can be approximated + Z C,, o Onayy ke ke (2=2")
in terms of complex exponentials, the analytical evaluation of Rayael v
the Fourier transform integral (4) becomes possible via the fol- @
lowing integral identity [22]:
whereC,,, = anda,,, (i = 1, 2, 3) are the complex co-
L [ gmikeamikalel efﬂme_nts and equneqts of the complex egponennals, re-
Hé”(k,,p) _ _/ dk,. (5) spectively, approximating the three terms in (6).
T Joo k. » Take the inverse Fourier transform of the spectral-domain

y . “'A . . . .
Green's functior7;;, analytically using the integral iden-

Therefore, the crucial step in the derivation of the closed-form tity given in ()

spatial-domain Green'’s functions is the exponential approxima- . Niyy

tion of the spectral-domain Green’s functions. Since the expo- G, = I g, + Y Crry, HS (Kipny,,)
nential approximation technique (i.e., GPOF) together with the 4 niyy=1

two-level approach (to sample the function to be approximated No,,

along the integration path) is detailed and applied to the Hankel + Z Cr, HSQ)( ZPSZ)W>

transformation of the spectral-domain Green'’s functions for a
dipole source in a stratified medium in [24], it is not given Nays

here for the sake of brevity. Instead, the procedure to obtain Z C, H<2) k: pr )
the closed-form Green'’s functions starting from the spectral-do- o vy
main representations is given here for a typical Green’s function

Noyy=1

ngyy—l

]\21111

G, Note that the spectral-domain Green’s functions are ob- n Z c H(g)( 2) ) )
tained as referenced to Fig. 1, where the origin of the coordinate ) n2yy 10\ Mifngy,
system is at the source location. However, for the application of Eev=
the MoM, the origin is set to the bottom of the source layer, then  where
h andz are replaced in all spectral-domain Green’s functions by
# andz — 7, respectively. Hence, the Green’s functions would =(z—2)2+(z—2)?
be the explicit functions of andz’. The steps of getting the spa- \/(x 2+ (7 4ot ia )2
tial-domain Green'’s functions, with explicitand >’ variables, Prayy = Iy,
j . 2
are given as follows. oD = \/(x 22 4 (2 — 2+ jotn,, )
« Write the spectral-domain representatior(f, in terms @ _ \/ o . 2
of exponentials of andz’ as Prey, =\ (2 =)+ (7 =7 —joms,, )
2
p"Syy \/(:L' xl)Q + (Z + 2 Ja"Syy)
G = 12’: (e‘jk:ﬂz_z" + R TP o dke 2ds ik, (2+27) which are mostly complex numbers and, therefore, their

branches must be chosen such that the zeroth-order Hankel

+ Ryt R MR et ke (5220 function of the second kind should be a decaying function

+ RO MBIk (z+z") for large values of arguments. Note ti@f. is equal to

A ’ H
b R R DI 2 (=) G;,, and the_z oth_er components of the _Green s functions
TF i can be obtained in closed forms following the same pro-

(6) cedure.
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Fig. 2. Magnitude of the Green’s function for the vector potenfigl,. A
two-layer mediume,., | =4.0,¢,, = 1.0,z =z’ = 0.
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Fig. 3. Magnitude of the Green's function for the scalar poter@al A

two-layer mediumge,., | =4.0,¢6,, =1.0,2 =2’ = 0.
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Fig. 4. Typical strip geometry in two semiinfinite half-spaces with a
plane-wave illumination.

the scattered electric fields from a typical 2-D planar geometry
(8/8y = 0), as given in Fig. 4, are written as

, 1 0 g g
s _ g4 = e 5 e _
B =—jwG, Jx—i-jw . {Gw * 5 Jz+ G 5 Jz}
©)

E} =—jwGy, « 1, (10)
E? =—jw (G2, « o+ G+ J,+ G+ 1)

1 9 g g

JE— e _ e

o B2 [Gw * o Jp+ G x 5, JZ} (11)

where the superscriptdenotes the scattered fields, and the cur-
rent densitied,, .J,, and./, are the unknowns to be determined.
Hence, the integral equation can be obtained by requiring that
the tangential components of the total electric fidd ¢-E') on
conducting surfaces are to be zero. The incident electric fields
for TE and TM toy polarizations are given, respectively, as fol-
lows:

1 .
— Hi ((—a?kz + 2k )ed e wthe2)

T

E;, =

+ 3k, + 2kx)Rffﬁ,{lej(k”_k‘Z)) 12)
E:.m :Z}Ez (ej(kra;-i—k;z) +sz;f\]é_lej(er_kZZ)> (13)

wherek; = \/kZ + k2, k, = k;sin6, andk. = k; cos 6. Note
that we have use&’,7 " and R’z in the expressions of the

To give anidea as to how these closed-form Green’s functions

behave, an example is provided for a two-layer medium: the first
layer has a relative permittivity of four and the second layer
is free space, the source is placed at the interface and, he

z = 2/ = 0. The plots of the Green’s functiorﬁjy and G
are given in Figs. 2 and 3.

Ill. FORMULATIONS OF 2-D PROBLEMS VIA MOM

incident fields for TE tay and TM toy, respectively. This is be-
cause, in the derivation of the spectral-domain Green'’s functions
where we have defined these generalized reflection coefficients,
Y€ and T™ are defined with respect to thalirection.

Note that, for the discussion in this section, 2-D geometries
are considered to be printed on they-plane and, hence, no
z-directed current exists, as given in Fig. 4. In other words, the
only unknown is/, for TM to y excitation and/,. for TE toy

The first step in the application of any form of the MoM isexcitation. In the application of the MoM, after having obtained

to derive an operator equation, i.e., integral equation for thise governing integral equation, the unknown functions are ex-
study, that would describe the problem mathematically. Thengended in terms of known basis functions with unknown coef-
fore, before giving the details of the application of the MoMiicients. Throughout this study, triangular functions and pulse
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functions are chosen as the basis functionsfpand./,, re-
spectively,

| |z — nhy|
he
Ben(x) = if (n— Dhe <o < (n+Dh, 14
0, otherwise
1, if (n—1/2)h, <2< (n+1/2)h,
Byn(x) = .
0, otherwise.

(15)

Since, in this study, both the spectral- and spatial-domain
MoMs are employed, the spectral-domain representations of <Tym(a:)
both basis functions and the incident field expressions are given
here for the sake of completeness. The spectral-domain repre-

sentations of the basis functions are as follows:

Bon(ks) = hpei*smhe ginc? <TL> (16)

Byn(ky) = hye?t="h gine <_kx2h,; ) 17)

and the incident field expressions (tangential components on

are as follows:

pi = _KicosOHi o s+ kising)

we;
. (Cjki cos @z R’Zf‘i;lc—]kz cos 02) (18)
Bl = B,2r6(k, + ki sin6)
i (ejki cos 6z + RiT,]iE—le—jki cos Qz) ) (19)

A. MoM Formulation in the Spatial Domain

Writing the total electric field as the sum of the scattered a

incident electric fields, and implementing the boundary con
tions for the tangential components on the conducting body
sult in the following electric-field integral equations:

(ZE2), . = —(E}.)tan for TE excitation

(05

Y

(20)

) ian = — (i )ian for TM excitation  (21)
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I (2, yyn- Since the right-hand sides of (22) and (23) are simple
to evaluate, the left-hand sides are written for eachs

(Tom(@) E2)

Nie

= _jw n; Im{ [ / AT () (G2, Bm(ar))}

otz
)

-<G%€ . dB.p(z)
(24)

1

w2

dx

L Ey)
Nim

= —jw Z Iyn/da:Tym(a:) (Gjy # Byn(z))  (25)
n=1

for TE and TM excitations, respectively, where integration by
parts is used for TE excitation to transfer the derivative onto the
testing function [25]. The convolution integrals over the Green'’s
functions and basis functions can be easily transformed onto the
basis and testing functions and can then be evaluated analyti-

lly. As aresult, a typical MoM matrix entry becomes a single
megral of the Green’s function multiplied with the analytical
expression for the correlation of the basis and testing functions
[12]. Since the Green’s functions in the spatial domain are ap-
proximated as the sum of Hankel functions of the second kind,
asin (8), they grow indefinitely for small arguments, and subse-
guently the integrals cannot be calculated efficiently. To perform
a fair comparison among the MoM in the spatial and spectral
domains, one needs to apply all the available tools to make the
methods as efficient as possible. Therefore, to circumvent this
inefficiency in the spatial-domain MoM, a singularity extraction
method is employed for small arguments.

With the use of the closed-form Green'’s functions, and the

ingularity extraction method for the evaluation of the integrals

see (24) and (25)], the efficiency of the evaluation of these in-
'Iggrals is significantly improved. However, although this im-
provement is significant for each entry of the MoM matrix, it
is not sufficient when it is compared to the efficiency of a tech-
nique calculating the entire MoM matrix in one step, like the
FFT-based MoM.

B. MoM Formulation in the Spectral Domain

With the application of the testing procedure of the MoM to The scattered electric fields for TE and TM excitations can be

these integral equations, the following algebraic equations
obtained:

(Tom(z), & - B}, ) for TE excitation
(22)

(Tym(z), E) = — (Tym(x), ij - E4,,) for TM excitation

(23)

(Tom(x), E7)

aevritten in the spectral domain from (9) and (10) for a planar
geometry (printed on the—y-plane) as

B} = —jwGE, (k) (26)

B> = —jwGa T, (k) @27)
where

-

wherem = 1to N (= the number of basis functions) and the

unknown current densities in the expressions of the scattesst GE, represents the spectral-domain Green’s function for
electric fields [see (9)—(11)] have already been written in terntise z component of the electric field due to thecomponent

of known basis functiond3,. ., with unknown coefficients of the electric current density. Expanding the unknown current
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densities in terms of known basis functions and implementirig get an analytic expression for the value of each integral or to
the boundary conditions on the total electric field through themploy a numerical technique that would yield the whole set of
testing procedure of the MoM, the following set of linear equahe MoM matrix entries.

tions are obtained: 1) Evaluation of MoM Matrix Entries With the FFT
N Method: As was stated in the previous section, the ultimate
. < = Y g ~ goal is to get the unknown coefficients,, and I,,, of the
I 2:1 Lon <T*‘m’ @ B’”"> N <T”’“ E’”>’ current densities efficiently from the solution of the matrix

equations given in (28) and (29). This goal translates into the
efficient evaluation of the matrix entries given explicitly in
(30) and (32) due to the fact that the most time-consuming
step in the spectral-domain MoM algorithm is the evaluation
of these entries, at least for a moderate number of unknowns.
Nim This is mainly because each entry of the matrix equation is a
—jw Y Iyn <T;m, G,ijyn> = <T;m, E;> , single integral of complex oscillatory functions over an infinite
n=1 domain, and because there is no analytical expression for the
form =1, ..., Ny, results of these integrals. However, using the fact that these in-
(29) tegrals look like the Fourier transform integrals, an FFT-based
algorithm can be employed to evaluate these integrals very

for TM excitation. Note that all quantities, such as the basgfficiently. In this section, this approach is briefly outlined for

and testing functions, Green’s functions, and incident electiite sake of assessing the efficiency of this algorithm and getting
fields, are in the spectral domain. Contrary to the spatial-domai@me intuition for the comparison with other two approaches;
MoM, the Green’s functions employed here are in closed formi@mely, the spatial-domain MoM using the closed-form Greens
already [see (1)—(3)]. Due to the definition of the inner produdiynctions and the spectral-domain MoM using the GPOF
the matrix entries are single integrals over an infinite domaiflethod. The application of this FFT-based algorithm for the

and are given with the basis and testing functions substitutede¥@luation of the integrals [see (30) and (32)] is explained for a
strip with a longitudinal direction in thg-axis and located on

<T§ GE Bm> the z—y-plane, requiring only the incident field in thedirec-
e OO'TT tion for TE excitation and in th@-direction for TM excitation.
- / dle e kaha(mm) 2 o) 4 <M) GE  (30) Forthe sake of brevity, only the case for TE excitation is given
‘ 2 = here in detail, as it is similar for TM excitation.

form=1,..., N
(28)

for TE excitation and

— o0

g If the matrix entries in (30) are examined, it is seen that the
<Tm’ w> exponential term acts as the kernel of the transformation, and
k; cos 0H; 0 o (ks sin O, the rest is the function to be transformed; hence, the function to
T e e be transformed is
jkicosbz _ pt, =1 _—jk; cos GZ)
x (e Ry e Pl = sinct (Fha ) gz 34)
.o [ (kisin@)h, ® B o
X hg sinc — (31)
o wherek, is limited between- K and K. Therefore, the matrix
for TE excitation and entries can be rewritten as
Tyms Gy Bun) L K .
(7 S - (T GEBon) =02 [ b #00() = 1) (35)
= / dlpeIkelte (M=) 2 inc? < ’”2 ’”) G2 (32 K

) whered = (m — n)h,, is used to denote the distance between
<T;m, E;> the basis and testing functions. With a simple transformation of

e sin 8 ke cosbe il ik cosfe variable, this integral can be cast into the form of
:Ei271'6’]( ; sin )rnL_.,, (C’] ; COS ~+R’]_Z‘E e—j ; COS ,.)

) (ki sin6)h,, o gwa [ g
X h sinc — (33) I(d) = hze’ dkle %Pk, — K)
0
R
for TM excitation. If these terms were to be evaluated numer- =h2eiRd Z F (K, —K) eI AN (36)
ically for eachm andn, the spectral-domain approach would —1

have been very expensive computationally when compared to

the spatial-domain MoM using the closed-form Green’s funevherek, = (r — 1)A andA = 2K/R. Following this rep-
tions. This is because the domain of integration is infinite, amdsentation, an FFT routine (DFFTCF) from the International
the integrands are oscillatory functions. Instead of employingvathematical and Statistical Libraries (IMSL) is used to com-
quadrature algorithm for evaluating these integrals, one may fryte the discrete complex Fourier transform of a complex vector
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of size R. Specifically, given ark-vector F,.,, DFFTCF returns excitation, for which a general matrix entry is repeated here,
in an R-vector, from (30), as follows:

R
I, =) Fe ?=D6=D/R - fors=1, ..., R (37) < s G B >

r=1 — /Oo dkme*jkl-hm (m—n)p2 o4 <%> GE
Using this transformation for the terms under the summation oo ‘ 2 o
operator in (37)/(d) can be written as where
I(d) = W2 H4A(TLL) (38) aE
xrxr i k2 i
. . . . — A _ 12 e
where{I;} is the set of spatial-domain representationfof wr 2w
Note that{ I, } is given for the distances df = 2n(s—1)/(2K) ~p
for s = 1, ..., R, and this set of distances at whi¢H, } is z
calculated is fixed by the sampling frequency of the FFT al- — W_sz{e—ﬂ'kzilz—/l ~MMRGH
gorithm 2K /R. However, these distances, in general, may not J2k7 ‘
correspond to the distances between the basis and testing func- Ik 2 ke (1) g g TM RE P R FHL
tions, which are given by = (m — n)h, and, consequently, _6—1k~7 2d; ks, (22 )_MTMRZ i1 k., (#42)
I(d) at the discrete points af, are not the MoM matrix en- o ™E T
tries. Sincel(d = (m — n)h,) is a function of the distance + MRy R eIt ek )}
between basis and testing functions, it would be enough to find (40)

Id=({—=1Dhy) forl =1, ..., New. Hence, . , . ; . ;
( ( )L ) t _ Aoe_]k:ilz_z |+A16]k:i (Z+Z)+A26Jk:i (z—2")

I(d = (l — 1)hac‘7 l = ]_7 ceey Nte) l Kh +A367jk:7' (Z+Z’)+A2cfjk;7- (Zfzf)' (41)
- -1 "

— 2RO ALY, fors= (T DB

(39)

Defining a set of new coefficients like

kzha
) = 52k, sinc* < 5

is the MoM matrix entries. It is obvious that one application of ) A fort=0,....3. (42)

an FFT algorithm yields all of the MoM matrix entries, resultin%g tion (31 b it
in a very efficient approach. Although, this is seemingly the be uation (31) can be written as

approach to analyze 2-D problems, the method that is propose GE >
in the following section results in a far more efficient approach Tom:
and yet is a very suitable one for the optimization problems. Y B ) h?
2) Evaluation of MoM Matrix Entries via the GPOF Y J2]€4
Method: In this section, a novel approach based on the spec- R T Py Ik (a2 I ks (s—2")
tral-domain MoM for EFIE for the characterization of 2-D '{AOG +Ae +Aze

geo_metrigs in mgltilayer media is proposed, and its formuIaFion + Ahe I (=+=") | Ak (z—z’)} (43)
is given in detail. As for the evaluation of the MoM matrix
entries via an FFT algorithm, this approach starts with thghereA;’s are approximated in terms of complex exponentials.

EFIE in the spectral domain and then implements the MoMence, the matrix entries are evaluated analytically, by using the
procedure to transform the integral equation into the matrgtegral identity (5), as

equation. Therefore, the matrix entries used for this approach
are the same as those used for the FFT approach [see (30) and —jw< . GE Bm>
(32)]. The MoM matrix entries, which are single integrals over
an infinite domain, can be cast into close forms with the help of _ thQ Z C H(2)(k p..)

the GPOF method. It is not that each entry can be represented o poe

by a different closed-form expression, but that there is one

closed—.form_ expression vqlld for all entries. This is ach.|eved by + Z OpmH@) (kippo,.)
approximating the whole integrand of the MoM matrix entry

P“—l

[see (30) and (32)], except for the exponential term, in terms pl,-l,; '

of complex exponentials, and by getting the inverse Fourier + Z Cp, H(Q)( ki plD )
transform of the resulting terms analytically. Remember that - Paee
the GPOF method is a technique to approximate a function, or pg';l

a data, by a set of complex exponentials, and it was used for the + Z OpgllH( )(k‘ippg“)
derivation of the closed-form spatial-domain Green’s functions Parne=l

on the GPOF method, instead, the procedure for the evaluation + Z szmHSQ) (k 01()22) )

in Section Il. Therefore, there is no need for further discussion Praa
(44)
of the MoM matrix entries is demonstrated for the case of TE }
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where —Jx(x)/2H}(0,0)
1.0
2 ; 2 e eciral
b =\ [(m = mh] + (12— 2| — ja,.) T e
* Real FFT
Pprow = \/[(m — n)hg,/,]2 + (z + 2/ —i—japlw)Q O Roal Spatial
0.5 | < Imag Spatial -
2 . 2
o). =y [m=mha)” + (s = # + .
2 . 2
2, = T =] + (= # — e,
0.0 |
2 2
Prses = \/[(m - ”)hw] + (Z + 2 Japiia:a:) .
It is worth mentioning that, since the termd§’s are indepen-
dent ofm andn, they are approximated only once and all the -o.s
elements of the impedance matrix are obtained from the sam
closed-form representation (44). In addition, since (44)/has
n, z,andz’ explicitly, adding new strips or extending the sizes
of the strips do not require any further manipulations, one just “1°_y ’ ° ’ w
needs to evaluate (44) for differemt, n, z, andz’ values. x

Fig. 5. Real and imaginary parts of the normalized current densities for TE
IV. RESULTS AND DISCUSSIONS excitation.e,, _; = 4.0,¢,, = 1.0,2w = 4X;, h = 0,6 = 0°.

1
In this section, some results obtained using the three
approaches described in the previous section, namely, thr
spatial-domain MoM with the closed-form Green’s functions
(spatial), spectral-domain MoM with FFT algorithm (FFT),
and spectral-domain MoM with the GPOF method (spectral),
are given and discussed. The terms in the parenthesis are usi

to denote these approaches in the legends of the figures. Not | 4 Ll J

Jy(x)/2H,(0,0)

that, for the sake of consistency and brevity, examples of the
current densities provided in this paper are selected for the
incidence angle ofQ

Since the numerical efficiency of the spectral-domain MOM g0 | ,e = -e-o-o o =-s-o-o o -8 -5 oo -2,
in conjunction with the GPOF method is the major issue of ’
this paper, the method of assessment of the efficiency need

—mmm=’

Real Spectral

to be defined explicitly to show that no bias has been given =7 Imag Spectral
in favor of this approach. The assessment of the computationg-1.0 P O Imag FET
efficiency is performed by comparing the CPU times of these < Imag Spatial

three approaches for the same problem as follows: first, the

current densities are obtained from the spatial and spectral af

proaches using the same number of basis functions, and thei-2-¢_~ ‘ °

the current density for the same geometry is obtained via the x

FFT-based algorithm with an increasing number of samples for

the FFT application until the relative error between the result 5@: &: Real and imaginary parts of the normalized current densities for TV

Xcitation.e,.., . = 4.0,¢,.. = 1.0,2w =4X;,h = 0,60 = 0°.

the FFT-based approach and those from the other approac%es i ’

becomes less than some predefined value. For the definition of

the relative errorjz norm of the difference vector, defined beto those found in the literature [26]-[28] 8s = 1 ande,, | =

tween the vectors consisting of the amplitudes of the basis furcfor the dielectric constant@w = 4); for the width of the

tions of the current densities obtained by any two of these agifip, andh = 0 for the distance of the strip from the interface.

proaches, has been employed. Itis obvious that such compari$be current densities on the strip for TE and TM excitations

favors the FFT-based algorithm because the number of samg@esobtained by using the three approaches, and are presented in

is kept at minimum that would satisfy the relative error criteFigs. 5 and 6.

rion. Furthermore, this tuning of the number of samples for the The results are compared to those provided in [26] and found

FFT-based algorithm to achieve the best performance has baebe in excellent agreement. The number of basis functions is

the revelation of another disadvantage of the algorithm. chosen to be 107 for TE and 109 for TM excitations for both
These techniques are first applied to a single horizontal stspatial and spectral approaches. Table | shows the CPU times of

located near the interface of two semiinfinite half-spaces (Fig. the three approaches for both TE and TM excitations, and for

for which the presented formulations of these methods in tdédferent angles of incidence. As a result, the spectral-domain

previous section were based upon. The following parameters &eM with the GPOF method for all the cases has been the most

chosen for this example, just to be able to compare the reswfiicient approach.
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TABLE |
CPU TIMES OF THE SPECTRAL-DOMAIN, SPATIAL-DOMAIN, AND FFT
APPROACHES FORTE AND TM EXCITATIONS

IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 50, NO. 5, MAY 2002

CPU time (s)
TE ™
B=0°0=—-45°|6=0°|60=—45°
-w w
Spectral | 13.7 16.8 10.1 9.8 Medium 2 A h,
' X
FFT | 163 | 330 | 149 | 150 i i B
|
Spatial | 361.7 416.5 107.5 108.2 b
Medium 1 L
|
TABLE I L

CPU TIMES OF THE SPECTRAL-DOMAIN, SPATIAL-DOMAIN, AND FFT
APPROACHES FOR(a) TE EXCITATION AND (b) TM EXCITATION

Medium 0 PEC

Fig. 7. Two-strip three-layer geometry.
CPU time (s)
h=—-01X | h=-02) | h=-03X CPU TIMES OF THESPECTR:ﬁgéﬁAllrLI, SPATIAL-DOMAIN, AND FFT
Spectral 10.5 9.7 9.7 APPROACHES FORTE AND TM EXCITATIONS
FFT 26.5 54.9 53.7 CPU time (s)
Spatial 125.5 124.6 124.1 TE ™
(a) Spectral | 109.2 | 63.6
CPU time (s) FFT | 142.2 | 166.5
h=—0.1X | h==02) | h==0.3) Spatial | 6980.2 | 2187.1
Spectral 114 11.2 11.6
FFT 25.0 24.4 24.4 i
Spatial 39.6 39.3 394

(b)

For the second example, the same geometry as in Fig. 4 (with
the strip in the dielectric layar— 1) is considered to show that
the approaches are general, as well as the conclusions. The pa-

Medium 2
rameters of the geometry are as follows: = 1 ande,.,_, = 4,
2w = A_1,h=-0.1)\;_1,-0.2X,_¢, and—0.3)\i,1, meaning h,
that the strip is in the lower layer, aid= 0°. For this example, Medium | —
the current densities are obtained for both TE and TM excita- h,
tions for three different values @&f, and compared to the results w -
of [27] and [28]. Excellent agreement is again observed between i X
the current distributions obtained by this study and found in the Medium 0

literature, except for a slight deviation near the edges for TM
excitations, which might be due to the difference in number amd. 8.
form of the basis functions used in this study and in the study
of the references. The number of basis functions is 55 for thiable 11l shows the CPU times of all methods for the TE and
TE case and 57 for the TM case. Table Il shows the CPU tim&M excitations and, again, the CPU time of the spectral-domain
of the spectral- and spatial-domain approaches and the FFT approach is the lowest.
proach for the TE and TM excitations. Again, the spectral-do- After having established the superiority of the GPOF-based
main approach uses less computation time as compared totd@hnique over the other two techniques for planar geometries
other approaches. in multilayer media, the next example, which is a three-strip ge-
The geometry of the next example is given in Fig. 7, whem@metry in a three-layer medium, is investigated by this approach
Medium O is the perfect electric conductor (PEE), = 4 and only. The geometry of the example is given in Fig. 8, where
er, = 1, the width of the strip@w = 0.5X2, andh; = he = A2.  the angle of incidencé = 0°, Medium 0, and Medium 2 are
The number of basis functions is chosen to be 110 for the Tiee space¢,., = 4, the width of the strips2w = 0.2\,, and
case and 114 forthe TM case, and the angle ofincideére®®. h; = ho = hz = 0.1A2. The number of basis functions is

Three-strip three-layer geometry.
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tions for the spatial-domain MoM formulation; 2) the use of the
GPOF; and 3) the use of the FFT algorithm, both in the spec-
tral-domain MoM formulation. The first two approaches have
been developed in this paper and the results obtained for dif-
ferent applications are compared with each other and with the
third approach. It is observed that there is no accuracy problem
in any of these approaches, but as far as the numerical efficiency
of these algorithms are concerned, the one using the GPOF for-
mulation is the best, which has been verified for several exam-
ples by giving the CPU times for filling the MoM matrices.

| e
8.0
—-=== Strip 1
Strip 2
=== Strip 3
6.0 | 1
4.0 | 1
/”-\\s\ ,,/~\\
K \‘ / \\
II \\ II \
20/ 5 i \ (1]
] \ 7 1
/ \ ! \
\ / \ 2]
(3]
0.0
3w -w o w 3w [4]
X
(5]

Fig.9. Magnitudes of the current densities on the three strips for TE excitation.

€rg = €ry = 1.0, €rp = 4,2w =02 2, h1 = hs = 0.1X5,0 = 0°.
[6]
|y
o1 ‘ 7]
——-—- Strip 1
Strip 2
01 | — —- Strip 3 ] [8]
0.0 | o
i i [9]
] ]
! |
: ! [10]
0.0 h i
g .'
i | I
0.0 1: ] | :_
H H 1 1
: ; | } [12]
\ H 1 I
0.0 |\ i ! /T
S . ~ e
== ~—= [13]
0.0
-3w -w 0 w 3w
x
[14]

Fig. 10. Magnitudes of the current densities on the three strips for TM
excitation.e,;, = €,, = 1.0, €6, = 4,2w = 0.2Xg, by = ho = 0.1A;, 15
6 — 00 [15]
chosen to be 105 for the TE case and 111 for the TM case. TH&S!
CPU time to fill the impedance matrix and the source vector is

106.4 s for the TE case and 71.9 s for the TM case. The magt7]
nitudes of the current densities on the strips are given in Figs. 9

and 10 for the TE and TM excitations, respectively. [18]

V. CONCLUSION

As itis well known, the application of the MoM to 2-D planar [19]
multilayer geometries transforms integral equations into ma-
trix equations whose entries are double integrals over finite dojo;
mains in the spatial-domain MoM, and single integrals over in-
finite domain in the spectral-domain MoM. In this paper, three 21]
different algorithms to efficiently evaluate those integrals havé
been studied, which are: 1) the use of closed-form Green’s func-
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