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Abstract—In this work, a subband domain textual image compression
method is developed. The document image is first decomposed into
subimages using binary subband decompositions. Next, the character
locations in the subbands and the symbol library consisting of the
character images are encoded. The method is suitable for keyword search
in the compressed data. It is observed that very high compression ratios
are obtained with this method. Simulation studies are presented.

ol Index Terms—Binary image coding, binary subband decomposition,
o document retrieval, textual image compression.

2 4 6 8 10 12 14 I. INTRODUCTION

ENHANCEMENT INDEX Efficient compression of binary textual images is an important

Fig. 4. Percentage increase of SNRS bit rate over equivalent single—la?épbl_em in many applications S_UCh as doqument archives and digital
versusg., with index ratiog,/q. = 2.4. libraries. A textual image typically consists of repeated patterns

MEASURED SINGLE-LAYER AND CORRESPONDINGSNRS ENHANCEMENT

that are mostly characters and punctuation marks. Exploiting the

redundancy of character repetitions is the key feature of the document
TABLE 1l image coding algorithms [2]-[7], which identify the locations of the
characters in the image and replace them by pointers into a codebook

LAYER PSNR LEVELS FOR INDEX RATIO e = 2.4
w/4 of characters.

ge i ¢ | Enhancement Layer PSNR [dB] Single-Layer The main steps of a typical textual image compression (TIC)
! Standard l Threshold J Adjustment PSNR [dB method can be summarized as follows.

307 ] 40927 41.134 41.163 41.063 1) Find and extract a character in the image.

4110 ] 39.329 39.483 39.484 39.442 2) Compare it with the symbol library consisting of the separate

5 12 38.252 | 38.378 38.377 | 33.365 character images_

6 |14 ] 37244 | 37.369 37379 5 37.389 3) If the character exists in the symbol library, take the location

71Ty 36513 1 36.671 36.684 36.585 only, otherwise add it to the library.

8 |19 35765 . 35888 35.914 35.914 4) Compress the constructed library and the symbol locations.

922 35160 | 35.359 35.350 35.269 5) A further step is proposed by Wittest al. [6] who encode the

10 24| 34.679 ‘ 34.820 34.842 34.788 residue image so that lossless compression can be achieved.

12129 33.728 33.954 33.967 33.911 In this paper, a subband domain textual image compression method

enhancement layer. Applying the Lagrangian multiplier technique
two approaches to SNRS optimization are considered: one in whic
enhancement layer coefficients are manipulated and another in whic
the residual quantization error is optimized via the manipulation
of the base layer coefficients. Of these, the direct adjustment

enhancement layer coefficients, is shown to deliver the best resﬁ?
outperforming both standard and optimally thresholded SNRS cod(rers
and demonstrating comparable performance to the single-layer codé

(1]

(2]

(5]

is developed. The method consists of two stages as shown in Fig. 1. In
the first stage, the document image is decomposed into subimages us-
Jr}g a binary subband decomposition structure. The second stage of the
a %orithm consists of encoding the repetitions of the character images
IN the subband domain. In Section Il, binary subband decomposition
mFthods are reviewed. Encoding of the subband character images is
?scribed in Section Il and it is experimentally observed that the
dibband domain method produces higher compression results than

e]gular methods. Furthermore, the computational cost of encoding
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Fig- 1. Flow diagram of the algorithm. Fig. 2. One stage subband decomposition with “xor.”

and keyword search decreases approximately by a fac®t'6ffor a5 follows:
an M level subband decomposition structure. The pattern matching
methods used in this work is presented in Section Ill-A, and the T=
simulation results are given in Section III-B.
Step 5 of the TIC method is especially important in historical
archives where lossless compression is required. In Section 1V, loss-
less coding of documents from Ottoman archives, which contain more

[2 — circulant by )
|2 — circulanth, )
rhy 0 0 O 0 cee

0 0 hy O 0 e

than 100 million documents written in Arabic letters, is considered. =|- - - = — - |- )
The keyword search and document retrieval examples are presented hiy 0 0 0O O---
in Section V followed by the conclusions in Section VI. 0 0 hy O O---

II. STAGE I: BINARY SUBBAND DECOMPOSITION If the filter size is less thaV, then the filter vector is padded with

The proposed procedure starts with a subband decomposition of fagos. In this way, the matri¥ has two 2-circulant parts.
original image. In this section, we consider two classes of approache®ue to the structure of the transformation matfix the BWT
for the subband decomposition. These classes are developectdn also be implemented using a binary subband decomposition filter
perform binary subband decompositions that accept binary input datnk. Consider the following choice of analysis filter vectors:
and produce binary output data. ho=[ 0] h=[ 1] @

The two classes of binary subband decomposition structures are, 0 ’ ! ’
namely, the binary wavelet transforms (BWT) and the binary not? the one-dimensional (1-D) case, the subband signals are obtained as
linear subband decomposition (BNSD). The BWT was recently !
developed in [11] and BNSD is introduced here. zj[n] = Z x[2n — i]h;[d], j=0,1 (5)

As in the regular subband decomposition, the different characteris- =0
tics of the subband document images enable us to treat each subbere the arithmetic operations are carried out in modulo-2 arith-
image separately. In this way, one can utilize the spatial correlatigietic. Note that the modulo-2 summation corresponds to the logical
between the pixels more effectively in individual subband image&or” operation. The lowband signak [»] is nothing but a decimated
Furthermore, the correlation between the bands can also be usedéggion of the original signak(r]. The signalz[n] x hi[n] is
achieve high compression rates as in [9]. zero everywhere except at the zero-to-one or one-to-zero transitions,

1) Binary Wavelet TransformationsThe first class of decomposi- and z1[»] is a decimated version af[n] = hi[n]. This operation
tions is based on linear transformations. Recently, wavelet transfog@fresponds to the analysis part of Fig. 2.
concept is extended to finite fields [10], [11]. In [11], the binary The synthesis operation is performed by the inverse matrices. In
images are decomposed into subimages by performing modul®® case of the BWT described in (5), the reconstruction can be done
operations. This scheme shares many of the important characterigi¢ssimple FIR filters

of the real wavelet transforms. Typically, the BWT vyields an output _ _ 6

- ) go=1[ 1], g=[1L 0] (6)
similar to the thresholded output of a real wavelet transform operating
on the image. The reconstruction stage of this BWT is also shown in Fig. 2. For

The analysis stage of the BWT consists of binary filters followe@n arbitrary BWT, it may not be always possible to carry out the
by decimation by a factor of two. Since all the additions are made fiynthesis operation by a filterbank as in Fig. 2. In those cases, the
modulo-2, the operations can be replaced by logical “xor” operatiorf§construction can be performed via binary matrix multiplications

Let I = [z[n1. nu]]nxy be the image matrix whose entriesinstead of synthesis filters [11]. The textual image coding results
are pixel values. The decomposition is performed by pre- amt$ing the BWT of (5) are presented in Section IlI-B.

postmultiplying the image matrix with the analysis matifxand  2) Binary Nonlinear Subband Decompositioithe second class
its transposel™ of decompositions uses the nonlinear transformations. Recently, non-

linear subband decomposition schemes were developed in [12] and
I,=TxIxT (1) [13]. The regular nonlinear filterbank [13] was proposed to compress
) ) o ) images containing sharp edges. Textual images mainly consist of
wherel, is the decomposed image which is of the following form:edgeS and flat regions therefore the edge preserving property of the
. I nonlinear filters make them attractive for textual image compression.
I, = th I } (2 Itis shown in [14] that the nonlinear subband decomposition of [13]
can be extended to the binary fields, if all arithmetic operations are
where Iy, Iy, Ir;, and I, correspond to low—low, low-high, carried out in modulo-2. The 1-D binary nonlinear filterbank structure
high—low, and high—high images, respectively. The transform matiix shown in Fig. 3. Order statistics filter®/(-) with appropriate
T is constructed from a pair of lowpass and highpass filter vectamsgions of support and modulo-2 operations are used in this structure.
ho = [ho[0]ho[1] - - ho[P — 1]] @andhy = [A([0]R[1]--- i [Q — 1]]  Extension of the 1-D structure to two dimensions is straightforward.
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Fig. 4. Region of support for the horizontal direction nonlinear subband
decomposition.

Order statistics filter

A suitable support region for the nonlinear filtéf(-) is shown in Fig. 5. Three different decompositions of the letter “a.”

Fig. 4. The current pixel is represented by the white square, the region

of support of the order statistics filter must be on the dark gray pixels.

Note that the light gray pixels are downsampled. In our simulations !l. STAGE Il: DATA COMPRESSION IN THESUBBAND DOMAIN

we used a support containing six pixels labeled by crosses in Fig. 4. IMThere are many techniques that can be used for the compression of

this case, the “highpass filtering” operation corresponds to subtractigitrary binary images. In this work, we concentrate on a technique

the median of six elements from the current pixel value. that is suitable for content based search in a document library. The
In order to obtain a binary counterpart of the nonlinear filter, thchnique should yield high compression ratios as well. The technique

order statistics filter should select an integer indexed element. thiat we use preserves the identity and location of each symbol in the

this way, the GF(2) operations can be inserted in the calculatiog®cument. Let us suppose that the document image consisks of

The computation of the median of a binary list is a very simplgymbols

operation. If the number of one’s (zero’s) is greater than the zero'’s

(one’s) in the list, then the median is one (zero). The other operations To=L((p+q) + H)+ Bo ™)

are simply summation and subtraction, which both correspond to tgl?s wherep andgq are the number of bits for representing thand
logical “xor.” N .
9 Y §oord|nates of a character aitfi and B, are the number of bits

The nonlinear subband decomposition scheme described in Fi eoresent the svmbols and the compressed library. respectivel
is a generalized version of the binary filter banks shown in Fig.%g P ymhe P lorary, pectively.
learly, the value offf; is language and context dependent.

It can be observed that the filterbank in Fig. 2 can be obtained from ) o
In our algorithm, after one level subband decomposition, the total

Fig. 3 replacing thel/(-) with a delay element. mber of bits changes to
In this work, the Haar wavelet transform (WT) is also considered e ' 9

simulation studigs. T_he good time Iocaliz_ation property of the He_lar T.=L((p +¢)+ H) + B (8)
wavelet makes it suitable for the analysis of textual images which
consist of sharp edges. However, the Haar subband images of a bivaingre»’ and ¢’ are the number of bits for representing theand
image have five gray levels after one stage of decomposition henge;oordinates of a character in the subband domain, Bnds the
Haar transform is computationally more costly than both BWT amuumber of bits to represent the new library. Since both the old and
BNSD. Coding results using the Haar WT are given in Section Ill-Bhe new libraries should contain the same number of symbols, the
In Fig. 5, the image of the character “a” is decomposed interm H; remains the same in both (7) and (8). If the locations of
subband images. The first image is the original letter “a.” The nettte characters are determined in the subband domainpthenp /2
one is the Haar decomposed image. The image after that is #me ¢ = ¢/2 because the lowband image is a quarter size image.
BWT transformed image of the letter “a,” which also correspondbhis may result in a one pixel shift of the character boundaries in
to the decomposition described in Fig. 2. The last image is the imailpe coded image. In the simulations, it is observed that human eye
obtained by the order statistical filter described in Fig. 3. It can loes not distinguish one pixel jitter in character locations in 300
observed that the low—low subband images in all decompositions dg scanning resolution. Furthermore, the jitter can be eliminated by
coarse versions of the original image, and other subimages contanording the locations of the characters in the original image, in
the edge information. which casep’ = p andq¢’ = ¢.
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TABLE |

TeXTUAL IMAGE COMPRESSIONRESULTS TIMES ROMAN

Times Roman font image size = 2500 x 720

Noulinear XOR
Haar Basis, Method 1 filter filter JBIG
Method Method
with
with with quant. and with with
T.I.C. | Direct | quant. | bit plane bit plane bit plane bit plane
appending | appending | appending | appending
Tot. no.
of bits for | 21768 | 31392 | 20280 12296 11904 11336 11888
symbol lib.
Tot. no.
of bits for | 4780 | 3564 3564 35641 3564 3564 3564
locations
Tot. no.
of bits for | 1812 1684 1684 1684 1684 1684 1681
symbol
sequence
Tot. no. of | 28360 | 36640 | 25528 17544 17152 16584 17136
lossy bits
Lossy 63.47 | 49.12 | 70.51 102.60 104.94 108.53 105.04
CR
Tot. no.
of bits for | 76017 | 76017 | 78118 76017 78118 76017 76017
residue
Lossless 17.25 | 15.98 | 17.37 19.24 18.89 19.44 19.32 12.54
CR
TABLE I
TEXTUAL IMAGE COMPRESSIONRESULTS SANS SERIF
Sans-serif font image size = 2533 x 3370
Nonlinear XOR
Haar Basis, Method 1 filter filter JBIG
Method Method
with with with
T.1.C. bit plane bit plane bit plane
appending appending | appending
Tot. no. T
of bits for | 17431 17208 15992 16848
symbol lib.
Tot. no.
of bits for 17437 13211 13211 13211
locations
Tot. no.
of bits for 6943 6665 6665 6665
symbol
sequence
Tot. no. of | 41811 37084 35868 36724
lossy bits
Lossy 204.16 230.19 237.99 232.44
CR
Tot. no.
of bits for | 229568 229568 229568 229568
residue
Lossless 31.45 32.01 32.16 32.06 26.22
CR

1441

The number of bits required for representing the multiresolutidme applied tox;[r]. The procedure starts with determining every

library is smaller than the original character library, i8;, < By in
all the examples studied in this paper (see Tables | and II).

character image ir;;[n] and comparing it with the images in the
symbol library. If a similar image exists in the low—low library, then
Since the low—low subimage;;[n], is a coarse version of the the character boundary and the location of this character is used

original textual image, the TIC algorithm described in Section | cafior other subband images;.[n], zni[n], zrr[r], as well. Various
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Fig. 8. The residue image fdr subband.
appended

is used for encoding the residue image (Fig. 8). The synthesized
image is almost the same as the lossy compressed image obtained
by the regular TIC method. Due to this reason, the number of bits
for encoding the residue image is comparable to the technique in [6].

Fig. 7. Visualization of appending the bit-planes of subband images.

matching metrics, as will be described in Section IV can be us%d
for the symbols inside the low—low subimage. If the image does not
exist in the library, it is added to the library and the corresponding The pattern matching criteria for extracting and comparing the
highband character images are added to their symbol libraries. In thiracter images inside the document is an important step that
way, four symbol libraries are constructed from the subband imag@&termines the success of the coding algorithm. In conjunction with
as shown in Fig. 6. the multiresolution TIC method, any pattern matching technique can
The total number of bits to represent the four symbol libraries (SIPe used in the construction of the symbol library.
is smaller than the number of bits needed for the SL generated by thén our simulation studies, we used two methods for symbol
direct use of the TIC method. The efficiency of the subband domdigtching in the low—low subimage. The first one is the local template
textual compression is achieved by making use of the high correlatitatching (LTM) criterion, described in [6] and [7]. This matching
between subband images corresponding to a textual image. A§rierion is a very efficient algorithm that is well tuned for printed text.
property of the binary transforms, the edges of the character imadedetects the differences between imagewise similar looking symbols,
are almost at the same locations in all subbands. The bit planes of f8ugh as “c” and “e.” The LTM method uses local characteristics as
subimages are appended as shown in Fig. 7 and the resulting m@Bposed to global methods which use the overall mismatch between
level image is compressed using an arithmetic coder which encod&8 compared symbols by summing up contributions to the pixelwise
the predicted 4 bit pixel value. This method achieves higher comprégatching errors from the whole area occupied by the symbol. The
sion than individual compression of the subband character libraridslM method is a local method which bases its judgment on particular
In the case of the Haar WT, the SL images are not binary. TiRéeas of mismatch that involve considerations of adjacent pixels. It
bit p|ane appended image has»d 5 gray levels. It is observed looks at individual areas of the error map (the difference between
that this image can be quantized to 12 levels with almost no visUfle two symbols) rather than summing all discrepancies across the
degradation. These library images are also used in our simulati§Role error map. In basic LTM, a match is rejected if any mismatched
studies. Since the Haar transform images are multilevel images, bBike! in the error map has high number of neighbors that correspond
keyword search and compression times are higher compared to itheé@ mismatch. For example, one pixel shifts in the curves of a
binary transforms because of the increase in the pattern matchipgier that may be caused by scanning noise will introduce error
time for multilevel images. maps with line patterns, and by selecting the amount of mismatch
Subband decomposition levels can be increased as long as Bighbors as more than three, these errors with line patterns will not
low—low subimage contains character images suitable for the matéig- rejected as mismatches. A more sophisticated example of LTM
ing criteria defined in Section IV, i.e., if the scanner resolution iEejects a comparison fif:

Pattern Matching Criteria

high. For exampl@™ subband images are generated faK devel * a mismatch pixel in the error map has two or more mismatching
decomposition. In such a cas2® character libraries have to be neighbors, at least two of which are not connected to each other;
encoded. and

The lossless compression is achieved as in [6]. First the subband the corresponding pixel is entirely surrounded by either matching
images are synthesized from the libraries, then the synthesized image or mismatching pixels.
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Image coding using Wavelet Transiorm, DC'F and similar transform techniques is a well establishied
area. (Jn the ollier hand. these encoding slrategies neither take info accounr the the special characternistics of
the images in & Jatahiase nor are they suitable for fact database search, Tn Lhis paper, the digital archiving of
Ottoman printings is considered. In '1], Wirton et al. describes a scheiue based on findicy the rharacters in
duocumernt images and encoding the positions of the repeated chiazacters. This method effriertly compresces
deciment images and s suitable for database search, but it cannet be applied 1o Otteman or Arabiv
documents az the courept of characler is dilferent in Ottoman or Arabic. Typically, oue has to deal with
eompournd structures conzisring of a group of letters. Therefore. the matching criterion wll he according
o thuse compound structures. In our method the compound structure matching is carried out in wavelet
domain which reduces the search space and increases the compressior ratio.

Fig. 9. Test document image 1.

Since our scheme uses lower scale textual images for template presented in Table |. This image can be compressed only 12.54
matching, the above rejection rules are tightened further to rejdiches using the JBIG algorithm. The direct use of the textual image
the match if there are four or more mismatching symbols, and aogmpression procedure [6] yields a lossy compression ratio (CR) of
mismatching symbol cluster occurs in at least & 2 neighborhood. 63.47:1 and a lossless CR of 17.25:1. After a single level regular

This method also has some cases in which it fails to detddhar decomposition bit planes of the resulting four symbol libraries
the matches correctly. However by fine-tuning the local parametene appended and coded. A CR of 102.60:1 is obtained without
appropriately for the type of the document, the errors can be reducegdroducing any visual degradation for the Times Roman image. By
Furthermore, the method is sensitive to differences in the charaatempressing the residual image lossless compression is achieved and
sizes. Therefore, two different character sized images corresponding CR is 19.24: 1. In the cases of binary subband decompositions, the
to the same character are treated as different symbols. The templassy and lossless CR’s are 108.53: 1 and 19.44 for the binary median
matching precision performances are presented in Section V for fileer based subband decomposition, and 105.05:1 and 19.34 for the
test images. filter given in Fig. 3. These results are better than the Haar wavelet

The second symbol matching method used in our work is based @ase and it is a significant improvement compared to the regular TIC
the self organizing map (SOM) neural network model. This neuralethod. Furthermore, the encoding and decoding times for binary
network model is used in order to illustrate the effects of using variodecompositions are very small because only logical operations are
symbol matching criteria in the multiresolution TIC. needed during the analysis, synthesis, and textual coding.

A SOM is an unsupervised neural network that is mainly used When the SOM method is used for symbol matching, the lossy
for vector quantization and clustering [18]. It consists of a map @fnd lossless CR’s are 99.86: 1 and 18.14 for the binary median filter
output nodes each receiving signals from a vector of input unitsased subband decomposition, and 97.49:1 and 18.01 for the filter
There is a weighted connection between each input unit and outgiten in Fig. 3.
node, forming a weight vector associated with each output nodeln Fig. 10, a 12-point sans-serif font textual image with size
The training algorithm modifies the network weights to extract th2533 x 3370 is shown. The compression results are higher in
statistical properties of the training set and groups similar vectors irttus case because the image size is bigger. The effects of subband
similar classes. A spatially localized region of nodes is formed atdecomposition over symbol library compression is more or less the
location on the output map where the similarity of an input vector arghme as the Times Roman example. Compression results for the sans-
the weight vector is maximum. Regions of the most activated nodesrifimage with LTM matching criterion are given in Table II. Similar
on the output map can be interpreted as clusters in the feature sp&zéehe previous case, the SOM matching criterion gives comparable,

In this study, horizontal projections of the symbol images extractdéait smaller compression ratios.
from the textual image are used as the input vectors to the SOM netThe NIST Special Database 8 [20] Times New Roman test doc-
work. Similar components are mapped to topologically neighboringnents are also compressed with the multiresolution TIC method.
nodes. As a result, the symbol image with the least Euclidean distafidgs test data contains ten documents of random ASCII characters.
to a winning node is selected as a representative symbol, and ifTtse average lossless compression ratio is obtained as 39.2: 1 with the
included in the symbol library. In the subband decomposed imagé&3M criterion. With the SOM criterion, the CR is 36.4:1. When the
this task is carried out in the low—low subimage. regular TIC method is used, the CR is 35.2: 1 with the LTM criterion.

The SOM matching differs from the LTM matching in the sense In this study, we use the SOM_PAK Program Package developed
that the representative symbols in the symbol library generated by Kohonenet al. [19]. Due to the restrictions of this software, only
the SOM are not necessarily the first of the similar symbols fouritle horizontal projections of the character images are used as input
in the raster scanned document image. After the construction of thectors. As a result of this reduction in the representation, some
symbol library using the SOM criterion, the repetition of the symbol®accuracies occurred, yielding less compression ratios and inferior
are found by running the SOM neural network again, and obtainimgtrieval performance. By using more data in the input vectors, such
the nearest representative node for each symbol in the textual imaggevertical projections, etc., the performance can be improved.

In this phase of the coding, the node values are not updated. The compression speed is also improved in our method. With
The compression results for these template matching methods #re introduction of binary subband decomposition prior to TIC, it is
presented in Section IlI-B, and the document retrieval results aegperimentally observed that the overall coding time has been reduced

presented in Section V. by a factor of 1.5 on Sun Sparc 10 and Sun Sparc 20 computers.

B. Simulation Studies IV. COMPRESSION OFOTTOMAN SCRIPT IMAGES

Consider the 11-point Times Roman font printed single page doc-Today, there are more than 30 independent nations within the
ument shown in Fig. 9. This document is scanned at 300 dpi and therders of the Ottoman Empire that lasted more than six centuries
resultant textual image has a size of 250@20 pixels. The coding re- until its breakdown in World War |. Almost all of these countries
sults for this test document using the LTM symbol matching criteriomeed documents from the archives of the Ottoman Empire, which
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is an impertant task for summarizing the content of a video. It is usually
desived to perform this operation by using the readily praduced compressed
video data. Most of the video streams are already stored in MPEG-| or
MPEG-HI form and one should avoid full decompression of the data in order
to reduce the computational complexity.

This paper describes a method for sclecting key frames by using a number
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af the sequence. In cur exper:ments, we used CIF size {332 % 28%) frames for - . - - . -
the MPEG sequence. The frame vate is 8 frames/sec. The motion measure
and the thresholds should be modified accordingly if the frame rate is al-

tered because the motian characteristics of the sequence changes according
to the frame rate. The Group Of Picture {GOP) structure has the sequence

A combination of these parameters are Lhen used in a rule hased decision
system. There is very little calculation in both extracting the parameters
and the in the decision far key frame rule computation. As a result of these,
the overall operation i very quickly performed. The experimental results
show that this method can select the distinctive frames of o video stream
sucnessfily

The histogram measure depends on the DC values of the DCT coefficients
of each block, and ic somewhat more tricky, For intra blocks, the DC value
is uzed directly. For inter blocks, the D value corresponding to that block
is interpolated from tne DC values of the reference frame blocks according
to the given motion vectors. Typically, the motion vectors point to an & x
& cegion which has regions inside tour & x 2 regular blocks, The mation
compensated DC value is calculated by interpolating the DC walues of the
faur regular blocks at the point indicated by the motion vector.

The thresholds have to be chosen according to the general characteristics
Fig. 12. Sample Ottoman script image.

TABLE llI
TEXTUAL IMAGE COMPRESSIONRESULTS FOR ASINGLE OTTOMAN SCRIPT IMAGE

Fig. 10. Test document image 2. Ottoman script image size = 1188 x 1464

Nonlinear XOR
T.1.C. filter filter JBIG
S . f Method | Method
Tot. no.
of bits for | 14408 11376 11440
Fig. 11. Two compound structures. One occurs entirely inside other. symbol lib.
Tot. no.
contain more than 100 million files. Some of these documents are of bits for | 8616 6144 6144
deteriorating and computer archiving seems to be the only solution. locations
The Ottoman script is a connected script and it is based on the "Tot. no.
Arabic alphabet. A typical word consists of compounded letters as in of bits for | 2520 2520 2520
handwritten text. Therefore, a regular TIC for documents containing symbol
isolated characters cannot encode Ottoman document images. sequence i
As in the case of regular document images the Ottoman script im- Tot. mo. of | 25560 | 20010 20104
ages are first processed by a binary subband decomposition structure IOSSyvb't’s - —
and the symbol library is constructed from the low—low subimage. In LZBI? 85.23 | 10870 1 108.36
order to handle connected text the symbol library construction and Tot ﬁo
pattern matchlng procedures of TIC are modlfled. In compression of of bits for | 60088 60240 60181
documents with isolated characters, a symbol is marked and extracted residue
from_ the document image. ThIS symbol is then cqmpared with the T onslons 5543 9713 5713 11779
previously selected symbols in the symbol library. If it matches to any CR
of the characters in the library, only its location is encoded, otherwise
this character image is included in the library. In other words, the
TABLE IV

extracted single character is only compared to the symbols in the
library. In the modified version of the TIC, the document is processed

in multiple passes. In Ottoman documents, there are isolated symbols
corresponding to single letters as well as long connected symbols

TEXTUAL IMAGE COMPRESSIONRESULTS
FOR 20 PrGES OF OTTOMAN SCRIPT IMAGES

20 page Ottoman script image

which are combination of letters. Usually, the longer symbols include Nonlinear | XOR
some letters that can also be found separately inside the document. T.1.C. filter filter | JBIG
When the smaller isolated symbols are encoded and removed from Method | Method
the document, the longer symbols split into smaller symbols. Each Lossy 1 183.73 | 235.04 | 235.86
of these smaller symbols may also be contained in other connected CR i
symbols. Therefore, they will later cause other connected symbols Log‘ll;“’* 30.28 1 31.36 3138 | 178

to split further. The removal of symbols from the document image
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TABLE V
QUERY ResuLTs FORTEN CoMPRESSEDNIST IMAGES FOR STRINGS “rt,” “zE,” “3V,” “P0,” “va,” AND “&9” AT CR=49:1
Image Correct hit False alarm
“1‘1’7 “ZE“ “3\”‘ "PO” "Va‘“ “&',9” “[‘t“ "“’ZE‘7 '(3\7"' “])0” h"Va,“ 4"&9‘"

Nod 3/3 1 3/3 5/6 2/2 0/0 2/2 0 0 0 0 0 1
Nob 3/3 | 2/2 2/2 2/2 2/2 3/3 0 0 0 0 1 0
No6 0/0 | 0/0 0/0 3/3 0/0 0/0 0 0 0 0 0 0
Nog& /1] 3/3 2/2 2/2 2/2 1/1 0 0 0 0 0 0
NolO | 2/2 | 0/0 2/2 2/2 0/0 1/1 0 0 0 0 0 0
Noll | 0/0 | 0/0 0/0 0/0 2/2 1/1 0 0 0 0 0 0
Nol2 | 1/1 1/1 0/0 0/0 0/0 0/0 0 0 0 0 0 0
Nol5 | 0/0 | 0/0 0/0 1/1 0/0 0/0 0 0 0 0 0 |
Nol7 | 1/1 | 0/0 1/1 0/0 11 0/0 0 0 0 0 0 0
No20 | 0/0 1/1 0/0 6/0 0/0 0/0 0 0 0 0 0 0

is performed by sliding the symbol image all over the documeis theoretically reduced by a factor of after one level of binary
image and keeping track of the correlation. If the correlation betwedecomposition. Such a speed-up for a query is especially important
the symbol and the document image is high at a location, tlrelarge document archives. On a Sun Sparc 10 computer, the query
marked symbol is subtracted from that location of the image, amélsponse time for the encoded images with multiresolution TIC is
the location is encoded. When the end of the document is reachess than half of that required for images encoded by regular TIC.
during correlation, all the places of the document which containsWe use the textual images in the NIST Special Database 8 [20] for
shapes similar to the marked symbol are removed from the imagesting the keyword search and document retrieval performance of the
In this way, even if the marked symbol is connected to some othewltiresolution TIC method. Ten pages containing Times New Roman
symbols inside the document, the similar portions will be extractefnts are compressed using our method with the LTM criterion,
and the longer connected scripts will be broken into smaller piecesd the compressed data is tested with arbitrarily selected six key
After several such passes, all of the document is encoded. strings consisting of two letter symbols. The queries are made by
The extraction of marks from the document image is shown iExample images within the documents. Table V gives the number of
Fig. 11. The resulting symbol library mainly contains basic compourgbrrect identifications of the words over all the occurrences of these
structures, curves and lines that eventually form the Ottoman scripiords. The amount of misses and false identifications are presented
An Ottoman document image is shown in Fig. 12. This image ia individual columns. These experimental results indicate that the
scanned at 300 dpi and its size is 1488464. After a single level of number of missing symbols out of all 61 key strings is one for
binary subband decomposition the image is compressed to 108.70th&. document of ten pages. The total number of false alarms for
The regular TIC method produces a CR of 85.23:1 and theretisese key strings is three. When the TIC is used without subband
no visually noticeable difference between the two coded imageRscomposition, the number of misses is also found to be one, and
Significant savings can be achieved with the use of multiresolutiéile number of false alarms is determined as one. When the SOM
processing. pattern matching criterion is used, the retrieval accuracy is reduced
Some of the documents may have historical importance thgdéth for the TIC and the multiresolution TIC at the same amount.
requires lossless compression. By encoding the residue image, \Wi¢h the SOM method, the number of misses for the key strings is
image shown in Fig. 12 can be compressed 27.14 times. Without the: for both the TIC and the multiresolution TIC. The SOM based
binary subband decomposition, the lossless CR is 25.44:1 and JBj&tern matching method is used to illustrate the fact that various
compression of this image gives only a GR17.79:1. A 20-page pattern matching methods can be incorporated to the multiresolution
Ottoman document is also compressed in a lossless way. In this case,. As described in Section IlI-A, the coding performance and the
JBIG remains at the CR of 17.8: 1, while the CR of the TIC methogtrieval accuracy of the SOM based method can be improved by
increases to 31.35: 1 with one level of binary subband decompositigfigreasing the input vector size.
and it is 30.27: 1 without any subband decomposition. Similar to the The performance of the TIC method in noisy documents is deter-
normal printed text, the longer the document gets, the higher thened by the behavior of the character matching criteria. The retrieval
compression ratio becomes because the same symbol library is usegl character is possible only if the noisy character image can still be
throughout the document. The compression results are summariggshtified as the representative symbol in the symbol library. Using
in Tables Il and IV. the software obtained from the University of Maryland WWW server
[21], it is observed that with the speckle noise at level 1/10, half of
the characters which should be found in the symbol library start to
V. DOCUMENT RETRIEVAL AND KEYWORD SEARCH mismatch the symbol library. Furthermore, the compression ratio falls
The issues of document retrieval and keyword search are importénem 39.2: 1 to 24: 1. The same effect is observed for the TIC method
for document archiving and they should be considered as an integraplied without subband decomposition. At the same noise level, 35%
part of any document coding method. In most applications, a quesf/the characters are mismatched, and the compression ratio falls to
in a document library corresponds to a keyword search or a samg: 1. In such cases, a noise eliminating preprocessing is necessary.
image. The size of the character images is also critical in noise sensitivity.
The keyword or pattern search algorithm can be carried out ovéris more difficult to make symbol matching over small character
the character library of the low—low subimage and the locations whages, so the number of decomposition levels should be adjusted
the characters. If the character images of the word or phrase esstording to the size of the character images. It is observed that good
in the symbol library and if they occur consecutively in the locationoding and retrieval results can be obtained by a single level subband
database, then a match is found. In this way, the keyword search tideeomposition for 12-point document images scanned at 300 dpi.
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VI. CONCLUSIONS [17]

In this work, a multiscale textual image compression (TIC) method
is introduced. The document image is first decomposed into subifg;
ages using a binary subband decomposition structure. Next, the
locations of the character images in the subband domain are encod&.
In this way, higher compression ratios than regular TIC methods can
be obtained without introducing any visual degradation. [20

Performance of various subband decomposition structures are
experimentally tested, and it is observed that the binary wavelet
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1997.

T. Kohonen, J. Hynninen, J. Kangas, and J. Laaksonen, “SOM_PAK:
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transform and the binary nonlinear subband decomposition structuféy
produce comparable coding results.

A feature of the coding method is that the keyword search
or the creation of the symbol library can be carried out in the
coded bitstream in subbands. Other advantages of the subband
scheme include multiresolution image viewing and computational
efficiency. As a direct consequence of the subband decomposition,
a low-resolution imager; is obtained and it can be used for fast
preview purposes to decrease the bandwidth usage. The compression
of the textual image is a computationally costly operation. The
multiresolution approach reduces the encoding time as the pattern
matching is carried out in low-resolution images.

On Independent Color Space Transformations
for the Compression of CMYK Images

Ricardo L. de Queiroz

Abstract—Device- and image-independent color space transformations
for the compression of CMYK images were studied. A new transforma-
tion (to a YYCC color space) was developed and compared to known

nes. Several tests were conducted leading to interesting conclusions.
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