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Abstract—We propose a model for the energy consumption of a node as a function of its throughput in a wireless CSMA
network. We first model a single-hop network, and then a multi-hop network. We show that operating the CSMA network at a high
throughput is energy inefficient since unsuccessful carrier sensing attempts increase the energy consumption per transmitted bit.
Operating the network at a low throughput also causes energy inefficiency because of increased sleeping duration. Achieving
a balance between these two opposite operating regimes, we derive the energy-optimum carrier-sensing rate and the energy-
optimum throughput which maximize the number of transmitted bits for a given energy budget. For the single-hop case, we show
that the energy-optimum total throughput increases as the number of nodes sharing the channel increases. For the multi-hop
case, we show that energy-optimum throughput decreases as the degree of the conflict graph corresponding to the network
increases. For both cases, the energy-optimum throughput reduces as the power required for carrier-sensing increases. The
energy-optimum throughput is also shown to be substantially lower than the maximum throughput and the gap increases as the

degree of the conflict graph increases for multi-hop networks.

Index Terms—Carrier sense multiple access, energy efficiency, analytical models, performance analysis, throughput.

1 INTRODUCTION

To improve the battery lifetimes of wireless devices
and due to environmental considerations, the energy
efficiency of wireless communication protocols has to
be improved. There are many wireless communica-
tions protocols that employ a variant of the carrier
sense multiple access protocol (CSMA) due to its
simple and distributed nature (e.g., the IEEE 802.11
for WLANSs, IEEE 802.15.4 for WPANs and B-MAC
for sensor networks [1]). We here find the optimum
carrier-sensing rate and throughput which maximizes
the number of transmitted bits in a wireless CSMA
network for a fixed energy budget.

Recently, carrier-sensing rate adaptation algorithms
have been devised to achieve throughput-optimality
in a CSMA network [2]. In these algorithms, each
node senses the channel at a rate which increases
with its packet queue length (or virtual queue length).
As packet queues grow, the nodes may sense the
channel at arbitrarily high rates. However, the in-
creased energy consumption due to such increased
carrier-sensing rate has not been investigated to the
best of our knowledge. We here aim to quantify the
relationship between sensing rate, throughput and
energy consumption in a CSMA network.

We consider a saturated CSMA network where all
nodes always have a packet to send and employ non-
persistent CSMA [3]: If the channel is busy when a
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node senses the channel, it waits for an exponen-
tially distributed duration with mean A\~! and attempt
to transmit again. During the waiting time between
transmission attempts, the node can be either in the
idle listening state or in the sleeping state. For the rest
of the paper, we will refer to the waiting time between
transmission attempts as sleeping since the sleeping
state is the most energy saving state. However, the
proposed analysis is still applicable even when nodes
perform idle listening between transmission attempts.

We are interested in the following question: What is
the optimum value of A which maximizes the number
of transmitted bits for the lifetime of the node which
is limited by its energy budget. If X is selected too
small, the nodes will rarely transmit a packet and
spend most of their lifetimes in the sleep mode. In
this case, a node consumes its energy budget mostly
in the sleeping state albeit sleeping has minor energy
consumption. A very low A can improve the duration
of service but it will not improve the number of bits
that it can transmit during its lifetime.

If X is selected too large, the nodes will frequently
wake-up and sense the channel to transmit a packet.
Although it is usually omitted in the literature, each
time a node senses the channel and finds it busy, a
small amount of energy is spent without making a
transmission. So, a very high A will also result in
energy inefficiency.

We find the energy-optimum carrier-sensing rate,
A*, which minimizes the energy consumption per
transmitted bit. The energy-optimum rate exploits the
trade-off between the energy consumed for sleeping
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and energy consumed for carrier sensing. The energy-
optimum rate leads to an energy-optimum through-
put, o, which gives the energy-optimum operating
load for the network. To maximize the number of
transmitted bits for a given energy budget, the net-
work has to operate at a throughput of o*.

We first provide an analytical model for the energy
consumption of a single-hop CSMA network, and
then extend the analysis to a multi-hop network with
a random regular conflict graph. For both scenarios,
we analyze the energy consumed in various states
such as sleeping and carrier-sensing. We derive the
energy-optimum carrier sensing rate and the corre-
sponding energy-optimum throughput which mini-
mize the energy consumption per transmitted bit.
The energy-optimum throughput exploits a balance
between the energy consumed in the states of sleeping
and carrier sensing per transmitted bit.

For the single-hop network, we show that the
energy-optimum throughput is higher for larger net-
works because sleeping costs increase dramatically at
a low throughput with the number of nodes. Also, the
energy-optimum throughput increases as the power
required for carrier-sensing reduces in proportion to
the power required for sleeping. As sensing becomes
less expensive, the nodes should attempt to transmit
packets more frequently to minimize the energy con-
sumed per bit.

For the multi-hop case, we show that the energy-
optimum throughput depends on the degree of the
conflict of graph of the network and on the power
consumption of carrier sensing. We find that the
energy-optimum throughput reduces as the degree
of the conflict graph increases, i.e., as the interfer-
ence increases. Similar to the single-hop case, the
energy-optimum carrier sensing rate and the energy-
optimum throughput increase as the power required
for carrier sensing reduces.

In the next section, we present a review of the
relevant literature. The energy consumption analyses
for single-hop and multi-hop networks are given in
Sections 3 and 4, respectively. We derived bounds
for the energy-optimum throughput and maximum
throughput for the multi-hop case in Section 5. The
numerical evaluation of the proposed analysis is given
in Section 6. Section 7 presents the conclusions and
discussion.

2 RELATED WORK

The energy efficiency of the CSMA protocol is ana-
lyzed in the context of several different standards. To
evaluate the energy consumption of the IEEE 802.11
protocol, Bononi et al. [4] and Bruno et al. [5] analyzed
the slotted p-persistent CSMA to evaluate the tradeoff
between the throughput and the energy efficiency.
A more detailed model for energy consumption for
802.11 is presented in [6]. Energy efficiency of the

802.11 protocol in a multihop setting is analyzed in
[7].

Most of the MAC protocols for power-constrained
devices employ the non-persistent CSMA instead of
the p-persistent CSMA to eliminate idle listening.
Chan et al. [8] compared the energy efficiency of the
slotted non-persistent CSMA against the analysis of
the p-persistent CSMA given by [4], [5]. For the IEEE
802.15.4 standard, energy consumption of the slotted
non-persistent CSMA is also analyzed in [9], [10]. Sim-
ilarly, energy consumption of slotted CSMA/CA is
analyzed for uplink traffic in IEEE 802.15.4 networks
[11].

Most of these studies assume a time-slotted ver-
sion of CSMA since they are targeted for standards
with slotted operation. However, we here study a
continuous-time CSMA network. Also, these studies
are mostly confined to a single-hop network but we
perform an energy consumption analysis for multi-
hop topologies as well as a single-hop network.

There is also a large body of literature on energy
efficient MAC protocols for sensor networks [12].
These protocols usually focus on efficient duty cycling
schemes to synchronize senders with receivers to min-
imize idle listening [1], [13], [14], [15]. In this study,
we assume a perfect duty-cycling scheme in the multi-
hop scenario. Such a scheme can be approximated by
a secondary low power radio or by using a predictive
wake-up schedule such as the recently proposed PW-
MAC [16]. The results of our study provide insights
about the optimum operating load of such networks.

Capacity scaling laws of multi-hop wireless net-
works have been investigated in [17], [18], [19] and
throughput of CSMA networks have been investi-
gated in [20], [21], [22], [23], [24], [25].

Our work is also closely related to a recent line
of study on the optimal-CSMA which is developed
on the idealized CSMA model that we study in this
paper. It has recently been shown that throughput-
optimality can be achieved by a CSMA rate adap-
tation algorithm [26], [27], [28]. In these algorithms,
nodes sense the channel at a rate which is a function
of their packet queues (or virtual queues). As the
queues of nodes grow at high loads, nodes sense the
channel very frequently. Most of these carrier sensing
attempts, however, will show that the channel is busy
at high loads. Although a sensing attempt consumes a
small amount of energy in comparison to reception of
a packet, energy consumed for sensing may become a
significant fraction of the total energy as the number
of sensing attempts per packet increases. To the best
of our knowledge, the impact of frequent carrier-
sensing on the energy consumption has not been
considered in the optimal-CSMA research and our
work provides insights on the energy consumption
of such algorithms.

In this paper, we propose a protocol-independent
energy-consumption analysis of the non-persistent
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Fig. 1. A sample timeline of two nodes in a single-hop
scenario.

Fig. 2. (a) Markov chain for the single-hop case.
The stationary probabilities of the states except the
initial state gives the throughput of each node. (b) The
Markov chain can be condensed into two states by
combining all states that correspond to active transmis-
sions.

CSMA protocol for both single-hop and multi-hop
networks. Our results provide closed from expres-
sions describing the change of the energy-optimum
operating point of CSMA networks as a function of
the number of nodes (for single-hop networks) and
network degree (for multi-hop networks). Besides,
we investigate the change in the energy-optimum
operating point as the ratio of powers required for
carrier-sensing and sleeping changes.

3 SINGLE-HOP NETWORK

We first consider a single-hop network scenario where
the nodes transmit to a central base station. A timeline
of the transmissions of a node in such a single-hop
network can be seen in Fig. 1. The probability distri-
butions of durations are also shown in the timeline.
In the figure, node 2 transmits its second packet
after two unsuccessful carrier sensing attempts. In this
section, we analyze the energy consumption of such a
network and obtain the energy-optimum throughput
and carrier-sensing rate.

3.1

In the analysis of the single-hop CSMA, we use the
Markov chain model of CSMA which is proposed in
[29]. This model has been frequently used in the study

System Model

of optimal CSMA recently [2], [26], [27]. Based on this
model, the Markov chain for a single hop scenario can
be constructed as in Fig. 2 for a mean packet duration
of t;. For example, in the figure, the state (0,0,0,...,0)
corresponds to the state where none of the nodes are
transmitting and state (0,1,0,...,0) corresponds to
the case where only the second node is transmitting.
This model assumes instantaneous carrier-sensing, so
the collisions are avoided.

Instantaneous sensing assumption allows arbitrar-
ily large sensing rates to be handled by this model.
However, in reality, carrier-sensing takes a non-
negligible time which prevents the nodes to access
the channel at high rates. To incorporate the sens-
ing duration into the carrier sensing frequency while
preserving the zero-collision assumption, we obtain
a normalized sensing rate, 2\, by adding the sensing
duration, t., to the mean of the carrier sensing period,
1/

1

A= 1——.
1
X e

@
This implies that the carrier-sensing duration is also
assumed to be exponentially distributed. Although
the sensing duration is deterministic in reality, this
assumption does not lead to an inaccuracy in the
analysis as will be shown in Sec. 6. So, as A approaches
to infinity, A approaches to ;! which means that the
maximum sensing frequency is limited by the sensing
duration.

We define the throughput of a node, o, as the ratio
of the time spent to transmit a packet to the total
time. So, the throughput of nodes 1 to N corresponds
to the stationary probability of states (1,0,0,...,0) to
(0,0,0,...,1) in Fig. 2a. This Markov chain can be
condensed into two states, S; and S, by combining
all states that correspond to active transmissions as
shown in Fig. 2b. The stationary probability of the
combined state corresponds to the total throughput
of the network and can be written as:

L4 AN @

t

T2 = Otot —

Then, the throughput of a node in terms of A and X
is given by

A A
LN 4N+ 5)

®)

The maximum throughput per node can be obtained
as A approaches to infinity:

4)

Omax = /\lim o=
—00

N+ 5

l
The maximum throughput of a node is dependent on
the number of nodes sharing the channel and the ratio
of sensing duration to the packet duration.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.
IEEE TRANSACTIONS ON MOBILE COMPUTING

The inverse relationship between the throughput
and the carrier-sensing frequency can be obtained by
taking the inverse function of (3):

g

/\:tl(l—NU)—tco' ©)

for 0 < opax.

3.2 Energy Consumption Model

We are interested in determining the energy spent for
transmission, sleeping and carrier sensing per trans-
mitted bit. The duration between the transmissions
of two successive packets consists of time spent for
carrier sensing and time spent while sleeping. Since
throughput equals to the ratio of the average packet
duration to the sum of the average packet duration
with the mean inter-transmission duration, it is pos-
sible to obtain the mean inter-transmission duration
in terms of throughput by solving

t _
L+ B[] ©
which gives the solution as
E[T)] = tul-o) @)

g

The inter-transmission duration includes several
carrier-sensing periods which consists of a sleeping
period and a carrier-sensing operation. If the carrier-
sensing operation is unsuccessful, the sensing period
is repeated. Since the mean of sleeping duration be-
tween carrier sensing attempts is § and the mean
carrier sensing duration is ¢., it is possible to com-
pute the share of sleeping and carrier sensing in the
inter-transmission duration. The mean time spent for
carrier sensing per packet can be found using (5) as
t(l—o) t. t.(1—o0)

E[T.) = =
7] o %—&-tc 1—No ®

and mean time spent for sleeping per packet is given

by

=

©)
Since the mean packet duration is ¢;, i.e., E[T}] = 1;,
total energy consumption per packet is given by

_ te(l—o0)
ElEy] = WPC (10)
(I1-0)(t; (1= No)—te.o)

O’(l*NU) P+t P;.

where P., P; and P, correspond to the power con-

sumed while carrier sensing, sleeping and transmis-

sion, respectively. Then, energy per transmitted bit is

given by

BlE,]
LR

E[Ey] = (11)

4
TABLE 1
List of Notations
Symbol H Definition
o Throughput per node
Ttot Total throughput in the network
o* Energy-optimum throughput per node
oo Energy-optimum total throughput in the network
omax Maximum throughput per node
A Carrier-sensing rate
A Normalized carrier-sensing rate
A* Energy-optimum carrier-sensing rate
t Packet duration
te Carrier-sensing duration
N Number of nodes
P Transmit power
Py Receive power
Pe Power spent during carrier-sensing
Py Power spent during sleeping
T; Inter-transmission duration
T Time spent for transmission per packet
T Time spent for reception per packet
Te Time spent for carrier sensing per packet
Ts Time spent for sleeping per packet
R Data transmission rate
Ep Energy consumed per transmitted packet
Ey Energy consumed per transmitted bit

where R is the data transmission rate. Energy per bit

has a single minimum for ¢ < op,,x, so the energy
OE[E,)

minimizing o can be found by solving =5—* =0 as
1
ot = — (12)
e w(N=1)+ N

and the corresponding energy-optimum carrier-
sensing rate can be found by substituting (12) into
(3) as

1

VERE (N 1) — ¢,

A= (13)

for o* < g™max,
Then, the total energy-optimum network through-
put is given by

N
\/PC;,SPS teti(N — 1) — ¢,

* . *
Oiot = No™ =

(14)

The total energy-optimum throughput decreases as F.
gets larger in comparison to P; which means that o,
reduces as the carrier sensing gets more expensive.
Also, as N increases, o3, increases because the sleep-
ing costs increase faster than the carrier sensing costs
as N increases. In the limit as N — oo,0},, — 1.
A detailed discussion of the properties of o}, is
presented in Section 6.1.
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4 MuLTI-HOP NETWORK

We now study a multi-hop network where nodes
both transmit and receive packets unlike the single
hop scenario where the nodes only transmit to a
base station. Similar to the single-hop case, each node
always has a packet to send and wakes up after
exponentially distributed periods with mean A~! and
senses the channel. If the channel is idle, the node
transmits the packet to one of its neighbors. If a node
is not transmitting or receiving a packet, it sleeps to
conserve energy. In our model, we assume that the
sender and receiver of a packet are perfectly synchro-
nized, both wake-up at the same time to complete
the transmission. If the channel is busy when the
sender wakes up, it sleeps again and wake-up after an
exponentially distributed period with mean A~*. We
are interested in the energy-optimum value of A which
minimizes the energy consumption per transmitted
bit, hence maximizes the number of bits that a node
can transmit during its lifetime.

4.1

We perform our analysis on the conflict graph of
links in the network. A conflict graph represents
the interference relationships among links between
wireless nodes in the network as shown in Fig. 3. A
directed link in the network is represented by a vertex
in the conflict graph and there is an edge between
vertices in the conflict graph if the corresponding
links are interfering with each other. In such a model,
there are no hidden terminals and the propagation
delays between nodes are negligible, so collisions are
avoided. This model has recently been used in the
design of throughput-optimal CSMA [26], [27].

For the sake of analysis, we consider a random
regular conflict graph, i.e., each vertex in the con-
flict graph has the same number of neighbors, d.
We assume that the transmission and reception links
of a node in the wireless network correspond to a
neighboring node pair in the contention graph. The
nodes have saturated traffic and each node senses the
channel at independent and exponentially distributed
intervals with rate A. If a node senses that there are
no conflicting transmissions, it starts a transmission
for an exponentially distributed duration with mean
t.

System Model

4.2 Energy Consumption Model

In order to quantify the energy consumption per bit,
we first have to obtain a relationship between the
carrier-sensing rate and throughput. For the single-
hop case, the throughputs can be easily obtained by
solving the Markov chain given in Fig. 2. Although a
similar Markov chain can be constructed for a multi-
hop network, it requires enumeration of independent
sets of the conflict graph which is computationally

Fig. 3. A wireless network topology and the conflict
graph of its links. Lines with arrows indicate the links
in the network topology and dashed lines indicate that
two nodes are within the interference range of each
other without having a link between them.

difficult. Besides, a different Markov chain has to be
constructed for each topology. For that reason, we
here focus on random regular conflict graphs which
have a surprisingly similar throughput-sensing rate
relationship with a special type of graphs known as
the Cayley tree. In a Cayley tree, each node except
the leaf nodes has the same number of neighbors,
d. The relationship between throughput and carrier
sensing rate in a Cayley tree graph is investigated in
the context of loss networks by Kelly [30]. The random
regular and Cayley tree conflict graphs can be seen in
Fig. 4.

In this analysis, all non-leaf nodes have the same
channel sensing rate whereas the channel sensing
rates of leaf nodes are adjusted so that they have the
same throughput with internal nodes. The relation-
ship between the throughputs of nodes, o, and the
channel sensing rate of internal nodes, J, is obtained
using a fixed point equation. We here only present
the results and omit the details of the analysis, but
the readers may refer to [30], [31] for more details.
According to this analysis, the stationary probability
of a node being active, i.e. the throughput of a node,
is given by

1—a
o= (15)
where q is the solution of
fl@)=va®+a—-1=0. (16)

and v is the call arrival rate for calls with unit mean
duration. In our case, the packet lengths are not equal
to one so v = At; where A is the normalized sensing
rate and ¢; is the packet duration. Equation (16) has
a unique solution since f(0) = —1, f(1) = v > 0 and
f'(a) > 0.

If the solution of (15) is substituted into (16), the
normalized carrier-sensing rate corresponding to a
given throughput can be obtained as

(1—-20)"%41 -0)¥ o
t

A= (17)
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Fig. 4. (a) A Cayley tree where each node has d neighbors except leaf nodes. (b) A random regular graph with

a degree of d.

which leads to the following relationship between
throughput and the carrier-sensing rate considering

(1):

g

A= .
—teo + (1 —20)3(1 —o)l—d

(18)

To have A > 0, the following condition has to be
satisfied

(1—-20)%41 - o)t - t

= 1
5 i (19)
which poses an upper bound on o:
o< O—Zlnax' (20)

max

Rewriting (19), 03*** is the solution to the equation:

max d max
1— 20} _ tj oy . 21)
1 — gpax t 1 — olpax
For d = 2, the maximum throughput, ¢3"*%, is given
by
1 1
omax — (22)

2 g fag1

For d > 2, we obtain lower and upper bounds on
o7**, which are presented in Sec. 5.

Similar to the single-hop case, it is possible to
obtain the mean duration between two successive
transmissions by solving

t _
utBI 7 >
which gives the solution:
t(l—o
E[T}] = % (24)

During an inter-transmission time, a node can be in
any of three different states: It can be sleeping, carrier-
sensing or receiving a packet. Since each transmit-
ted packet has to be received by another node in
the network, the total number of transmissions and
receptions in the network must be the same. In the
studied random regular network, each node has the

same number of neighbors and has the same carrier-
sensing rate so the behavior of nodes are symmetric.
For that reason, the number of packets that a node
transmits equals to the number of packets it receives
on the average when the network is monitored over
a long period of time:

o B (2)

AR BN

(25)
where N;(t) and N, (t) correspond to the number of
packets that a node transmits and receives within
a time period t, respectively. Since there is a trans-
mission at the beginning of each inter-transmission
time, i.e., there are N;(¢)—1 inter-transmission periods
within a duration of ¢, the expected time spent in
receiving a packet during an inter-transmission time
equals to the transmission duration of one packet:

E[T,] = lim E[Nr(t)]tl

SR BN -1 "

(26)
However, it should be noted that this is an average
behavior, there can be more than one receptions or no
receptions during a specific inter-transmission time.
Remaining time of the inter-transmission duration is
shared between the time spent for carrier-sensing and
time spent for sleeping. Time spent for sleeping can
be written as

1
A

T +te o

Using the relationship between A and ¢ given by (18),

E[T;] can be obtained only in terms of ¢ as

_ty = 3o —t(1 —20)1 (1 - 0)%0 + 2,07
o o — o2 ’

E[T4]

(28)
Time spent for carrier-sensing can similarly be written
as

=t.(1-20) "4(1—0)4" L,
(29)
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Then, total energy consumption per packet is given
by
E[Ep| =E[T,]Ps + E[Tc|Pe + E[T}| P, + E[T,| P, (30)

1
=t (PT + P+ Ps (2 + U)) + 31)
(P. — P)t.(1 —20)' 741 — o)1 (32)
and the energy per transmitted bit is given by
ElE,]
ElE,] = YR (33)

The energy-optimum throughput, ¢, which mini-
mizes E[E] can be found algebraically by solving
% = 0 as given by

Pt
(d—1)(P.— Py)to(1—20)"41—0)472 - 021 =0 (34)
The solution for d = 2 can be found as
1
(35)

0—2 B 2 + (Pc_PS)tc ’
V Psty

For d = 3 and d = 4, it is also possible to obtain a
close form expression for ¢ but we do not present
these results here due to space constraints. For d > 5,
a numerical solution has to be obtained but we pro-
vide several bounds for the optimum throughput in
the next section. The corresponding energy-optimum
carrier-sensing rate for d = 2 can be found by substi-
tuting (35) into (18) as:

ti+ 4/ (% —1)tety
te(ti(F —2) — Jteti(3 — 1))

Ay = (36)

* max
for o5 < o5,

5 BOUNDS ON THE ENERGY-OPTIMUM
THROUGHPUT AND MAXIMUM THROUGHPUT

The exact solution of the maximum throughput and
the energy-optimum throughput are presented only
for the d = 2 case. In this part, we obtain lower and
upper bounds on the maximum throughput, o7**,
and the energy-optimum throughput, o, where o 7**
is the solution to (21) and ¢, is the solution to (34).

5.1
Uénax
Since o§** < 3, right hand side of (21) can be
bounded as

Lower bounds on the maximum throughput,

max d max
1207 _te 0§t _te 37)
1 — ghax 1 —opax = g
giving the following lower bound:
t .
o > L £ o™ (38)

1/d —
()

Another lower bound can be found by rewriting (21)
as

P\
(1— 207 = f(o™, d) (h) (39)
where
max max Jtrinax 1/d
f(gd ?d):(l_gd ) <1_O_énax> . (40)

For 0 < o™ < 1, f(0™,d) has a single maximum
at o™ = L since f/ > 0if o™ < L and f/ < 0 if

oax > 1 Hence,
1/d
le
— 41
<tz) @

o= () (e

which gives the following lower bound:

max -, 1 (d — 1)(175) le Yl A _max,2
O— — —_— —_— pr—
d =9 2d t —d

1/d

(42)

5.2 Upper bound on the maximum throughput,
O,énax

An upper bound on ¢'** can be found using an
approximation of (21) as o'** — 1:

max d max
1— 207 :E oy _ te (43)
1 — gmax tl—ohex Ty
which can be written as
te) @
1—200" =~ (1 —o™) <t> . (44)
l

max

Since (1 — o}

on g %%

) > 3, an approximate upper bound
is given by

1
1 1/t \*
O,maxgi_i e éﬁmax'
d ~ 2 4(tl d

It is should be noted that the bound gets tighter as

max 1
Tq" 3

(45)

5.3 Lower bound on the

throughput, o,

(34) can be rewritten as

energy-optimum

B B 1/d
(Pc Ps)tc(d 1)) (46)

11— 20 = glog.a) (L=

where

o 2/d
d > (1—a3). (47)

*
1—07

staind) = (

Since ¢ > 0 if 0 < 2 and ¢’ < 0 if 0 > 2 for
0 < 0} < 1, g has a single maximum at 0; = 2. Then,
an inequality can be written as

1-20% <
L2 ((Pe=Pte(d—1) 1/d
d Put,

2
d
(i2)
(48)

2/d
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which gives the following lower bound:

(d—2)0-D (w)i )

Psty .
— =04-

d(2'-7)

oy > (49)

N | =

5.4 Upper bound on the

throughput, o

energy-optimum

It is possible to write (34) as a fixed point equation
which can be bounded as given by:

d
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which gives an upper bound on ¢;:
~1
oy < \/(d — 1)(15;_ Plte 1) 245 1)

5.5 Lower bound on o} /c**

A lower bound on the ratio 0);/0** can be obtained
by dividing the lower bound for ¢ by the upper
bound for g***:

* *
0d -~ 94
max ~ —max
04 04

‘ 1/d
2 (d—45(d—2)1—§ (W) )

(2-(0)"")d

(52)

5.6 Upper bound on ¢j/o >

Dividing 7; by o', an upper bound on the ratio
max

o} /o** can be obtained as:
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Similarly, dividing 7 to ¢’} gives another upper
bound:
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6 NUMERICAL RESULTS
6.1

We first investigate the accuracy of the proposed
energy consumption analysis for the single-hop case.
We performed simulations for N = 5, 10 and 100. Sim-
ulation parameters are based on the measurements
from the Mica2 mote reported in [1]: P, = 60mW,
P. = P = 45mW, P, = 0.09mW, ¢ = 15ms,
t. = 0.35ms and R = 19.23Kb/s. For each N,
we performed simulations by increasing A and we
recorded the corresponding throughput and energy
consumption in the network.

Fig. 5a presents the total energy consumption as
the total throughput in the network increases. Figure
also depicts (11) versus No which matches with the
simulation results. The two components of energy
consumption, energy consumed while sleeping and
carrier-sensing, are plotted in Figs. 5b and 5c, re-
spectively. The high accuracy of the match between
simulation and analytical results shows that the as-
sumption of exponentially distributed carrier-sensing
durations does not affect the accuracy of the analysis.

From Fig. 5a, it can be observed that the energy
consumption is high at both ends of the through-
put axis. At low throughputs, the energy consumed
while sleeping (Fig. 5b) dominates the total energy
consumption whereas energy consumed while carrier-
sensing (Fig. 5¢) dominates the total energy consump-
tion at high throughputs.

It can be observed that the energy consumption per
bit is higher for networks with a larger number of
nodes. The main reason of this increase is associated
with the increased sleeping costs with N as it can be
seen in Fig. 5b. In a single-hop network, only a single
node can transmit at a time so the rest of the nodes
are sleeping. This results in an approximately linear
increase in the sleeping costs with N so total energy
consumption increases with V.

It can also be observed that the energy-optimum
total throughput increases as N increases. Fig. 6 plots
the energy-optimum total throughput as the number
of nodes increases along with the proposed optimum
throughput given by (14). The reason behind this
increase is the different behaviors of energy consumed
while sleeping and carrier-sensing as the number of
nodes increases. The energy consumed while sleeping
increases approximately linearly with the number of
nodes. On the other hand, the energy consumed for
carrier-sensing does not increase significantly with the
number of nodes as it can be observed from Fig. 5c.
So, the trade-off throughput tends to increase as N
increases since the sleeping costs are lower at high
throughputs.

Fig. 7 plots the optimum carrier-sensing frequency
per node as the number of nodes increases. The figure
also depicts (13) obtained from the analytical model.
The model predicts the optimum carrier-sensing rate

Single-hop Network
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Fig. 5. Energy consumption per node in the single-
hop network. (a) Total energy consumption (b) Energy
consumed while sleeping (c) Energy consumed while
carrier sensing.
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Fig. 7. Energy-optimum carrier-sensing rate per node
as the number of nodes increases for the single-hop
network.

per node very accurately. To achieve energy minimiza-
tion per bit, the nodes should reduce their carrier-
sensing frequency approximately in proportional to
1/v/N as it can be deduced from (13).

Figs. 8 and 9 depict the energy-optimum carrier-
sensing rate and energy-optimum throughput as the
ratio of P./P, changes, respectively. As the cost of
carrier-sensing increases with respect to sleeping, the
nodes need to sense the channel less frequently to
minimize energy consumption per bit, so the energy-
optimum rate and throughput reduces.

6.2 Multi-hop Network

To evaluate our analytical model for multi-hop net-
works, we performed simulations for random regular
conflict graphs with d = 2,3 and 10, which are created
by the topology generation algorithm proposed by
Viger [32]. Each simulated conflict graph consists of
1000 nodes.
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We first investigate the accuracy of the relationship
between the carrier sensing rate and the throughput
given by (15) and (16) for random regular conflict
graphs. Although the analysis is for a Cayley tree
conflict graph where each internal node has a degree
of d, we performed simulations for both the tree
conflict graph and the random regular conflict graphs
where each node has a degree of d for a unit packet
length. As it can be seen from Fig. 10, the analysis
is highly accurate for random regular conflict graphs
as well as the Cayley-tree conflict graph. This result
suggests that the relationship between the throughput
and the carrier sensing rate mainly depends on the
degree of the conflict graph.

We now investigate the energy consumption of the
multi-hop network with the same parameters as the
single-hop case as given in Sec. 6.1. The average
energy consumption of the network per transmitted
bit and the components of the energy consumption are
shown in Fig. 11 for d = 2, 3 and 10 along with the val-
ues obtained from the proposed analytical model as
given by (33). At low throughputs, sleeping increases

10

Throughput, ¢

X % Random Regular
0.05 O Tree

Analysis

. .
0 5 10 15 20
Carrier sensing rate

Fig. 10. Relationship between the throughput and the
carrier sensing rate for tree conflict graphs and random
regular conflict graphs with d = 2,3 and 4.

the energy consumption per transmitted bit, and at
high throughputs, the energy spent for carrier sensing
dominates. As d increases, the energy spent for carrier
sensing becomes significant because the probability
that a carrier sensing attempt fails increases due to
higher interference.

Fig. 12 plots how the energy-optimum carrier sens-
ing rate changes as a function of P./P;. As the energy
consumption for carrier sensing increases, the energy-
optimum carrier sensing rate reduces. Each failed car-
rier sensing attempt wastes energy—if carrier sensing
is very expensive, nodes need to be less aggressive in
order to reduce the probability of finding the channel
busy. Fig. 13 plots the corresponding energy-optimum
throughput obtained. For d = 2, (36) and (35) closely
match with the energy-optimum carrier sensing rate
and the energy-optimum throughput. For d = 3 and
d = 10, the numerical solution of (34) is used to
obtain the energy-optimum throughput and the result
is substituted into (18) to obtain the energy-optimum
carrier-sensing rate.

6.3 Bounds on the ¢'** and ¢}, for the multi-hop
network.

In this part, we demonstrate the change in the o
and 0)"** with d and evaluate the performance of the
proposed bounds. Fig. 14 plots 0]'*" as d increases
for i—; ~ 0.02 which corresponds to the simulation
parameters used in this section and for ’;—; = 0.001
which is the case where carrier-sensing takes a shorter
time in comparison to the packet duration. In this
figure, the lower and upper bounds on ¢7]** derived
in Sec. 5.1 and Sec. 5.2 are also depicted. At low
degrees, gglax’Q provides a better lower bound but
a7®%! performs better at higher degrees. On the other
hand, the upper bound 7;*** is tight for small values
of d but it becomes looser as d increases. One of the

reasons behind this behavior is that the approximation
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made in the derivation of 7;'** gets more accurate as

maz _) 1

F1g 15 plots the energy-optimum throughput o,
along with its lower and upper bounds. For t" ~ 0.02,
o}, results in negative values for d < 8 but its tlghtness
improves as d increases. For = = 0.001, ¢ provides a
very tight bound by dlffermg less than 0.1% from o7
at d = 20. The upper bound &7} is loose for £ = 0.001,
however, it prov1des an upper bound whlch changes
nearly parallel to o) for il = 0.02 for the considered
range of d values.

The ratio of the energy-optimum throughput to
the maximum throughput is plotted in Fig. 16 along

. a [
w1th the lower and upper bounds s, Utfai,l and
o)

W It is observed that the ratio Ui—@ decreases
=d d
as d increases. For i—‘; = 0.001, the upper bounds

are loose. Since the energy-optimum throughput can-
not exceed the maximum throughput, only values

less than one are depicted in Fig. 16b. However, for
%‘ ~ 0.02, the upper bounds demonstrate that the

energy-optimum throughput cannot exceed half of the
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6.4 Comparison of non-persistent CSMA with 1-
persistent CSMA

In this part, we compare the non-persistent CSMA
with 1-persistent CSMA in terms of energy consump-
tion. In the non-persistent CSMA, a node sleeps for
a random amount when it finds the channel busy
during its transmission attempt. In the 1-persistent
CSMA, however, a node continues to sense the chan-
nel if it finds the channel busy [3]. The node imme-
diately transmits its packet as soon as the channel
becomes idle.

We performed simulations to compare the energy
consumption of both protocols. To do a fair compari-
son, we have implemented the zero-collision assump-
tion that we have incorporated for the non-persistent
CSMA in the simulations of the 1-persistent CSMA:
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14. Maximum throughput as a function of d for the multi-hop network for &) j= ~ 0.02 b) §= = 0.001
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= 0.001

If more than one node is waiting for the channel
to become available to transmit a packet, we have
allowed only one of the nodes to transmit its packet
so that a collision is prevented while remaining nodes
continue to sense the channel.

Fig. 17 presents the energy consumption of both
protocols as a function of throughput for a single-
hop scenario with 50 nodes. At low throughputs, the
energy consumption of both protocols do not differ
significantly because nodes do not frequently find the
channel busy in both cases. So, both protocols behave
in a similar fashion which results in a similar energy
consumption. However, as the throughput increases,
energy consumption of the 1-persistent CSMA pro-
tocol significantly increases because nodes frequently
find the channel busy and continue to listen the
channel to capture it when it becomes idle. In the non-
persistent scenario, on the other hand, the nodes go
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Fig. 17. Energy consumption comparison of 1-
persistent CSMA versus non-persistent CSMA for the
single-hop scenario.

to sleep when they find the channel busy. Since the
energy consumption of channel sensing is very high
in comparison to sleeping, the energy consumption
of 1-persistent CSMA is higher than non-persistent
CSMA at higher throughputs. For that reason, non-
persistent CSMA should be preferred for battery-
limited wireless applications.

7 CONCLUSIONS

We proposed an energy consumption model of a node
in a CSMA network. The proposed model shows that
the number of failed carrier sensing attempts signif-
icantly increases at high throughputs causing energy
waste. On the contrary, at low throughputs, nodes
sleep during most of their lifetimes which also results
in energy waste as far as the energy per transmitted
bit is considered. We derived the energy-optimum

carrier sensing rate and the corresponding energy-
optimum throughput for both a single-hop network
and a multi-hop network.

For single-hop networks, we observe that the
energy-optimum throughput increases with the num-
ber of nodes sharing the channel. On the other hand,
the energy-optimum throughput reduces with the de-
gree of the conflict graph for multi-hop networks. For
both the single-hop and multi-hop case, our results
suggest that as the power required for carrier sens-
ing increases, the energy-optimum sensing rate and
throughput reduce. By proposing several bounds, we
show that the energy-optimum throughput cannot ex-
ceed approximately half of the maximum throughput
for the simulation parameters obtained from Mica2
measurements.

Our results have implications for the design of
adaptive optimal-CSMA algorithms. We observe a
dramatic increase in the carrier-sensing rate as the
throughput approaches its limit, as a result, the energy
consumption also increases significantly. The trade-
off between the energy consumption and throughput
has to be considered in the design of adaptive MAC
algorithms.
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