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Summary.—There is a rich array of evidence that suggests that changes in
sleeping patterns affect an individual’s decision-making processes. A nationwide
sleeping-pattern change happens twice a year when the Daylight Saving Time
(DST) change occurs. Kamstra, Kramer, and Levi argued in 2000 that a DST change
lowers stock market returns. This study presents evidence that DST changes af-
fect the relationship between stock market return and volatility. Empirical evidence
suggests that the positive relationship between return and volatility becomes nega-
tive on the Mondays following DST changes.

Calendar anomalies in the securities markets are of considerable in-
terest to portfolio managers and investors. Several studies have found
that market returns are different on different days of the week, different
months of the year, at the turn of the month, and before holidays. Recent
studies find evidence of new financial market anomalies for market re-
turns after Daylight Saving Time (DST) changes. According to these stud-
ies, change in market participants’ behavior is linked to the disruption
of sleep patterns (desynchronosis), which decreases returns. According-
ly, Kamstra, Kramer, and Levi (2000) argued that DST-change weekends
are followed by large negative and statistically significant returns. They
claimed that desynchronosis causes anxiety; because of this anxiety, trad-
ers choose safer investments and thus returns decrease. However, Pinegar
(2002) questioned the conclusions of Kamstra, et al., arguing that the DST
effect is significant only for the fall change and that the effect is caused by
outliers associated with major events. Kamstra, Kramer, and Levi (2002)
countered this argument based on methodological and international evi-
dence. They showed that the DST effect arises not only due to extreme
negative observation in the lower tail, but also because of a lack of positive
return observation. On the other hand, Worthington (2003), Lamb, Zuber,
and Gandar (2004), and Boido and Fasano (2005) examined the presence
of the DST effect in the Australian, U.S., and Italian stock markets, respec-
tively; similar to Pinegar (2002), they could not find statistically significant
evidence of the DST effect on returns. Moreover, after studying empiri-
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cal evidence from 22 stock markets around the world, Gregory-Allen, Ja-
cobsen, and Marquering (2010) could not find statistically significant ev-
idence of a DST anomaly in stock returns. For U.S. markets, Berument,
Dogan, and Onar (2008) investigated the possible effect of DST changes on
stock market return volatility, as well as on the return itself. They found
that DST changes do not affect stock return or volatility.

Not finding statistically significant evidence of lower returns from
DST changes by this method does not mean that this effect is not there.
There may still be an effect, but it may be occurring for a reason not yet
examined. O'Brien and Mindell (2005), Killgore, Balkin, and Wesensten
(2006), and Killgore (2007) argued that sleep problems are associated with
a higher risk tolerance. The purpose of this study is to provide evidence
that lower stock market returns after DST changes are due to a higher risk
tolerance (or a lower risk perception)—risk-return relationships change to
negative on the dates after the DST changes.

DAyLIGHT SAVING TIME CHANGES, RETURN, AND VOLATILITY

Sleep is like food for the brain, yet getting enough quality sleep is
a problem for many people. The greater part of sleep research suggests
that sleep loss or gain is common among shift workers and pilots who
suffer from jet lag. Even minor sleep imbalances and disrupted circadi-
an rhythms contribute to judgment errors, processing information less
efficiently, and a poorer ability to stay focused on routine tasks (Coren,
1996c). A National Sleep Foundation poll (2001) found that people who
suffer from a disruption in their sleep pattern are more impatient or irked
and are more likely to make mistakes. Additionally, they suffer more dif-
ficulties in making decisions and listening carefully to others. The physi-
ological demands of rotational shift work and jet lag have the potential to
affect decision-making ability negatively. Drummond, Gillin, and Brown
(2001) suggested that de-synchronosis can increase errors of omission, in-
crease errors of commission, and decrease time spent on a task. Sleep dis-
ruption negatively affects a variety of tasks (Moorcroft & Belcher, 2003),
including those that are not routine and for which higher-level cognitive
skills are required.

Every spring in April, clocks are moved forward one hour, and in
November, clocks are moved back one hour. In most of the U.S., this has
been done officially since 1966. Some researchers have found that Day-
light Saving Time changes increase traffic accidents. Varughese and Allen
(2001) reported a significant increase in crash counts in the U.S. immedi-
ately following the shifts to DST in the spring and fall. They argued that
these crashes are due to the physiological adjustments and to behavioral
responses to “forced changes in the circadian rhythms,” as well as to the
sleep loss in the springtime. Coren (1996a, 1996b) found a significant in-
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crease in traffic accidents in Canada and in other types of accidents in the
U.S. after springtime adjustments, but found no statistically significant
effect of the DST changes in the fall on automobile crashes. Other stud-
ies, such as Monk (1980) and Hicks, Lindseth, and Hawkins (1983), found
increases in traffic accidents following the spring shift to DST, but also
failed to find any statistically significant decrease following the fall time
change. On the other hand, Ferguson, Preusser, Lund, Zador, and Ulmer
(1995), Broughton and Sedman (1989), and Meyerhoff (1978) showed a re-
duction in road fatalities, specifically for pedestrian crashes, after a DST
change. As mentioned above, although some researchers could not find
any link, Kamstra, ef al. (2000) examined the DST effect on investor be-
havior. Their empirical evidence suggests that in the U.S., U.K,, and Ca-
nadian stock markets, DST weekends are typically followed by large neg-
ative returns in market indexes, and they are lower than those of regular
weekends.

The adverse effects of sleepiness also include problems dealing with
unexpected events in which risks need to be realistically assessed. Sleepi-
ness affects various daytime functioning abilities. Clinical and controlled
laboratory studies indicate that sleep disturbance is associated with emo-
tional changes and increased risk taking and affects performance of stra-
tegic cognitive tasks. O’Brien and Mindell (2005) reported that adolescents
with more sleeping problems display significantly more risk-taking be-
havior and that higher risk-taking behavior increases immediate threats,
such as a higher incidence of traffic accidents, unplanned pregnancies,
and infectious diseases. Moreover, studying the Iowa Gambling Task,
which is thought to simulate real-life decision making, Killgore, et al.
(2006) showed that sleep-deprived participants choose higher-risk tasks.
By administering the Brief Sensation Seeking Scale, Evaluation of Risks
Scale, and Balloon Analog Risk Task Scales, Killgore (2007) reported that
sleep disturbances produce changes in risk-taking and sensation-seeking
tasks. Brown, Tickner, and Simmonds (1970) showed that sleep depriva-
tion due to extended driving increases risky decisions, such as passing
with low visibility or forcing other drivers to adjust their speed to permit
the tired driver to pass.

A significant academic tradition links stock market return with risk.
To communicate price behaviors in a simple theoretical model, Merton’s
capital asset pricing model (1973) showed that the conditional excess mar-
ket return is a linear function of its conditional variance (the risk compo-
nent) and its covariance with investment opportunities (the hedge compo-
nent). In a later study, Merton (1980) argued that under certain conditions,
the conditional market return is proportional to its conditional variance,
and the hedge component is negligible. Capital asset pricing models as
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developed by Markowitz (1952), Sharpe (1964), Lintner (1965), and Mos-
sin (1966) assumed an efficient capital market. According to these mod-
els, if investors are risk averse, they have the same expectations of stock
performances and earnings, and then the relationship between return and
variance or risk should be positive. Conversely, if investors are risk lovers,
they will prefer risky portfolios, with the expectation of extra returns, and
then the relationship should be negative.

Fama and MacBeth (1973) examined the relationship between average
return and risk for the New York Stock Exchange (NYSE). They could not
reject the hypothesis that the pricing of common stocks reflects the attempts
of risk-averse investors to hold portfolios that are “efficient” in terms of ex-
pected value and dispersion of returns. Jacob (1971) examined the efficient
market hypothesis for the NYSE, and the results showed a significant posi-
tive relationship between realized return and risk. Jensen, Black, and Scho-
les” evidence (1972), which is based on an asset pricing model, indicated
the existence of a positive linear relationship between risk and return for
the NYSE. More recent studies promote the appropriateness of using con-
ditional variance models such as ARCH and GARCH processes to proxy
for risk, such as French, Schwert, and Stambaugh (1987), Connolly (1989),
Baillie and DeGennaro (1990), and Berument and Kiymaz (2001).

The purpose of this paper is to assess whether there exists a relation-
ship between return and risk (when risk is measured with volatility) with
DST changes. If disruption of sleep is associated with risk-taking behav-
ior, then if people take risks after DST changes and if risk is linked to re-
turn, the risk-return relationship with DST changes should change.

Darta

In this study, in order to be able to match and compare results, the au-
thors chose the same indexes as Kamstra, et al. (2000), which have the larg-
est and most liquid stocks in the markets: the NYSE, the Standard & Poor’s
500 (S&P500), the National Association of Securities Dealers Automated
Quotations (NASDAQ), and the American Stock Exchange (AMEX). The
data consist of both equal- and value-weighted daily indexes and are col-
lected from the Center for Research in Security Prices (CRSP). The data
span for the NYSE, S&P500, and AMEX indexes starts from January 3,
1967, and the NASDAQ index starts from December 15, 1972. The data
span for all indexes ends on June 29, 2007.

These indexes play central roles in stock market performance mea-
sures, are continuously covered by major media, and consistently attract
attention from investors, academic researchers, and policy makers. Blume
and Stambaugh (1983), Brennan and Schwartz (1985), and Canina, Mic-
haely, Thaler, and Womack (1998) found systematic differences between
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equal-weighted portfolios and value-weighted portfolios. In order to ad-
dress this, the present authors used equal- and value-weighted indexes.

Daylight Saving Time has been used in some parts of the U.S. since
World War I, and its use gradually increased. In the early 1960s, the ob-
servance of DST was quite inconsistent, with no agreement about when to
change clocks. By 1966, Congress decided to step in and end the confusion
by establishing one pattern across the country. For that reason, the data
span starts in 1967. Until 1986, Daylight Saving Time began on the last
Sunday of April and ended on the last Sunday of October. U.S. law was
amended in 1986 to begin DST on the first Sunday in April. Then, begin-
ning in 2007, most of the United States began DST on the second Sunday
in March and reverted to standard time on the first Sunday in November.
There were no time changes in the year 1974. After analyzing the infor-
mation, the dummy variable for DST was used for the first business day
after the DST change and values of one and zero were assigned otherwise
for analyses.

In Table 1, the mean from the daily return data was calculated. This
gives the expected returns of the four series (NYSE, S&P500, NASDAQ,
and AMEX) for their equal- and value-weighted indexes for Mondays,
DST (Mondays with DST changes in both spring and fall), DST Spring
(Mondays with DST changes in the spring, when one hour is lost), and
DST Fall (Mondays with daylight saving change in the fall, when one hour
is gained). The expected returns of Mondays are always negative, while
on “Other Days,” expected returns are positive for all indexes. The mean
DST, DST Spring, and DST Fall Mondays are always negative and smaller
than the mean regular Mondays for every index. When DST changes in
spring and fall are compared, the mean returns are more strongly negative
in the fall. Table 2 reports the variances of the daily returns for all indexes.
Among DST, DST Spring, DST Fall, and Mondays, the highest volatilities
are observed for DST Fall. On the other hand, regular Monday volatilities
are always higher than the Other Days’ volatilities for all indexes.

MoDEL AND ESTIMATES

In this paper, to examine the effect of DST changes on the return-vol-
atility relationship, a version of Nelson’s Exponential Generalized Au-
toregressive Conditional Heteroskedastic (EGARCH; 1991) model for
volatility was considered. EGARCH models do not require non-negative
constraints for estimated parameters, and the model allows for the asym-
metry of news or shocks on the conditional variance, /. To estimate the
DST effect in the return equation, R, one could estimate the model such

that, first, 1’ could be generated from a separate specification and, next,

*The United States Naval Observatory: http://aa.usno.navy.mil/fag/docs/daylight_time.php
and web exhibits: http://www.webexhibits.org/daylightsaving/e html.
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TABLE 2
VARIANCE OF DALY RAw RETURN DATA OVER THE JANUARY 3, 1967, TO JUNE 29, 2007, PERIOD
Index  Weighted All Monday  Other Daylight Saving Time
Days Spring &  Spring Fall
Fall

NYSE Equal 0.57 0.79 0.51 1.68 0.51 291
NYSE Value 0.77 1.06 0.70 1.91 0.60 3.25
S&P500 Equal 0.86 1.18 0.78 2.26 0.63 3.96
S&P500 Value 0.91 1.22 0.83 2.04 0.64 3.48
NASDAQ  Equal 0.57 0.69 0.52 2.01 0.97 3.16
NASDAQ  Value 1.46 1.69 1.39 3.92 2.76 5.20
AMEX Equal 0.57 0.75 0.52 1.71 0.63 2.88
AMEX Value 0.77 0.97 0.71 211 0.86 3.41

Note.—NYSE: New York Stock Exchange; S&P500: Standard & Poor’s 500; NASDAQ: Na-
tional Association of Securities Dealers Automated Quotations; AMEX: American Stock Ex-
change.

this volatility measure could be used as a regressor in the return equa-
tion. Pagan (1984) argued that following this method (a generated regres-
sor model) leads to biased estimators. Pagan and Ullah (1988) suggested
using the Full Information Maximum Likelihood method to estimate pa-
rameters. However, following Bollerslev and Wooldridge (1992), the pres-
ent authors used the Quasi-Maximum Likelihood method (QMLE) to es-
timate the parameters.* The return equation estimated is the following;:

ith—i

R, =a, +a, M, +a,,DST, + ia.R  + AR+ A M ]+ 2 DSTY +6, | [1]
i=l

where M, and DST,are dummy variables for Monday and the DST change
in fall and spring at time t. In previous research, as in Cross (1973), French
(1980), and Gibbons and Hess (1981), the present authors modeled the re-
turn using daily dummies. In order to see the difference between Mon-
days following DST changes and regular Mondays, both dummy variables
were included. The lag values of the return variable, R, _, are included in
the equation to eliminate the autocorrelated residual problem.> A chang-
ing return-volatility relationship for regular Monday and DST changes in
spring and fall is allowed, and the interactive dummy variables (obtained
by multiplying the Monday and DST dummy variables with the condi-
tional variance) are incorporated into the specification. Furthermore, the

“Bollerslev and Wooldridge (1992) argued that the normality of the standardized conditional
errors “/j, assumption may cause misspecification of the likelihood function. Therefore, they
suggest using the QMLE method to avoid this problem. Bollerslev and Wooldridge formally
show that the QMLE is generally consistent and has a limited distribution.

*Jansen and Cosimona (1988) argued that even if the ARCH effect does not exist, autocor-
related errors indicate (wrongly) an ARCH effect. The optimum lag length was determined
with Final Prediction Error (FPE) criteria, which determined the lag length such that errors
are no longer autocorrelated.
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conditional variance 1’ is used as a measure of volatility in Equation [1].
The time-varying variance is modeled using the EGARCH process:

logh? =K+ 5 logh’, +, B, LB IR [2]
i=1 -1 ht—l ht—l
for ¢ follows the General Error Distribution (GED) and consequently,
o)
E % =A20 20
)
D

where I'(.) is the gamma function,

- r(lj
A=V2p D

)
D
and D is the parameter for the GED.*

The EGARCH model also allows for different effects of shocks on vol-
atility —the leverage effect. The parameter y captures the leverage effect.
If x=0, log h’responds symmetrically to innovations. If 1<y <0, nega-
tive surprises increase volatility more than positive surprises do; if x<-1,
then positive surprises reduce volatility while negative surprises increase
volatility. Furthermore, to produce the leverage effect, y must be negative.

The EGARCH specification estimates of Equations [1] and [2], corre-
sponding to each of the equal- and value-weighted indexes, are given in
Table 3.7 Panel A reports the estimates of the return equation and Panel B
reports the estimates of the conditional variance specification. Moreover,
Panels C and D show the p values of the robustness test statistics and a set
of non-parametric tests, respectively. M, and DST, are the dummy vari-
ables for regular Mondays and Mondays after the DST changes in both
spring and fall at time t. Moreover, R,_, h?, and y indicate the parameters
for the lagged returns, the conditional variance of the returns, and the le-
verage effect, respectively. Based on the estimates of the return specifica-
tion, it was observed that the coefficients of Monday dummy variables are

The GED is a class of distributions where the Normal and ¢ distributions are special cases. D
is a positive parameter governing the thickness of the tails; if D=2, the distribution is normal;
if D <2, the density has thicker tails than the normal distribution; and if D >2, the density has
thinner tails.

"The EGARCH specification is a highly non-linear system and, thus, estimates might be sen-
sitive to initial values and maximization algorithms. The data set used in this study and com-
puter codes are available from http://www.bilkent.edu.tr/~berument/PRO1.rar; http://www.
bilkent.edu.tr/~berument/PR02.rar; and http://www.bilkent.edu.tr/~berument/PRO03.rar.
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negative and statistically significant for all indexes. This finding parallels
the findings by Osborne (1962), Cross (1973), French (1980), Gibbons and
Hess (1981), Jaffe, Westerfield, and Ma (1989), Chang, Pinegar, and Rav-
ichandran (1993), Agrawal and Tandon (1994), and Dubois and Louvet
(1996). On the other hand, the estimated coefficients of DST are all positive
but statistically significant only for the equally weighted S&P500 Index.
This result is the reverse of that of Kamstra, et al. (2000), who found a neg-
ative DST effect on return. A possible reason for this reverse result might
be that in Kamstra, et al., the mean specification does not include volatil-
ity measures. On the other hand, French and Roll (1986) and Berument
and Kiymaz (2001) claimed that volatility increases on Monday, thereby,
in Kamstra, et al., the mean equation DST coefficient is negative. The mean
equation in the present study also captures volatility, and this might be the
reason for finding positive DST coefficients.

The estimates of the coefficient 11” are always positive and statistical-
ly significant for all indexes. This is similar to the evidence reported by
Scruggs (1998), Bali and Peng (2006), and Ghysels, Clara, and Valkanov
(2005). They suggest that if the coefficient of conditional variance in the
mean equation is positive, it means that high (low) volatility is associated
with high (low) returns. The estimated coefficients of the interactive Mon-
day dummy variable with 1’ are negative except for the equal- and value-
weighted S&P500 and value-weighted NASDAQ indexes, which are not
statistically significant.®! Furthermore, negative interactive Monday coeffi-
cients are statistically significant for the equal-weighted NYSE and NAS-
DAQ indexes at the 1% and 10% level, and both equal- and value-weight-
ed AMEX indexes at the 1% level.

Importantly, the interactive DST dummy variables with the volatility
measure are all negative. This supports the proposition that DST changes
increase risk appetite but that this effect is statistically significant only for
the value-weighted NYSE and the S&P500 indexes, and the equal-weight-
ed NASDAQ index at the 5% level; and for the value-weighted NASDAQ
and AMEX indexes at the 10% level. The last row of Panel A reports the to-
tal effect for the DST change days. The estimated coefficients for the DST,
A+, + ), are always negative and statistically significant at the 10% lev-
el for five of the eight indexes considered. Thus, the return-volatility re-
lationship changes on the dates of the DST changes,” and therefore, the

8The level of significance is 5%, unless otherwise noted.

‘Pinegar (2002) questions the conclusions of Kamstra, et al. (2000), arguing that the DST ef-
fect is significant only for the fall change but that effect is caused by outliers associated with
major events. To address this, the same model was estimated with an outlier robust method
developed by Carnero, Pena, and Ruiz (2007). Franses and Ghijsels’ method (1999) was also
used to detect and address outliers for a subset of indexes. The present results are robust.
These estimates are not reported here but are available from the authors upon request.
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unbiased and maybe less-efficient model may be due to over-parameter-
ization. This may reaffirm the evidence of a daylight savings effect on re-
turns; however, the DST effect works through lower risk tolerance.

In Panel B of Table 3, the estimates on the conditional variance speci-
fication are reported. The authors specify the logarithm of the conditional
variance such that standardized residuals are no longer autocorrelated or
are not heteroskedastic. The characteristic roots of the polynomials are all
inside the unit circle, so the conditional variance specification is not explo-
sive (see Nelson, 1991). The estimated coefficient for y is always negative
and statistically significant at the 1% level for all the indexes considered.
This finding is consistent with the leverage hypothesis: negative surprises
increase volatility more than positive surprises, which parallel many pre-
vious works, such as Cheung and Ng (1992) and Kim and Kon (1994). Har-
vey and Shephard (1996) and Yu (2005) point out that if x is different than
zero, the market does not comply to the standard efficient market hypoth-
esis, and it is plausible that investors’ behaviors are somewhat driven by
emotional factors. This is also in line with the DST effect on the relation-
ship between stock market return and volatility.

The presence of autocorrelation and the ARCH effect was tested, and
the p values of three sets of robustness test statistics were reorted; the first
part of Panel C reports the Ljung-Box Q-statistics for the standardized re-
siduals; the second part, the squared standardized residuals; and the last,
the Lagrange Multiplier (LM) test for the 5, 10, 20, and 60 lags. As for the
results of the Ljung-Box Q-statistics, we can reject the null hypothesis that
standardized residuals are not autocorrelated for equally weighted NYSE
indexes for 60 lags at 5%, equally weighted NASDAQ indexes for 5 and
20 lags at 10%, and 60 lags at 1%, and equally weighted AMEX indexes
for 5, 20, and 60 lags at 1% and 10 lags at 10%. The second set of statistics
gives the Ljung-Box Q-statistics for the squared standardized residuals.
The null hypothesis that the squared normalized residuals are not auto-
correlated can only be rejected for the equally weighted S&P500 and both
weighted NASDAQ indexes for 60 lags. The third set performs the ARCH-
LM test for the standardized residuals for the 5, 10, 20, and 60 lags. There
is no statistically significant ARCH effect in the standardized residuals ex-
cept for the value-weighted NYSE index at 10%, both weighted S&P500
indexes at 5 and 10% for 60 lags, the equally weighted NASDAQ index for
5 lags at 10% and 60 lags at 5%, the value-weighted NASDAQ index for
all lags at 1%, and both weighted AMEX indexes for 5 and 10 lags at 5%.

A set of non-parametric sign- and size-biased tests provided in Panel
D of Table 3. We cannot reject the null hypothesis that standardized re-
siduals are not systematic (see Berument, Coskun, & Sahir, 2007, for de-
tails) for any of the indexes when we employ sign and negative-size tests;
for equal- and value-weighted AMEX indexes when we employ positive-
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TABLE 3

DaAyLIGHT SAVING TiME EFFECT ON RETURN-VOLATILITY RELATIONSHIPS
OVER THE JANUARY 3, 1967, To JUNE 29, 2007, PERIOD

NYSE S&P500 NASDAQ AMEX
Equal  Value Equal  Value Equal Value Equal Value

Panel A: Return Specification
Constant 0.03+ 0.04% 0.04% 0.03% 0.07% 0.08% 0.04% 0.04%

t 308 283 338 252 976 705 453 317
M, -0.09t -0.06+ 011+ -0.07+ -024%+ 022+ -0.16% -0.09%
t -434 217 424 251 1817 1029 -876 436
DST, 006 016 019 019 003 007 0003 0.1
t 069 135 178 146 051 069 004 108
R, 031+ 015+ 019 010+ 038 023 035t 027
t 3023 1474 1815 1028 3440 2143 3469 2631
R, -0.02*  -0.02t 001  -0.02f -0.01  -0.02t 001  -0.02t
t -179 219  -097 -194 115 222 067 -233
R, 007+ 001  0.03t 0.08+ 004t 008t  0.06t
t 671 048 249 722 38 798 539
R, 0.03+ 0.02t 0.04¢ 002t 004  0.02t
t 283 236 369 205 39 191
R,, 0.03+ 005 002t 004t  0.03t
t 294 48 197 440 305
R, 0.0001 0.04 001 001  -0.001
t 0.01 3341 0416 1205 -0.090
R, 0.01 -001  -001 001 001
t 1.16 -120  -045 058 050
R, 0.02t 002 001 001 001
t 1.96 143 059 124 102
R, 0.002 001 001 0001  0.0002
t 0.16 117 070 009 003
R, , 0.021 005 003+ 003 002t
t 229 476 259 345 228
R, 0.01 003 001 001  -0.004
t 112 247 113 079 041
R, , 0.03+ 0.02t 004+ 0004  0.02*
t 343 218 394 043 178
R, , -0.01 002t 001 001
t 077 214 059 120
R, 0.02¢ 002 0004  0.02t
t 245 161 050 207
. 0.04¢  0.02* 004+ 001
t 390 184 484 133
M -025¢+ -003 002 002 -008* 002 -028f -0.19%
t -446  -060 043 050 -181 090 495 437
DST s -024  -034t 034t -035t -027t -017* 014  -0.28*
t -125  -198 238 215 -198 -190 -078  -167

(continued on next page)

Note. —NYSE: New York Stock Exchange; S&P500: Standard & Poor’s 500; NASDAQ: Nation-
al Association of Securities Dealers Automated Quotations; AMEX: American Stock Exchange.
*Level of significance at 10%. tLevel of significance at 5%. $Level of significance at 1%.
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TABLE 3 (conT'D)

H. BERUMENT & N. DOGAN

DaAyLIGHT SAVING TiME EFFECT ON RETURN-VOLATILITY RELATIONSHIPS
OVER THE JANUARY 03, 1967, To JUNE 29, 2007, PERIOD

NYSE S&P500 NASDAQ AMEX
Equal Value Equal Value Equal Value Equal Value
h? 0.13% 0.04+ 0.04+ 0.03 0.11+  0.02* 0.16% 0.08*
t 5.21 1.99 2.11 1.63 5.65 1.77 6.60 3.92
A+, +h,  —036F 033 -0.28t -0.30 -0.24* -0.13 -0.27  -0.39+
t -1.92 -1.95 -2.03 -0.53 -1.84 -1.46 -1.33 -2.36
Panel B: Variance Specification
Constant -0.03+ -0.01%# -0.01%+ -0.002 -0.03+ -0.000003 -0.05%+ -0.01%
t -6.34 -3.12 -2.25 -1.29 -4.57  -0.02 -7.91 -4.18
log 12, 0.75% 0.99% 0.73% 0.99% 0.70+  0.99% 0.95+ 0.73%
t 9.45 472.30 6.42  565.70 10.03  660.60  209.80 8.22
log 12, 0.21% 0.25% 0.29% 0.24%
t 2.74 2.22 3.88 2.80
{% ~Ef +x%] 023 012+ 015+  011% 029 016 025+ 022t
-1 1-1 1-1
t 12.78 13.45 9.49 13.35 14.28 15.52 18.97 11.85
x -0.50+ -0.58+ -0.54%+ -0.57% -0.38+ -0.43% -0.37% -0.43%
t -10.78 -9.04 -9.39 -8.76 -842 -7.94 -9.95  -8.97
Function
Value -3,067.10 -55934 59915 -6,442.23 -1439.10 -5904.73 -2,225.60 -4,822.30
Panel C: Robustness Statistics
Lags Ljung-Box Q-Stat, p
5 0.10 0.62 0.55 0.80 0.09* 0.84 0.01% 0.77
10 0.40 0.77 0.75 0.88 0.11 0.96 0.10* 0.98
20 0.17 0.79 0.55 0.84 0.08* 093 0.01% 098
60 0.04t 0.48 0.20 0.57 0.003+ 0.19 0.00+  0.44
Lags Ljung-Box Q-Stat For the Squared Normalized Residuals, p
5 0.68 0.91 0.81 0.81 0.20 0.83 0.94 0.13
10 0.56 0.96 0.94 0.94 0.21 0.69 0.86 0.16
20 0.80 1.00 1.00 0.99 0.26 0.67 0.93 0.26
60 0.34 0.79 0.04+ 0.76 0.10*  0.15 0.90 0.68
Lags ARCH-LM Tests, p
5 0.22 0.17 0.14 0.11 0.07*  0.00 0.03t 0.03+
10 0.23 0.43 0.40 0.33 0.10 0.00 0.09* 0.06+
20 0.54 0.85 0.85 0.68 0.13 0.00 0.33 0.15
60 0.22 0.06* 0.02+ 0.04+ 0.04t  0.00 0.47 0.55
Panel D: Non-parametric Tests, p
Sign bias 0.96 0.82 0.61 0.95 0.97 0.19 0.42 0.57
Negative size  0.82 0.52 0.98 0.59 088 0.75 0.61 0.92
Positive size ~ 0.07* 0.01+ 0.05+ 0.01% 0.09*  0.09* 0.36 0.22
Joint test 0.17 0.001#  0.02t 0.002¢#  0.19 0.00% 0.31 0.12

Note.—NYSE: New York Stock Exchange; S&P500: Standard & Poor’s 500; NASDAQ: Na-
tional Association of Securities Dealers Automated Quotations; AMEX: American Stock Ex-
change. *Level of significance at 10%. tLevel of significance at 5%. $Level of significance at
1%.
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size and joint tests; and for equal-weighted indexes of NYSE and NAS-
DAQ when we employ joint tests. R*s are not useful in the EGARCH spec-
ification because the left-hand-side variable is weighted with conditional
standard errors (one may look at any basic econometrics textbook, such
as Wooldridge, 2009, p. 278 for clarification). As none of the influential
ARCH articles collected in Engle’s seminal book (1995) report them, R%s
are not reported here.

ConcLusIoN

Kamstra, et al. (2000) argued that Daylight Saving Time changes are
associated with lower returns. Although subsequent studies such as Pine-
gar (2002) could not confirm the DST effect, the present study examines
DST changes within a return-volatility relationship. The present estimates
allow a time-varying risk term and find that the effect of DST is more pro-
nounced during volatile periods. Thus, the DST effect is observed even
after accounting for the two outliers that Pinegar (2002) mentioned, and
it works through lower risk pricing. The present study reports empirical
evidence from equal- and value-weighted NYSE, S&P500, NASDAQ, and
AMEX index returns on DST changes and argues that the lower return on
DST is due to lower pricing of the volatility on DST changes. This paral-
lels the existing psychological literature, which suggests that sleeping im-
balances increase risk tolerance. This effect is statistically significant at the
10% level for all the indexes considered here, except the equal-weighted
indexes for NYSE and AMEX.
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