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Gradient-Based Electrical Conductivity Imaging Using
MR Phase

Necip Gurler and Yusuf Ziya Ider*

Purpose: To develop a fast, practically applicable, and bound-
ary artifact free electrical conductivity imaging method that

does not use transceive phase assumption, and that is more
robust against the noise.
Theory: Starting from the Maxwell’s equations, a new electri-

cal conductivity imaging method that is based solely on the
MR transceive phase has been proposed. Different from the

previous phase based electrical properties tomography (EPT)
method, a new formulation was derived by including the gra-
dients of the conductivity into the equations.

Methods: The governing partial differential equation, which is in
the form of a convection-reaction-diffusion equation, was solved
using a three-dimensional finite-difference scheme. To evaluate

the performance of the proposed method numerical simulations,
phantom and in vivo human experiments have been conducted

at 3T.
Results: Simulation and experimental results of the proposed
method and the conventional phase–based EPT method were

illustrated to show the superiority of the proposed method
over the conventional method, especially in the transition

regions and under noisy data.
Conclusion: With the contributions of the proposed method to
the phase-based EPT approach, a fast and reliable electrical

conductivity imaging appears to be feasible, which is promising
for clinical diagnoses and local SAR estimation. Magn Reson
Med 77:137–150, 2017. VC 2016 Wiley Periodicals, Inc.
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INTRODUCTION

Imaging electrical properties (EPs, conductivity ðsÞ and
permittivity ðeÞ) of tissues can potentially be useful in
several applications. For example, conductivity is a key
parameter in the calculation of the specific absorption
rate (SAR) map of a patient, which is a crucial issue at
high field MRI. Additionally, EPs can be used for diag-
nostic purposes. In in vivo studies, especially in oncol-
ogy, it has been shown that the conductivity of a tumor
region increases (1–3). Furthermore, EPs may also be
used in therapy monitoring (or planning) such as trans-
cranial magnetic stimulation (TMS) (4), hyperthermia
treatment (5), and radiofrequency (RF) ablation (6).

Over the years, many methods have been proposed to
image EPs at various frequencies. For low-frequency appli-
cations (1 kHz to 1 MHz), electrical impedance tomogra-
phy (EIT) and magnetic induction tomography (MIT) have
been developed to calculate EPs (7–12). In these methods,
sinusoidal currents are either injected into tissue through
surface electrodes (EIT) or induced in the tissue using
external coils (MIT), and induced voltages are measured
between surface electrodes. The current-voltage data sets
are used to calculate impedance maps, but the resulting
images lack spatial resolution because of the insensitiv-
ities of the surface measurements to inner regions. To
improve the spatial resolution, magnetic resonance electri-
cal impedance tomography (MREIT) has been proposed
(13–20). In MREIT, additional magnetic field is generated
by injecting currents into the tissue through surface elec-
trodes, and this additional magnetic field is then meas-
ured using an MRI scanner to reconstruct EPs. Because the
permittivity effect can be ignored for the frequencies
below 10 kHz, these studies generally focus on imaging
the conductivity.

Recently, a method that is used to image EPs at Larmor
frequency, called magnetic resonance electrical properties
tomography (MREPT), has been proposed by Katscher et al
(21). It was first introduced by Haacke et al (22), and it was
practically applied by Wen et al (23). The idea is elegant
in its simplicity, and it is based on the calculation of EPs
from the perturbed RF magnetic field of an MRI system,
resulting from the presence of the object. The relation
between the magnetic flux density, B ¼ ðBx; By; BzÞ, and
the complex permittivity of an object to be imaged in MRI,
g ¼ sþ ive, can be described using the eivt convention as
follows:

�r2B ¼ rg

g
� ðr � BÞ � ivm0gB [1]

where B and g are functions of space, r ¼ ðx; y; zÞ, v is the
Larmor frequency, and m0 is the free space permeability.

If one assumes that EPs are locally constant in the tis-
sue compartments, the gradient term rg

g
� ðr � BÞ

� �
in

Eq. [1] vanishes. Rewriting the rest in terms of transmit
sensitivity ðBþ1 Þ and receive sensitivity ðB�1 Þ (24), EPs
can be found as

g ¼ r
2B6

1

ivm0B6
1

[2]

Eq. [2] is the central equation of many EPT studies, but the
use of this equation has several drawbacks and challenges.
One such challenge is the well-known “boundary artifact”
issue. Because rg is assumed to be zero, methods that are
based on Eq. [2] are not capable of reconstructing EPs in the
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transition regions (or boundaries) of tissues. For complex
structures, this problem can easily lead to misinterpretation
of EP images. To tackle the boundary artifact issue, several
approaches have been proposed so far (25–27). In (25), a
convection-reaction partial differential equation (PDE)
based formulation (cr-MREPT) was introduced, in which
the PDE is solved using the finite-element method. In (26),
a gradient-based EPT (gEPT) algorithm was proposed,
which has the same formulation as in (25), but uses multi-
channel transceiver RF coil to provide multiple transmit
and receive fields for solving the PDE. In (27), an iterative
approach based on the integral equation of electromagnetic
field is proposed.

The other issue is the transceive phase assumption
(TPA). To apply Eq. [2], one needs to have both magnitude
and phase information of transmit (or receive) sensitivity.
Bþ1 magnitude can be measured using any B1-mapping
technique (28–31). However, Bþ1 phase cannot be meas-
ured directly in MRI. A temporary solution for this prob-
lem is to make a rough approximation for birdcage-like
quadrature coil configurations in which the transmit
phase is approximated as half of the transceive phase
(21,23). To solve this issue completely, multichannel
transceiver configuration–based studies have been pro-
posed (32–35). In (32), local Maxwell tomography (LMT),
a TPA-free formulation, was derived and EPs were solved
analytically using transmit and receive sensitivity distri-
butions of multiple coils. However, because LMT uses Eq.
[2], it is still faced with the boundary issue. Its generalized
version (33), which takes varying EPs and magnetization
into consideration, has also been proposed, but still needs
to be assessed in practice. In (34), absolute RF phase was
estimated using a large-scale optimization algorithm by
making elliptical symmetry assumption, and EPs were cal-
culated again based on Eq. [2]. In (35), a novel single-
acquisition EPT based on the relative receive coil sensitiv-
ities was proposed. The formulation is based on Eq. [2],
and third-order derivatives are necessary to calculate EPs,
which makes the method more sensitive to noisy data.
Apart from multichannel configuration studies, a more
practical method, called the phase-based EPT (36–38), can
be used to eliminate transceive phase approximation. This
method calculates only the conductivity using MR trans-
ceive phase and therefore does not require B1-mapping.
Hence, it is considerably fast when compared with B1-
mapping-based EPT methods. However, in its current
form, the boundary artifact issue precludes the clinical
applications of this method.

Last but not least is the signal-to-noise (SNR) issue.
Because most of the EPT methods use the Laplacian of
the RF magnetic field, they are all sensitive to noise.
Therefore, it is extremely important to obtain high SNR
MR images to get high-quality EP maps. Quantitative
analysis of SNR in MREPT is well documented in a
recent paper (39).

By considering these drawbacks and challenges, the
missing piece in this puzzle may be a fast, practically
applicable, and boundary artifact–free MREPT method
that does not use transceive phase assumption. To reach
this goal, in this study, a new formulation for the phase-
based EPT method was made by including the EP gradi-
ent terms. A partial differential equation is derived in

the form of a convection-reaction equation. Different

from the previous studies (25,40), a finite-difference for-

mulation was used on a Cartesian grid. The feasibility of

this approach is demonstrated in simulations, phantom

experiments, and in vivo human experiments.

THEORY

A convection reaction equation–based MREPT formula

(25,40) can be written in its logarithm form as follows

(the complete derivation is found in Appendix A):

b6:rlnðgÞ � r2B6
1 þ ivm0gB6

1 ¼ 0 [3]

where

g ¼ sþ ive; rlnðgÞ ¼

@lnðgÞ
@x

@lnðgÞ
@y

@lnðgÞ
@z

2
66666664

3
77777775
; b6 ¼

b6
x

b6
y

b6
z

2
664

3
775

¼

@B6
1

@x
7i

@B6
1

@y
þ 1

2

@Bz

@z

6i
@B6

1

@x
þ @B6

1

@y
6i

1

2

@Bz

@z

� 1

2

@Bz

@x
7i

1

2

@Bz

@y
þ @B6

1

@z

2
6666666664

3
7777777775

To derive the phase-based formula, each term in Eq.

[3] is written in terms of magnitude and phase. Substi-

tuting B6
1 ¼ jB6

1 jeiw6

where wþ and w� are transmit and

receive phases, respectively, and assuming rjBþ1 j ¼ 0 and

rjB�1 j ¼ 0, yields
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Substituting Eqs. [4–11] into Eq. [3], common terms

ðjB6
1 jeiw6Þ will cancel and yield the following transmit

or receive phase–based EPT formulas:

V6 � rlnðgÞ þ
���
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There are several issues with using Eq. [12]. First, Bz

cannot be measured using MRI, and it has to be esti-

mated. Alternatively, we can make the assumption that

the first derivatives of Bz with respect to each spatial

component (x, y, and z) are negligible when compared

with Bþ1 and B�1 in the region of interest. By doing so,

the second term of V6 will be very small when com-

pared with the first term of V6, and therefore this term

may be neglected. Second, the transmit or receive

phase must be known so that EPs can be calculated

using this equation. However, we can only measure

the transceive phase using MRI ðwtr ¼ wþ þ w�Þ; there-

fore, we need to go one step further and write the

equation in terms of wtr. To do this, we sum the trans-

mit and receive phase–based EPT equations (Eq. [12])

and obtain

i
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þ ðkreal � ir2wtrÞ þ i2vm0g ¼ 0
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In Eq. [13], conductivity (s) is related with the imagi-

nary terms. Writing only imaginary terms and assuming

that s2 � ðveÞ2 yields our central equation (the com-

plete derivation is found in Appendix B)

ðrwtr � rrÞ þ r2wtrr� 2vm0 ¼ 0 [14]

where r ¼ 1=s (resistivity).
Eq. [14] is the governing equation of this study, which

is in the form of a convection-reaction equation. It

includes the gradients of conductivity, and is valid for

any transmit and receive coil combination. If rr is

assumed to be zero (which is the case for piecewise

homogenous medium approximation), Eq. [14] reduces

to the previously proposed phase-based EPT approach

(36,37). To obtain Eq. [14], we have made following

assumptions, which will be discussed throughout the

manuscript: (i) rjBþ1 j ¼ 0 and rjB�1 j ¼ 0; (ii) terms with

Bz are neglected; and (iii) s2 � ðveÞ2. Finally, a similar

derivation can also be made for e, but it is not covered

within this manuscript.

METHODS

Solution of the Central Equation

Eq. [14] is solved for r using the finite-difference

method. We do not have to generate a grid for the given

geometry, as the measured transceive phase, wtr, is

already on the Cartesian grid. Therefore, one can directly

represent the partial derivatives with the central finite-

difference expressions. For the ðN�M� LÞ image

matrix, the finite-difference formulation of Eq. [14] at a

grid point ðxi; yj; zkÞ is written as

riþ1;j;k � ri�1;j;k

2Dy
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� �
¼ 2vm0 [15]

where i ¼ 1; 2 � � �N, j ¼ 1; 2 � � �M, k ¼ 1; 2 � � �L, and Dx,

Dy, and Dz are the spatial resolutions in x, y, and z

directions, respectively. Here, r values are the

unknowns, and the first and second derivatives of wtr are

the known quantities. z is taken as the slice selection

direction.
Before reconstruction, we need to choose the region of

interest (ROI) in which the finite-difference formulation

is made. For example, we chose a region that has T spa-

tial grid points, in which B number of points are the

boundary nodes, and P ¼ T� B number of points are

the inner nodes. Next, Eq. [15] is written for all P nodes

and transformed into Ax ¼ b form as

a11 � � � a1B � � � a1T
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[16]

where r1; r2 � � � ; rB are the resistivity values on the

boundary and rBþ1; rBþ2 � � � ; rT are the unknown resistiv-

ity values. By applying the Dirichlet boundary condition
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(r values at the boundary are known), the corresponding

columns and rows of A matrix are eliminated and the

resulting matrix, AP�P, is used to solve for rBþ1; rBþ2 � � � ;
rT values. Here, transformation from the matrix index

(ri;j;kÞ used in Eq. [15] to the linear index (r1; r2 � � � ; rT)

used in Eq. [16] is not explicitly given, but it is

straightforward.
Eq. [14] is in the form of the general convection-

diffusion-reaction equation. In this equation, rwtr � rrð Þ
is the convection term, r2wtrr� 2vm0ð Þ is the reaction

term, and there is no diffusion term. The numerical solu-

tion of this equation is a challenge if the convection

term dominates the diffusion term, and the solution will

have unwanted spurious oscillations near the interior

and boundary layers (41,42). In our case, because the

system is purely convective (there is no diffusion term),

we expect these oscillations in our solutions. To solve

this issue, we added an artificial diffusion term to Eq.

[14], which stabilizes the solution without blurring the

internal layers significantly. This method is one of the

widely used stabilization methods, and it is easy to

implement (41,42). After adding an artificial diffusion

term, Eq. [14] becomes

�cr2rþ rwtr � rr
� �

þr2wtrr� 2vm0 ¼ 0 [17]

where c is the constant diffusion coefficient. Similar to

the convection and reaction terms, the diffusion terms,

�cr2rð Þ, can be discretized using three-point central dif-

ference approximation, and be added to Eq. [15]. The

final matrix equation is solved using MATLAB (back-

slash operator). Because the final matrix is square and of
full rank, MATLAB finds A�1b using Gaussian elimina-
tion without explicitly finding A�1, thereby providing
speed. Adding a diffusion term as shown in Eq. [17]
significantly improves the condition number of system
matrix A. For example, for the reconstruction shown in
Figure 5, the condition number of A is equal to 1833 and
154 without and with the diffusion term (c¼0.05),
respectively.

To decrease the matrix size and make the computa-
tions faster, Eq. [14] and subsequently Eq. [17] can be
reduced to two-dimensional (2D) form in some cases,
where, eg, @r=@z or @wtr=@z is negligible in the region of
interest.

Simulation Methods

Electromagnetic simulations were performed using COM-
SOL Multiphysics 4.2a (COMSOL AB, Stockholm, Swe-
den), and the simulated data were exported to MATLAB
(The Mathworks, Natick, Massachusetts), where the
reconstruction algorithm was implemented.

In the simulations, quadrature RF birdcage coil was
modeled and loaded with the simple phantom model or
the human head model shown in Figures 1a and 1b (43).
The simulations were made at 128 MHz (3 T) with a voxel
size of 2� 2� 2mm3. The conductivity maps were calcu-
lated using the simulated transceive phase, which is
acquired by the summation of Bþ1 and B�1 phases of the
coil. The transmit magnetic field was computed as
Bþ1 ¼ Bx þ iBy

� �
=2, and the receive magnetic field was cal-

culated as B�1 ¼ Bx � iBy

� �
=2. A comparison was made

FIG. 1. Birdcage coil simulation mod-
els: (a) loaded with the simple phan-

tom; (b) loaded with the head
phantom. Experimental phantom mod-
els: (c) with one anomaly (left) and with

multiple anomalies (right).
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between the conventional phase–based EPT method that
uses the formula s ¼ r2wtr=2vm0, and the proposed
method that uses Eq. [17] for noisy simulated data. The
noise distribution in MRI phase images is assumed to be
zero-mean Gaussian with a standard deviation of
1=

ffiffiffi
2
p

SNR
� �

, in which SNR is the signal-to-noise ratio in
MR magnitude images (44,45). In the simulations, SNR
values 100, 200, 400, and 1 were employed for each
method, and the performance of these methods against
noisy data was investigated.

The total relative error in the reconstructed conductiv-
ity images are calculated using the L2 norm as

Es ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXP

k¼1
sk;a � sk

� �2

XP

k¼1
sk;a

2

vuuut [18]

where sk;a and sk are the actual and reconstructed con-
ductivity values for the kth node, respectively.

Table 1
Parameters of the Balanced SSFP Sequences for Each Experiment

Experiment Resolution (mm) FOV (mm) Orientation FA (deg) TR/TE (ms) NEX Duration (min)

Phantom with an anomaly 1:56� 1:56� 5 200� 200� 5 Transverse 2D 60 4.18/2.09 32 � 0.5
Phantom with multiple

anomalies
1:56� 1:56� 1:56 200� 200� 16 Coronal 3D 40 4.9/2.45 32 � 8.5

Human brain 1:7� 1:7� 1:7 220� 220� 190 Sagittal 3D 45 4.42/2.21 10 � 9.5

FIG. 2. (a) Selection of the ROI indicated by the blue polygon (left), the actual conductivity map in the ROI (middle), and illustration of

the line where the conductivity profiles are plotted (right). (b) Reconstructed conductivity maps using the conventional phase-based EPT
method and the proposed method for different SNR values. (c) Conductivity profiles of the conventional method and the proposed

method (along the dotted line given in (a)) for different diffusion coefficients under different SNR values.
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Experimental Methods

Phantom Setup

Two different experimental phantoms (described in Fig.
1c) were constructed. The background region of the phan-
toms was made using an agar-saline solution (20 g/L Agar,
2.5 g/L NaCl, 0.2 g/L CuSO4), and the higher conductivity
(anomaly) regions were prepared using a saline solution
(8.8 g/L NaCl, 0.2 g/L CuSO4). The conductivity values of
the background and the anomaly regions are expected to
be approximately 0.55 and 1.5 S/m, respectively (46). A
conductivity meter (8733, Hanna Instruments, Woon-
socket, Rhode Island) was also used to measure the con-

ductivity of the saline solution and was found to be 1.53
S/m. For the agar-saline solutions, the effect of agar to the
conductivity was taken into consideration as given in (47),
and the agar is assumed to contribute an additional con-
ductivity of 0.1 S/m. The relative dielectric permittivity of
the phantom compartments, which have different NaCl
concentrations, are expected to be approximately 80,
which is the same as the salt-free water. It is stated in (46)
that the dielectric permittivity of a saline solution is not
different from the dielectric permittivity of a salt-free
water in the frequency range of 10 Hz to 200 MHz. The
effect of agar to dielectric permittivity is negligible at the
frequency of interest (46).

FIG. 3. Human head model simulations: (a) selection of the ROI indicated by the blue polygon (left), the actual conductivity map in the
ROI (right); (b) reconstructed conductivity maps using the conventional phase-based EPT method and the proposed method for different

SNR values; (c) conductivity profiles of the conventional method and the proposed method along the lines that are shown above each
profile plot (when the SNR¼1).

Table 2
Total Relative Errors in the Reconstructed Conductivity Maps

SNR¼1 SNR¼400 SNR¼200 SNR¼100

Simulation CM PM CM PM CM PM CM PM

Phantom 8.92% 2.18% 9.77% 2.23% 10.1% 2.31% 10.5% 2.47%
Human head 73.71% 16.36% 74% 16.4% 74.69% 16.65% 76.78% 17.47%

CM, conventional method; PM, proposed method.
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In Vivo Human Experiment

A healthy male volunteer (age 23 years) was also studied

with the approval of the Institutional Review Board of

Bilkent University. Electrical conductivity maps in the

brain were reconstructed using the proposed method.

Sequence Protocols and Reconstruction

All experiments were conducted on a 3T Magnetom Trio MR

Scanner (Siemens, Erlangen, Germany), installed in UMRAM

(National Magnetic Resonance Research Center) at Bilkent

University. Standard quadrature body coil was used for trans-

mit and 12-channel receive-only phased array head coil was

used for receive in both the phantom and human experi-

ments. To measure the transceive phase, a balanced steady-

state free-precession (SSFP) sequence was applied. The

sequence parameters of each experiment are given in Table 1.
To reduce the edge ringing artifact in SSFP magnitude

and phase images, a reconstruction filter (Hamming win-

dow) was applied to the k-space data. For the boundary

condition, all boundary nodes were assigned the same

value, which is 1.5 S/m for the simulations and for the

human experiment, and 0.5 S/m for the experimental

phantoms. For the diffusion coefficient introduced in Eq.

[17], different values from 0.005 to 0.05 are used. For

noisy simulations and the experiments, the Gaussian fil-

ter with a kernel size of 5� 5� 5 voxels and a standard

deviation of 1:06 for each direction was applied to the

transceive phase data. Additionally, a median filter with

a kernel size of 3� 3� 3 voxels was applied to the con-

ductivity maps of the conventional phase–based EPT

method to obtain smoother reconstruction results (48).

In the simulations, because the birdcage coil is used

for both transmit and receive, @wtr=@z is negligibly small

when compared with @wtr=@x and @wtr=@y. Additionally,

for the first and second experimental phantoms, because

the conductivity does not change in the slice-selection

direction, @r=@z is negligibly small. For these cases,

therefore, conductivity maps were obtained using the 2D

form of the proposed method. However, for the human

experiment, the conductivity maps were obtained using

the three-dimensional (3D) form.
For the reconstructions, a HP Z800 workstation with

Intel Zeon X5675 3.07 GHz dual processors (12 cores) and

with 64 GB of RAM was used. The computation time of 2D

reconstruction of the conductivity maps for the 128� 128

image matrix was approximately 0.8 s. The computation

time of the 3D human experiment reconstructions was

approximately 67 s for the 128� 128� 9 image matrix.

RESULTS

Simulation Results

Figure 2 shows the reconstructed conductivity maps of

the simulation phantom (Fig. 1a). It is observed that the

conventional method reconstructs the conductivity accu-

rately in the regions where the electrical properties do not

vary, but it yields an artifact in the transition regions,

which are shown by the red arrows in the first row of Fig-

ure 2b. This boundary artifact gets wider when the Gaus-

sian filter is used in the noisy simulations. In contrast,

the proposed method calculates the conductivity maps

successfully in the whole ROI, including the transition

regions (second row of Fig. 2b). The superiority of the

FIG. 4. Magnitude, phase, and

reconstructed conductivity images
of the first experimental phantom
for one of the channels in the ROI:

(a) SSFP magnitude image; (b)
SSFP transceive phase; (c) con-

ductivity map reconstructed using
the conventional method; (d) con-
ductivity map. reconstructed using

the proposed method.
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proposed method over the conventional method is more
apparent in the conductivity profiles shown in Figure 2c.

The effect of using different diffusion coefficients (0.05

and 0.005) in the proposed method can be also seen in

Figure 2c. The use of a smaller diffusion coefficient

allows for the calculation of the conductivity to be more
accurate, but in a less stable manner. In other words,

there is a tradeoff between the accurateness and the stabi-

lization of the solution when choosing the diffusion coef-

ficient in the proposed method.
Figure 3 shows the reconstructed conductivity maps for

the human head simulation with diffusion constant,
c¼0.005. In the reconstructed conductivity maps of the

conventional method, dark regions, which are shown with

the red arrow in Figure 3b, are the boundary artifacts.

These regions are well reconstructed in the proposed

method, and are shown in the second row of Figure 3b.
The total relative errors in the calculated conductivity

maps of both methods are given in Table 2. Errors in the

human head simulation are higher than the errors in the

phantom simulation. In the conventional method, the
main reason for this is the complexity of the structure.

By complexity, we mean that the geometry has many
transition boundaries. The more complex structures we

have in the region of interest, the more boundary
artifacts occur in the conventional method. This yields a

significant error in the reconstructed conductivity maps.
In contrast, in the proposed method, the main source of

the error is the violation of the assumption of s2 � veð Þ2.
Especially in the low conductive regions of the brain, ie,

the white matter (with literature values (51), s � 0:35 S
m ;

er � 53 at 128 MHzÞ and the gray matter (with litera-

ture values (51), s � 0:58 S
m ; er � 75 at 128 MHzÞ, the

conductivity values are found to be 0.46 6 0.01 S/m and

0.75 6 0.02 S/m, respectively. These overestimated values
are the result of the violation of the assumption at the fre-

quency of interest (>100 MHz). However, the error in the
proposed method is still acceptable when compared with

the conventional method. Figure 3c shows the conductiv-
ity profiles of both methods for different lines in the ROI.

FIG. 5. Magnitude, phase, and reconstructed conductivity images of the second experimental phantom for one of the channels: (a)
selection of the ROI indicated by the blue polygon; (b) SSFP magnitude image; (c) SSFP transceive phase; (d) conductivity map using
the conventional method; (e) conductivity map using the proposed method (c¼0.01); (f) conductivity map using the proposed method
(c¼0.05); (g) conductivity profiles of the conventional and the proposed method given in (d)-(f).
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For all lines, the conductivity profiles of the proposed method

are well consistent with the actual conductivity maps.

Experimental Results

Figure 4 shows the results for the phantom with one anom-

aly (described in Fig. 1c). SNR was calculated using two

repeated acquisitions (49) and was found to be approxi-

mately 125 for the background, and 220 for the anomaly

region. With the proposed method (c¼0.05), the conductiv-

ity values in the anomaly region and the background region

are found to be 1.93 6 0.07 S/m and 0.6 6 0.01 S/m, respec-

tively. With the conventional method, the conductivity val-

ues are found to be 2.07 6 0.07 S/m and 0.59 6 0.09 S/m.

Transition regions, where boundary artifacts occur with the

use of the conventional method, were well reconstructed in

the proposed method.
Figure 5 shows the results for the more complex phan-

tom (described in Fig. 1c). The SSFP magnitude image is

illustrated in Figure 5a. Here, banding artifacts, which

can occur in SSFP sequences, are observed, and they are

shown with the red arrows. Fixing this banding artifact

issue is beyond the scope of this manuscript (interested

readers are referred to (50)); therefore, the ROI is selected

as shown in Figure 5a. As shown in Figure 5b, sensitivity

of this channel (or coil) drops when moving from the

lower-right corner to the upper-left corner. For the more

sensitive sides, SNR was calculated to be approximately

200 for the anomaly region and 100 for the background

region. For the less sensitive sides, SNR was calculated to

be approximately 90 for the anomaly region and 50 for

the background region. It is observed in Figures 5e–5g

that the proposed method successfully reconstructs the

transition regions in the complex phantom, which has

small anomalies (with radii of less than 1 cm).
Figure 6 shows in vivo results in a sagittal slice of the

human volunteer. The multichannel combined SSFP mag-

nitude image, and the selection of the ROI, are shown in

Figure 6a. SNR in the CSF regions was found to be 400, and

for non-CSF regions it was found to be 90. Figures 6d and

6e show the results of the conductivity maps at a sagittal

slice of the conventional method and the proposed method

(using 3D formulation), respectively. The 3D region was

selected by taking four slices above and below the sagittal

slice, and the final matrix (128� 128� 9) was used to solve

the conductivity. In the results of the conventional method,

dark regions that have negative conductivity values are the

boundary artifacts, and it is difficult to interpret this image

for any clinical purposes. In contrast, with the proposed

method (c¼0.05), the boundary artifacts are eliminated.

With the proposed method, the average conductivity values

of the CSF regions in the red dotted circles (Figs. 6b and 6e)

are found to be 2.08 6 0.3 S/m, 1.4 6 0.09 S/m, and

1.66 6 0.04 S/m, from upper to lower side. The average con-

ductivity value of the gray matter (which lies primarily

adjacent to the CSF regions in Fig. 6d) is found to be

0.76 6 0.03 S/m, and for the white matter (calculated in the

central region in Fig. 6d) the conductivity value is found to

be 0.53 6 0.06 S/m. For the low conductive regions (ie, gray

matter and the white matter), the conductivity values are

overestimated similar to the simulation results.

DISCUSSION

In this study, a boundary artifact–free electrical conduc-

tivity imaging method based solely on the MR transceive

FIG. 6. Magnitude, phase, and reconstructed conductivity images of human brain for one of the channels at the ROI: (a) selection of the
ROI indicated by the blue polygon; (b) SSFP magnitude image; (c) SSFP transceive phase; (d) conductivity map reconstructed using

the conventional method; (e) conductivity map reconstructed using the 3D formulation of the proposed method.
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phase has been proposed. Different from the previous
phase-based EPT approach (36,37), a new formulation,
which is in the form of a convection reaction equation,
was derived without assuming that the gradient of the
conductivity is zero. With this contribution, this study
resolves the boundary artifact issue of the conventional
phase-based EPT, and paves the way for fast and reliable
reconstruction of the conductivity maps of tissues in
clinical applications.

There are two significant advantages of the proposed
method. One is the noise reduction ability when solving
the governing equation. This comes from the use of the
diffusion term ð�cr2rÞ, which acts as a low-pass filter
in the solutions without significantly blurring the final
conductivity maps. The noise performance of the pro-

posed method and the conventional method can be com-
pared in Figures 2 and 3. The second advantage of the
proposed method is the ability to successfully recon-
struct the transition regions where boundary artifacts
(overshoot or undershoot in the conductivity maps)
occur in the conventional method. Especially for practi-
cal applications, because of the use of strong spatial fil-
ters to reduce the noise in the phase data, the boundary
artifact in the conventional method becomes wider. For
complex structures (eg, brain), this leads to unreliable
conductivity maps, which are difficult to interpret for
clinical diagnosis.

To derive the governing equation of the proposed
method, three assumptions have been made. One is
rjBþ1 j ¼ 0 and rjB�1 j ¼ 0, which state that the magnitude

FIG. 7. Illustration of the oscillatory decay from the given boundary (initial) value to the final value under different diffusion coefficients
(c ¼ diffusion coefficient) and boundary conditions (BC ¼ value of the conductivity assigned at the boundary). Background conductivity
of the simulation phantom is 1.5 S/m. For the worst case (c¼0, BC¼0.5 S/m), excessive spurious oscillations were observed in the con-

ductivity map; however, oscillations decrease as the BC approaches to the exact value of the background conductivity. For c¼0.01,
these oscillations were significantly reduced. For c¼0.05, the effect of wrong BC is confined to a few pixels only. The results are also

shown in the profile plots for better visualization.
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of the transmit and receive magnetic fields in the ROI
vanish (or vary slowly). This assumption starts to fail at
high field strengths (>3 T). It has been shown that RF
shimming can be used to improve the conventional
phase-based conductivity maps by modifying the Bþ1 field
in the ROI (52), which can also be used in the proposed
method. The second assumption is s2 � veð Þ2. This
assumption is valid for most of the human tissues at field
strengths �3 T. Violation of this assumption (such as in
the gray matter and the white matter) causes overestima-
tion of the conductivity (see Figs. 2 and 3). It is shown
in (36) that the conventional phase-based EPT method
also relies on a similar approximation (namely, s� ve),
and overestimated conductivities can also be observed
(36,53). The third assumption is that the first derivatives
of Bz are negligible when compared with Bþ1 and B�1 . For
the birdcage coil (or TEM coil), this assumption is valid
at the central region of the coil. However, for different
coil configurations, such as transmit from birdcage coil
and receive from phased array coil, this assumption may
not hold for the regions where the receive coils are less

sensitive. Depending on the variation of the tissue EPs in
the z-direction, derivatives of Bz can be comparable with
the transverse magnetic field in the low-sensitive regions
of the receive coils, and also at the off-center regions of
the coils. In such situations, Bz can be estimated by inte-
grating the Bx and By using Gauss’s Law, in which Bx

and By can be approximately found from the determined
Bþ1 and B�1 (53).

To solve the governing partial differential equation of
the proposed method, the Dirichlet boundary condition
is applied, that is, the conductivity value on the bound-
ary of the ROI is assigned. It is found that the exact
value assigned to the boundary is not critical except for
a narrow band around the boundary. In other words,
even if the boundary condition is taken as very different
from the exact value, the solution immediately decays to
the desired value within a few pixels (see Fig. 7). This is
because of the use of the diffusion term in the solutions
(see Eq. [17]), which acts as a regularization term, and
makes the problem more stable by preventing the high
variations (including the spurious decaying oscillations)

FIG. 8. Reconstructed conductivity maps of simulated human brain for different diffusion coefficients. (a) 2D and 3D surface plots of the
actual conductivity of an axial slice; (b) 2D and 3D surface plots of reconstructed conductivity of the same slice for c¼0; (c) same as in

(b) for c¼0.05; (d) magnitude of the x component of the gradient of the transceive phase, j @@x wtrj; (e) magnitude of the y component of
the gradient of the transceive phase, j @@y wtrj; (f) magnitude of the Laplacian of the transceive phase, jr2wtrj. In the regions where

j @@x wtrj; j @@y wtrj, and jr2wtrj are close to zero, spot-like artifacts are observed and are shown with the red arrows. The use of the diffu-
sion term (c¼0.05) prevents these high variations in the reconstructions and make the solutions more stable.
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in the reconstructed conductivity maps both in the case

of outer boundary (see Fig. 7) and in the case of internal

boundaries (see Fig. 5g). Hence, this enables the use

of the proposed method in any local ROI as presented

in (40).
In the cr-MREPT method (25), it was reported that

spot-like artifacts occurred in the regions where the mag-

nitude of the convective field was low. A similar artifact

can also be observed in the proposed method. With refer-

ence to Eq. [14], which does not include a diffusion

term, it can be argued that if r2wtr and rwtr are close to

zero in the same region, huge variations (spot-like arti-

fact) in r are allowed in the solution. Such artifacts are

shown in Figure 8b. In contrast, if the diffusion term is

included as in Eq. [17], high variations in the reconstruc-

tions are prevented and the solutions become more sta-

ble, as shown in Figure 8c.
Combining the proposed method with the convection

reaction–based MREIT method (54), one can image the

conductivity simultaneously at frequencies below a few

kHz and at Larmor frequency, such as the recently pub-

lished hybrid methods (55,56).

CONCLUSIONS

In summary, a new phase-based electrical conductivity

imaging method that includes the electrical conductivity

gradient terms has been formulated, and the final partial

differential equation has been solved using the finite-

difference scheme. The superiorities of the proposed

method over the conventional method are the boundary

artifact–free reconstruction ability and the robustness

against noise. With these two advantages and the inher-

ent advantages of the phase-based EPT (fast, TPA-free,

and practically applicable for any transmit-receive coil

configuration), the proposed method provides fast and

reliable electrical conductivity images for clinical appli-

cations and SAR estimation. Application of the proposed

method to patient data will be the future research

direction.
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APPENDIX A: CONVECTION REACTION–BASED
MREPT (cr-MREPT) FORMULA

Here, a B�1 -based cr-MREPT formula in the logarithm

form will be given (derivation of the Bþ1 -based cr-MREPT

formula has already been given in (25)). We start with

writing the x and y components of Eq. [1] as

�r2Bx ¼
1

g
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@x
� @Bx

@y
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Multiplying the y component by i, and subtracting
from the x component gives

�2r2B�1 ¼
1
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where B�1 ¼ Bx � iBy

� �
=2. Using this B�1 definition and

Gauss’s law r � B ¼ 0, we can write one of the terms in
Eq. [A3] as
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Substituting Eq. [A4] in Eq. [A3] gives
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Substituting the partial derivatives of g terms with the
derivatives of lnðgÞ gives the B�1 -based cr-MREPT for-
mula in the logarithm form

b� � rl nðgÞ � r2B�1 þ ivmgB�1 ¼ 0 [A6]

where

g ¼ sþ ive; m ¼ m0; rlnðgÞ ¼
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The Bþ1 -based version can be derived in similar way.
Both are given in Eq. [3].

APPENDIX B: DERIVATION OF THE CENTRAL EQUATION

Writing the imaginary terms in Eq. [13] gives
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It is observed in the simulations (including the
human head simulations) that the derivatives of the

phase difference fþ � f�ð Þ are smaller when compared

with the derivatives of the transceive phase (ftr). We
also compared the first two terms in Eq. [B1] and found

that the term

@

@y
wþ � w�ð Þ

� @

@x
wþ � w�ð Þ

0

2
666664

3
777775
�

@ImflnðgÞg
@x

@ImflnðgÞg
@y

@ImflnðgÞg
@z

2
66666664

3
77777775

0
BBBBBBB@

1
CCCCCCCA

is at

least one order of magnitude smaller when compared

with the term
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. This is true

for both transmit-receive configurations that we consid-
ered, namely, transmitting from birdcage coil and receiving
either from a birdcage coil or from a phased array coil.
Neglecting the second term and rewriting Eq. [B1] gives
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where

ReflnðgÞg ¼ ln

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2 þ veð Þ2

q� �

For s2 � veð Þ2, the real part of lnðgÞ can be approxi-
mated as ReflnðgÞg � lnðsÞ. Defining r ¼ 1=s (resistivity),
then rlnðsÞ ¼ � 1

r
rr. Substituting these terms in Eq. [B2]

and multiplying Eq. [B2] with �r yields our central
equation

rwtr � rr
� �

þr2wtrr� 2vm0 ¼ 0: [B3]
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