
Image quality assessment using two-
dimensional complex mel-cepstrum

Serdar Cakir
A. Enis Cetin

Serdar Cakir, A. Enis Cetin, “Image quality assessment using two-dimensional complex
mel-cepstrum,” J. Electron. Imaging 25(6), 061604 (2016),
doi: 10.1117/1.JEI.25.6.061604.



Image quality assessment using two-dimensional
complex mel-cepstrum

Serdar Cakir* and A. Enis Cetin
Bilkent University, Department of Electrical and Electronics Engineering, Bilkent, Ankara TR 06800, Turkey

Abstract. Assessment of visual quality plays a crucial role in modeling, implementation, and optimization of
image- and video-processing applications. The image quality assessment (IQA) techniques basically extract
features from the images to generate objective scores. Feature-based IQA methods generally consist of two
complementary phases: (1) feature extraction and (2) feature pooling. For feature extraction in the IQA frame-
work, various algorithms have been used and recently, the two-dimensional (2-D) mel-cepstrum (2-DMC)
feature extraction scheme has provided promising results in a feature-based IQA framework. However, the
2-DMC feature extraction scheme completely loses image-phase information that may contain high-frequency
characteristics and important structural components of the image. In this work, “2-D complex mel-cepstrum” is
proposed for feature extraction in an IQA framework. The method tries to integrate Fourier transform phase
information into the 2-DMC, which was shown to be an efficient feature extraction scheme for assessment
of image quality. Support vector regression is used for feature pooling that provides mapping between the
proposed features and the subjective scores. Experimental results show that the proposed technique obtains
promising results for the IQA problem by making use of the image-phase information.© 2016 SPIE and IS&T [DOI: 10
.1117/1.JEI.25.6.061604]
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1 Introduction and Related Work
Visual-quality assessment is an important process that plays
a key role in the modeling, implementation, optimization,
and testing of image-/video-processing algorithms and multi-
media services. Despite the recent advances in coding tech-
nologies, the transmitted data suffer from both lossy source
encoding and the losses induced by transmission channels.1

This results in a degradation of quality in the images and
videos. Therefore, it is crucial to establish a criterion to mea-
sure the perceived quality. Since the statement “quality” is
generally considered as a subjective term, the subjective
evaluation is formally defined to be the most accurate and
reliable tool in the assessment of visual quality if the number
of subjects is sufficiently large.2 However, the subjective
evaluation is impractical, tedious, and unsuitable to be used
in real-time applications. Moreover, the environmental con-
ditions of the subjects and the contents of the images3

directly affect the evaluation process. Therefore, it is impor-
tant to develop an objective quality measure and significant
amount of research has been carried out to obtain such
a measure.4 The visual-quality metrics can be divided into
two main categories: (1) “signal fidelity measures” and
(2) “perceptual visual-quality metrics (PVQM).”

The signal fidelity measures including mean absolute
error, mean square error (MSE), signal-to-noise ratio
(SNR), and peak SNR (PSNR) are simple and well-defined
measures.5 However, these measures perform poorly when
the noise is not additive.6 Although these measures respond
appreciably to the changes in picture quality, it has been

acknowledged by Girod7 that the signal fidelity measures
do not coincide well with the human visual system (HVS).
The inconsistency between the MSE-based measures and the
perceived quality was also illustrated by Dosselmann and
Young8 through the equal MSE hypersphere concept.

The PVQMs can be divided into three subcategories
based on their dependency on the reference information,
namely: (1) full-reference, (2) reduced-reference, and (3) no-
reference PVQMs. The PVQMs which use some part of the
reference signal instead of using it as a whole, are called
reduced-reference metrics.9 If the whole reference signal is
used in the evaluation of the PVQM, then this PVQM is
called a full-reference metric.10 The no-reference metrics
use only the test signal and, therefore, they are called no-
reference metrics.11,12

The structural similarity index (SSIM) developed by
Wang et al.13 is one of the most common full-reference met-
rics available in the literature. The method tries to model the
structural losses in a given image. The multiscale extension
of SSIM, namely MS-SSIM,14 achieves better performance
than ordinary SSIM. As the first version of the SSIM, the
universal quality index (UQI) had been proposed by
Wang and Bovik15 to model the loss of quality in terms of
(1) “loss of correlation,” (2) “luminance distortion,” and
(3) “contrast distortion.” Information theory has also been
applied to image quality assessment and the visual informa-
tion fidelity (VIF) metric that tries to quantify the informa-
tion shared by the reference and distorted images has been
proposed by Sheikh and Bovik.16 Damera-Venkata et al.17

proposed the noise quality measure (NQM) full-reference
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framework that tries to model the degradations in the dis-
torted images using reference images. A multistage metric,
visual signal-to-noise ratio (VSNR) is proposed by Chandler
and Hemami18 for image quality assessment. In the first stage
of VSNR computation, the visibility of the distortion in the
image is examined with a contrast thresholding-based
scheme. In the second stage, perceived contrast and visual
property of global precedence-based framework is applied,
when the distortion in the image is above the threshold.

Feature extraction-based PVQMs are developed to
model the degradations in an image. Local variance- and cor-
relation-based structural schemes, which are important mile-
stones in image quality assessment,13 can also be considered
as a feature extraction-based method. Moreover, discrete
cosine transform (DCT)- and discrete wavelet transform
(DWT)-based transform domain features are also used to
measure the quality of the images.19 Promising results
obtained by DCT- and DWT-based frameworks encourage
researchers to develop quality measures that work in the
transform domain.20–22 As another feature extraction scheme,
Shnayderman et al.23 used singular value decomposition
(SVD) to define a quality measure for the images degraded
by different levels and different types of distortions. The
method computes the distance between the eigenvalues of
image subregions on the reference and distorted images.
The distances calculated at different subregions are accumu-
lated to obtain a quality score. In another work, Narwaria and
Lin24 used the SVD-based features together with a machine-
learning framework.

After the features are extracted from the images, a final
objective quality score based on the selected features has
to be determined. The process of selecting or integrating fea-
tures to obtain a quality score is generally called “feature
pooling,”which is an important concept in the PVQM frame-
work. Feature pooling is performed by using simple summa-
tion,25 weighted combination,26 and other types of pooling
regimes27 in the literature. Recently, Narwaria and Lin24

have used regression-based machine-learning techniques
for feature pooling. However, the utilization of machine-
learning theory in the image quality assessment problem
is not new. Researchers have proposed machine-learning
approaches to define quality measures28,29 in the literature.
Due to their generalization capabilities and ability to handle
high-dimensional data, machine-learning-based techniques
have the potential to provide better solutions for PVQM.
A full-reference PVQM evaluation composed of feature
detection and pooling stages is proposed by Narwaria and
Lin.30 In the feature detection stage, SVDs of the original
and perturbed images are calculated. After detection of
the features, feature pooling is carried out using the support
vector regression (SVR). The main aim is to evaluate the
deviations present in the singular vectors of the original and
perturbed images.

Narwaria et al.31 have proposed another PVQM frame-
work, which is similar to the one proposed in their earlier
study.30 The authors used two-dimensional (2-D) mel-
cepstrum (2-DMC) features instead of SVD in the feature
extraction stage of the PVQM.31 The 2-DMC features,
which originate from the cepstral analysis, have been used
for image representation by Cakir and Cetin.32,33 Cepstral
feature extraction techniques have drawn attention due to
their representative power in speech-processing applications

including speech and sound recognition and speaker identi-
fication.34–37 In the literature, the 2-D cepstrum, which is the
natural extension of one dimensional (1-D) cepstrum, was
used for shadow detection, echo removal, automatic intensity
control, enhancement of repetitive features, and cepstral
filtering.38–40 The 2-DMC-based IQA scheme proposed by
Narwaria et al.31 was shown to outperform the baseline tech-
niques; however, the method does not consider the image-
phase information that may be a significant component in
the quality assessment problem.

The phase of the Fourier transform (FT) is extremely
important in image representation.41,42 Oppenheim et al.41 car-
ried out a group of experiments on the images to observe the
effects of FT phase information in image synthesis. In almost
all images, edges and texture are preserved in the synthesis
even if the spectral magnitude is totally ignored and set to
a constant value. Due to its significance in image representa-
tion, FT phase is often utilized in various image-processing
applications including image quality assessment.43,44 These
techniques try to integrate the image-phase information with
the magnitude by using a rule-based scheme.

In this article, a full-reference PVQM that contains fea-
ture-detection and feature-pooling operations is proposed.
A set of features, the 2-D complex mel-cepstrum, for feature
extraction is introduced. The proposed 2-D complex mel-
cepstrum features contain image-phase information, which
is obtained using the complex logarithm of the FT in mel-
scale. Feature pooling is carried out using SVR, which is
a machine-learning framework. This paper is organized as
follows. In Sec. 2, the 2-DMC extraction procedure is
reviewed. The proposed 2-D mel-complex cepstrum feature-
extraction scheme is described in Sec. 3. The SVR-based
feature-pooling regime is presented in Sec. 4. Experimental
studies and concluding remarks are presented in Secs. 5 and
6, respectively.

2 Two-Dimensional Mel-Cepstrum Feature
Extraction

A 2-DMC has originated from the ordinary 2-D cepstrum of
a 2-D signal. A 2-D cepstrum Ψða; bÞ of a 2-D image yða; bÞ
can be defined as follows:

EQ-TARGET;temp:intralink-;e001;326;300Ψða; bÞ ¼ F−1
2 flog½jYðu; vÞj2�g; (1)

where ða; bÞ denotes 2-D cepstral frequency coordinates,
F−1
2 denotes 2-D inverse discrete-time Fourier transform

(IDTFT), and Yðu; vÞ is the 2-D discrete-time Fourier trans-
form (DTFT) of the image yða; bÞ. In general, fast Fourier
transform (FFT) algorithm is preferred to compute the DTFT.

The 2-DMC divides the DTFT domain into different-
sized regions by making use of the structural nature of
the Fourier transform. In other words, the DTFT domain is
divided into nonuniform bins in a logarithmic manner as
shown in Fig. 1 and the energy jGðm; nÞj2 of each bin is
computed as follows:

EQ-TARGET;temp:intralink-;e002;326;154jGðm; nÞj2 ¼
X

u;v∈Bðm;nÞ
jYðu; vÞj2; (2)

where Yðu; vÞ is the discrete Fourier transform (DFT) of
yða; bÞ and Bðm; nÞ is the cell of the logarithmic grid cor-
responding to the ðm; nÞ-th location. The bin sizes are
smaller at low frequencies compared to high frequencies.
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The concept of dividing the transform domain into differ-
ent-sized regions is similar to the mel-cepstrum computation
in speech processing. Similar to speech signals, most natural
images are low-pass in nature. Therefore, there is more signal
energy at low frequencies compared to high frequencies.
Logarithmic division of the DFT grid in such a manner
emphasizes high frequencies. After DFT gridding, 2-D mel-
frequency cepstral coefficients Ψmelðp; qÞ are computed
using inverse DFT (IDFT) as follows:

EQ-TARGET;temp:intralink-;e003;63;411Ψmelðp; qÞ ¼ F−1
2 flog½jGðm; nÞj2�g: (3)

Due to the logarithmic grid shown in Fig. 1, the size of the
forward DFT used to compute Yðu; vÞ is larger than the size
of the IDFT. Similar to the use of mel-cepstrum in speech
processing, to emphasize certain bands, different weights
may also be assigned to different frequency bins. The dimen-
sions of the 2-DMC sequence, which is computed using the
IDFT, is smaller than the original image because several DFT
values are grouped together in each bin. Note that the image
is selected to be a square image for ease of representation.
The steps of the 2-DMC-based feature extraction scheme are
summarized as follows.

• N × N 2-D DFT of input images are calculated. Before
the DFT calculation, the images are padded with zeros
up to the size that is the closest power of 2 to take ad-
vantage of the FFTalgorithm during DFT computation.

• The nonuniform DTFT grid is applied to the resultant
DFT matrix and the energy jGðm; nÞj2 of each cell is
computed. Each cell of the grid can also be weighted
with a coefficient. The data size is M ×M, where
M ≤ N.

• Logarithm of cell energies jGðm; nÞj2 are computed.
• 2-D IDFT of the M ×M data is computed to get the

M ×M mel-cepstrum sequence.

In an image, the contributions to the high frequencies
are generally made by edges and structural features. For
the purpose of extracting better representative features, the

cells of the 2-D DFT grid, which correspond to the high-
frequency components, are multiplied with higher weights
compared to those used for the low-frequency cells in
the grid. This ensures that high-frequency components are
further emphasized.

An important feature is the invariance of the cepstrum to
pixel amplitude changes. In this manner, robustness to illu-
mination invariance can be achieved. Let Yðu; vÞ denote the
2-D DTFT of a given image yða; bÞ and y2ða; bÞ ¼ αyða; bÞ
has a DTFT αYðu; vÞ for any real constant α. The log spec-
trum of αYðu; vÞ is given as follows:

EQ-TARGET;temp:intralink-;e004;326;389 log½jαYðu; vÞj� ¼ logðjαjÞ þ log½jYðu; vÞj� (4)

and the corresponding cepstrum is given as follows:

EQ-TARGET;temp:intralink-;e005;326;347Ψ2ða; bÞ ¼ κδða; bÞ þ Ψða; bÞ; (5)

where δða; bÞ ¼ 1 for a ¼ b ¼ 0 and δða; bÞ ¼ 0, otherwise.
Therefore, the cepstrum values except at the (0,0) location
(DC term) do not vary with amplitude changes. Since
the FT magnitudes of yða; bÞ and yða − c; b − dÞ are the
same, the 2-D cepstrum and mel-cepstrum are shift invariant
features.

Another important characteristic of the 2-D cepstrum is
symmetry with respect to Ψða; bÞ ¼ Ψð−a;−bÞ. As a result
only half of the 2-D cepstrum orM ×M 2-DMC coefficients
is enough when IDFT is used. The 2-DMC method that is
originated from the ordinary 2-D cepstrum also has the
same properties.

A more detailed discussion and derivations for 2-DMC
can be found in our earlier studies.32,33 Due to its represen-
tative properties and the success in the face recognition prob-
lem,32 the 2-DMC feature extraction scheme was proposed
for the image quality assessment problem and achieved
promising results.31

3 Two-Dimensional Complex Mel-Cepstrum-Based
Feature Extraction

Although the 2-DMC feature extraction scheme has achieved
promising results for image representation,31–33 the method

Fig. 1 A representative nonuniform 2-DMC grid in the DTFT domain. Cell sizes are smaller at low
frequencies compared to high frequencies. The resultant matrix has smaller dimensions than the original
spectrum since each frequency bin produces only one coefficient.
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completely ignores the image-phase information that may
possess superior representation capability. The experiments
carried out by Oppenheim et al.41 revealed that by using only
the FT phase information, high-frequency components such
as edges and texture are preserved in the synthesis even if the
spectral magnitude is totally ignored and set to a constant
value. The FT phase information of a set of images and
the synthesis results obtained by using the approach pro-
posed by Oppenheim et al.41 for these images are presented
in Fig. 2.

By looking at the synthesis results presented in Fig. 2, it
can be observed that the image-phase information contains
descriptive high-frequency characteristics, since the synthe-
sis image preserves most of the edges and texture details of
the input image. Moreover, high-frequency characteristics of
the image are still present in the image-phase information
after exposure to different types of distortions. The illustra-
tions of FT phase matrices in Fig. 2 also show that different
types of distortions cause the FT phase information to dis-
tribute in different manners in the spectrum. Since we deal
with different types and different levels of distortion in image
quality assessment problem, the FT phase information,
which disperses differently in the spectrum under different
degradation types, may be a useful feature for signal repre-
sentation. In addition, frequency binning using a nonuniform
grid in the 2-DMC computation can be applied to FT phase
information to extract phase characteristics in local fre-
quency bands. Therefore, due to its possible contribution
to signal representation and its discriminative distribution
in the spectrum, we plan to integrate FT phase information

with the 2-DMC features to use it in a feature-based image
quality assessment scheme. Here, we try to seek the possibil-
ity of deriving 2-D complex mel-cepstrum features based on
complex cepstrum theory.41

A 1-D complex cepstrum was defined by Oppenheim and
his coworkers.41,45,46 The natural 2-D extension of the
complex cepstrum was also proposed to be used in image-
processing applications such as echo removal, automatic
intensity control, and enhancement of repetitive features.39

Recalling that Yðu; vÞ is the DTFT of the image yða; bÞ,
the Yðu; vÞ may contain artifacts commonly known as
“cross-effect” due to the implicit assumption about the
image’s periodicity. However, natural images contain signifi-
cant discontinuities especially across the frame borders that
may cause cross-shape artifacts in the Fourier spectrum.
Therefore, before further processing, the image is exposed
to a “periodization” step47 to eliminate the artifacts that
degrade the spectrum. The periodization algorithm47 used
herein decomposes the input image into two components,
one of which is a periodic image while the other is a smooth
component except for sharp transitions near the frame bor-
ders. The main idea behind the algorithm is finding a linear
decomposition, which provides a periodic component whose
spectrum is close to the spectrum of the input image as well
as being artifact free. However, the latter component captures
all the edge artifacts arising from the implicit periodization of
the input image. When the input image is directly padded
with zeros to produce an image of size power of twos, this
padding operation may cause undesired artifacts in the
image. However, prior periodization eliminates the undesired

Fig. 2 The illustration of FT phase information and phase-only synthesis of reference and distorted
images. (a) Reference Image, JPEG2000 compressed image, JPEG compressed image, Gaussian
blurred image, and the noisy image (image size: 512 × 512). (b) FT phase information of reference,
JPEG2000 compressed, JPEG compressed, Gaussian blurred, and the noisy images. (c) Image syn-
thesis using only image-phase information. Magnitude of the FT is set as unit matrix.

Journal of Electronic Imaging 061604-4 Nov∕Dec 2016 • Vol. 25(6)

Cakir and Cetin: Image quality assessment using two-dimensional complex mel-cepstrum



effects caused by direct padding. The Ypðu; vÞ is calculated
as the DTFTof the periodized image ypða; bÞ and used in the
2-D complex cepstrum computation as follows:

EQ-TARGET;temp:intralink-;e006;63;510

ΨCða; bÞ ¼ F−1
2 flog½Ypðu; vÞ�g

¼ F−1
2 flog½jYpðu; vÞjejϕðu;vÞ�g

¼ F−1
2 flog½jYpðu; vÞj� þ logðejϕðu;vÞÞg

¼ F−1
2 flog½jYpðu; vÞj�g þ F−1

2 fjϕðu; vÞg: (6)

In the final calculation step of Eq. (6), we have the real 2-D
cepstrum of the image on the first summand and inverse FT
of the image phase on the second summand. The right sum-
mand is due to the complex logarithm operation, which has
to be continuous. Therefore, the discontinuities in phase
should be unwrapped to compute the complex cepstrum cor-
rectly. In the literature, several phase-unwrapping algorithms
have been developed to calculate complex cepstrum in an
appropriate manner.46,48–53 The phase unwrapping is carried
out by adding multiples of 2π to appropriate phase locations
for a smooth phase function. The phase-unwrapping algo-
rithm used in this work is based on the local phase gradient.
Each element of the phase is checked as to whether the sign
of the phase gradient is consistent with its consecutive neigh-
bors. If the sign of the phase gradient changes, the phase
element is modified by adding/subtracting integer multiples
of 2π. Otherwise, the phase element remains unchanged.
This way, undesired phase transitions are eliminated and
the phase is modified to be smooth.

In this article, the 2-D complex mel-cepstrum is defined
for feature extraction from images. The 2-DMC is known
to be an efficient feature extraction technique in face
recognition32 and image quality assessment31 problems.
The 2-D complex mel-cepstrum is computed similarly to
the 2-DMC by combining discrete Fourier domain coeffi-
cients in logarithmic bins. However, both magnitude and
phase terms are averaged in the 2-D complex mel-cepstrum.
As in regular 2-D complex cepstrum, phase terms in a given
logarithmic bin must be unwrapped before averaging. Let
ϕ̃ðu; vÞ be the unwrapped phase of the image FT. In each
logarithmic bin, unwrapped phase coefficients are averaged
as follows:

EQ-TARGET;temp:intralink-;e007;326;543θðm; nÞ ¼ 1

μm;n

X

u;v∈Bðm;nÞ
ϕ̃ðu; vÞ; (7)

where θðm; nÞ is the mean phase value of the ðm; nÞ-th bin
and μm;n is the number of 2-D DFT coefficients in the
corresponding bin Bðm; nÞ. By using the logarithmic bin
energy values and phase information defined in Eqs. (2)
and (7), the proposed 2-D complex mel-cepstrum coeffi-
cients [ΨCmelðp; qÞ] are calculated as follows:
EQ-TARGET;temp:intralink-;e008;326;436

ΨCmelðp; qÞ ¼ F−1
2 flog½jGðm; nÞjejθðm;nÞ�g

¼ F−1
2 flog½jGðm; nÞj� þ logðejθðm;nÞÞg

¼ F−1
2 flog½jGðm; nÞj�g þ F−1

2 fjθðm; nÞg
ΨCmelðp; qÞ ¼ W · Ψmelðp; qÞ þ F−1

2 fjθðm; nÞg: (8)

The 2-D complex mel-cepstrum computation integrates the
Ψmelðp; qÞ with the inverse FTof the unwrapped phase infor-
mation as shown in Eq. (8). To establish an appropriate
balance between the energy and phase terms in the compu-
tation [Eq. (8)], Ψmelðp; qÞ should be calculated by using the
appropriate weight. The weight (W) used in Ψmelðp; qÞ com-
putation is calculated as follows:
EQ-TARGET;temp:intralink-;e009;326;272

W ¼ argmin
W�

fjθ̄ −W� · Ψ̄meljg;

θ̄ ¼ 1

N2

XN

i¼1

XN

j¼1

θði; jÞ;

Ψ̄mel ¼ 1

N2

XN

p¼1

XN

q¼1

Ψmelðp; qÞ: (9)

In this way, the domination of either the energy or phase
components is avoided in the overall 2-D complex mel-
cepstrum computation.

The flow diagram of the proposed 2-D complex mel-
cepstrum feature extraction scheme is presented in Fig. 3.
The implicit periodization is carried out as a preprocessing
step before the computation of cepstral coefficients.

By looking at the flow diagram presented in Fig. 3,
one can say that the proposed 2-D complex mel-cepstrum

Fig. 3 Flow diagram of the proposed 2-D complex mel-cepstrum feature extraction scheme.
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scheme introduces a phase branch (left branch in Fig. 3)
in the calculations. The classical 2-DMC computation
[Ψmelðp; qÞ] is carried out in the right branch of Fig. 3.
At the end, the 2-D complex mel-cepstrum features are
obtained by the integration of the classical 2-DMC with
the phase information. Similar to the classical mel-cepstrum
computation, the proposed technique also provides a reduced
feature representation by making use of nonuniform binning
in both magnitude and phase components. Recall that the
2-D cepstrum is symmetric with respect to Ψða; bÞ ¼
Ψð−a;−bÞ and enables a further dimensionality reduction
in the feature space. This is caused by the conjugate-symmet-
ric structure of the FT coefficients and it is clear that the
amplitude of the complex FT pairs are the same. But, the
proposed 2-D complex mel-cepstrum features do not provide
dimensionality reduction since the phase information is not
symmetric with respect to DC term, i.e., (0,0) frequency
location. This is due to the phase differences between the
conjugate-symmetric FT pairs and the nature of the phase-
unwrapping algorithm. The main aim of the phase-unwrap-
ping algorithm is eliminating the local discontinuities in the
image phase. While eliminating these discontinuities, it does

not try to preserve the overall symmetry since it may damage
the phase information.

In Fig. 4, examples of 2-D complex mel-cepstrum coef-
ficient matrices extracted from both reference and distorted
images are presented. The images are taken from CSIQ
image dataset54 and the magnitude of the 2-D complex
mel-cepstrum matrices are calculated and then saturated
for visualization since the proposed features are complex-
valued matrices.

4 Feature Pooling with Support Vector Regression
To calculate objective quality scores from the cepstral feature
space, a regression framework is carried out to perform map-
ping between the high-dimensional feature space and subjec-
tive scores. The regression framework used in this study is
SVR, namely ϵ-SVR. Instead of reimplementing the SVR
algorithm, the library for support vector machines (LIBSVM)
package55 which provides an effective implementation and
easy-to-use software, is used. The SVR accepts the features
in terms of vectors, and therefore, the cepstral feature matri-
ces [Ψmelðp; qÞ, ΨCmelðp; qÞ] are converted into vectors
before the SVR algorithm. Let ϑR and ϑD be the cepstral

Fig. 4 Example of 2-DMC and 2-D complex mel-cepstrum features extracted from reference and
distorted images. (a) Reference image, Gaussian blurred image, JPEG2000 compressed image, and
the noisy image (image size: 512 × 512). (b) 2-DMC coefficients corresponding to reference,
Gaussian blurred, JPEG2000 compressed, and the noisy images (feature size: 85 × 85). (c) 2-D complex
mel-cepstrum coefficients corresponding to reference, Gaussian blurred, JPEG2000 compressed, and
the noisy images (feature size: 85 × 85).
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feature vectors extracted from the reference and distorted
images, respectively. The image degradations, i.e., distor-
tions, are modeled by defining the feature difference vector
as follows:

EQ-TARGET;temp:intralink-;e010;63;708x ¼ jϑR − ϑDj: (10)

More specifically, let xi, i ¼ 1;2; : : : ; ntr denote the differ-
ence feature vector corresponding to the i’th image in the
training dataset and ntr denotes the number of images
used for training. In ϵ-SVR, the main aim is to find a function
f that maps the feature vectors to subjective quality evalu-
ation score (si) while pushing the standard deviation smaller
than ϵ. While satisfying these requirements, the function
fðxiÞ should also be as flat as possible.56 The function to
be learned is fðxÞ ¼ βTφðxÞ þ γ, where φðxÞ is a nonlinear
function of x, β is weight vector, and γ is bias term. The
weight vector β is calculated as follows:

EQ-TARGET;temp:intralink-;e011;63;556jsi − fðxiÞj ≤ ε; β ¼
Xnsv

i¼1

ðη�i − ηiÞφðxiÞ; (11)

where nsv denotes the number of support vectors obtained in
the regression process and η�i , ηi are the Lagrange multipliers
used in the function optimization. If the optimization prob-
lem is solved, the function to be learned becomes as follows:
EQ-TARGET;temp:intralink-;e012;63;469

fðxÞ ¼ βTφðxÞ þ γ

¼
Xnsv

i¼1

ðη�i − ηiÞφðxiÞTφðxÞ þ γ

¼
Xnsv

i¼1

ðη�i − ηiÞKðxi; xÞ þ γ

¼
Xnsv

i¼1

ðη�i − ηiÞ expð−ρkxi − xk2Þ þ γ: (12)

Note that, the kernel function Kðxi; xÞ is selected as radial
basis function kernel.

After the function is learned, the quality score Q is
obtained by Q ¼ fðxÞ. In this way, the SVR maps the
high-dimensional image data to a single quality score.

5 Experimental Studies
In this work, the proposed technique is compared with base-
line techniques over eight different image quality databases.
Each feature extraction scheme is followed by a feature-pool-
ing phase that is carried out by using SVR. The quality
scores obtained for each feature extraction scheme and
image quality database are compared with three correlation-
based measures. In Sections 5.1 and 5.2, the experimental
procedures are explained in detail.

5.1 Image Quality Databases
In the performance evaluation of different IQA schemes,
eight different image databases (A57,57 TID2008,58

IRCCyN/IVC,59 LIVE,60 CSIQ,54 Toyoma,61 VCL@FER,62

and WIQ63) are used. Basic properties of each dataset,
namely, number of reference images, number of distorted
images, number of distortion types, number of distortion
levels, image properties, and information about subjective
evaluation are listed in Table 1. Some of the attributes in
Table 1 are stated as “Varying” since these attributes may
change for different reference images.

5.2 Experimental Procedures and Results
In the experiments, a k-fold cross-validation procedure is fol-
lowed and the image databases used in the experiments are
divided into equally sized partitions. These partitions are
formed such that none of the partitions has distorted images
obtained using the same reference image to prevent testing
with the images used in the training phase. In k-fold cross
validation, the overall dataset is divided into k partitions.
At each experimental step, the partition used in the test
phase is changed and the remaining k − 1 partitions are
used in the training phase of the SVR. The experiments
are repeated until every single partition is used in the test

Table 1 Information about image quality datasets.

Database
# Reference

images
# Distortion

types
# Distortion

levels
# Distorted
images

Image properties Subjective evaluation

Image size Color Bit depth Score type Scale

A57 3 6 3 54 512 × 512 Gray scale 8-bit PD [0,1]

TID2008 25 17 4 1700 512 × 384 RGB 24-bit MOS [0,9]

IRCCyN/IVC 10 4 Varying 185 512 × 512 RGB 24-bit MOS [1,5]

LIVE 29 5 Varying 779 768 × 512 RGB 24-bit DMOS [1,100]

CSIQ 30 6 4/5 866 512 × 512 RGB 24-bit DMOS [0,1]

Toyama 14 2 6 168 768 × 512 RGB 24-bit MOS [1,5]

VCL@FER 23 4 6 552 Varying RGB 24-bit MOS [1,100]

WIQ 7 1 Varying 80 512 × 512 Gray Scale 8-bit DMOS [1,100]

Note: PD, perceived distortion; MOS, mean opinion score; DMOS, difference mean opinion score.
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phase. At the end of the experiments, the results obtained for
each repetition are used to calculate the overall average of
the results. The A57, TID2008, IRCCyN/IVC, LIVE, CSIQ,
Toyama, VCL@FER, and WIQ image databases are divided
into 3, 5, 10, 6, 6, 7, 5, and 7 partitions, respectively. For each
image dataset, we tried to construct partitions, which contain
the same number of images, depending on the number of
reference images present in the database.

The quality measures produced by the proposed and the
baseline techniques are evaluated by measuring the similarity
between these measures and the subjective scores. To

measure this similarity, three commonly used criteria, namely:
(1) Pearson linear correlation coefficient (CP), (2) Spearman’s
Rho correlation coefficient (CS), and (3) Kendall’s Tau
correlation coefficient (CK) are used. The objective quality
metric resulting in the highest values of these correlation
coefficients with the subjective scores is determined to
be the best quality assessment metric. Also, to establish
a mapping between the objective quality metric results and
subjective scores, a five-parameter logistic function64 is used
before the evaluation of correlation-based similarity criteria.
The performance of the proposed scheme is compared with

Table 2 Performance of the objective quality metrics for different image quality databases.

Database Crit.

Objective quality measures

PSNR VSNR VIF SSIM MS-SSIM UQI NQM IFS VSI 2-DMC Proposed

A57 CP 0.7073 0.9502 0.6228 0.4257 0.8507 0.5584 0.8178 0.8995 0.9057 0.9242 0.9383

CS 0.6189 0.9355 0.6223 0.4143 0.8394 0.5398 0.7968 0.8617 0.9030 0.9016 0.9312

CK 0.4309 0.8031 0.4589 0.2854 0.6478 0.3936 0.5890 0.6842 0.7373 0.7490 0.7883

TID2008 CP 0.5734 0.6823 0.8084 0.6413 0.8424 0.6473 0.6135 0.8810 0.8762 0.8226 0.8235

CS 0.5834 0.7015 0.7491 0.6272 0.8526 0.5851 0.6236 0.8903 0.8979 0.8026 0.8027

CK 0.4256 0.5323 0.5861 0.4562 0.6539 0.4255 0.4600 0.7009 0.7123 0.6122 0.6152

IRCCyN/IVC CP 0.6698 0.7306 0.8940 0.7885 0.8920 0.8255 0.7857 0.9401 0.9104 0.9294 0.9481

CS 0.6427 0.7347 0.8876 0.7750 0.8827 0.8196 0.7769 0.9326 0.8979 0.9174 0.9270

CK 0.4784 0.5469 0.7031 0.5887 0.6978 0.6202 0.5796 0.7695 0.7194 0.7830 0.7955

LIVE CP 0.9078 0.9427 0.9666 0.9424 0.9560 0.9177 0.8713 0.9599 0.9559 0.9509 0.9570

CS 0.9124 0.9465 0.9695 0.9479 0.9624 0.9136 0.8627 0.9645 0.9623 0.9501 0.9536

CK 0.7346 0.7989 0.8477 0.8006 0.8342 0.7495 0.6799 0.8417 0.8328 0.8148 0.8269

CSIQ CP 0.8000 0.7685 0.8996 0.7929 0.8937 0.8292 0.7773 0.9576 0.9279 0.9360 0.9545

CS 0.8033 0.7786 0.8935 0.7795 0.8847 0.8236 0.7719 0.9582 0.9423 0.9281 0.9497

CK 0.6022 0.5930 0.7101 0.5921 0.7005 0.6250 0.5745 0.8165 0.7857 0.7724 0.8079

Toyama CP 0.6440 0.8755 0.9186 0.7901 0.8919 0.7202 0.8746 0.8710 0.7131 0.9039 0.9300

CS 0.6153 0.8660 0.9114 0.7809 0.8872 0.7181 0.8721 0.8668 0.7015 0.8875 0.9155

CK 0.4476 0.6833 0.7383 0.5883 0.7044 0.5336 0.6831 0.6772 0.5159 0.7422 0.7736

VCL@FER CP 0.8186 0.4186 0.6363 0.8419 0.8178 0.7902 0.9396 0.8394 0.6429 0.9310 0.9272

CS 0.8053 0.4620 0.6348 0.8419 0.8354 0.7871 0.9398 0.8637 0.6005 0.9290 0.9241

CK 0.6141 0.3243 0.4482 0.6479 0.6501 0.5895 0.7752 0.6736 0.4563 0.7624 0.7556

WIQ CP 0.7609 0.6537 0.7121 0.7881 0.7575 0.6967 0.8161 0.6404 0.8243 0.8845 0.9429

CS 0.6257 0.5945 0.6549 0.7195 0.7146 0.6084 0.7644 0.5795 0.8043 0.7811 0.8289

CK 0.4626 0.4193 0.5025 0.5261 0.5326 0.4360 0.5803 0.4119 0.6170 0.6442 0.7124
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the baseline techniques consisting of PSNR, VSNR,18 VIF,16

SSIM,13 MS-SSIM,14 UQI,15 NQM,17 independent feature
similarity (IFS),65 visual saliency-based index (VSI),66 and
2-DMC.31,32 The results obtained for each objective measure
corresponding to each image dataset are presented in Table 2.
To increase the readability of the results, similarity measures
providing the first and second best performance are written in
bold font.

To visualize the correlation values, Cp’s corresponding to
each objective metric and image dataset are illustrated in
Fig. 5.

By looking at the results presented in Table 2 and Fig. 5,
one can say that PSNR provides the worst performance on all
of the databases. In the literature, it is generally stated that
PSNR cannot model HVS adequately,7 and therefore, the low
performance of the PSNR metric is expected. The VSNR
outperformed other objective measures in the A57 database
but it did not provide promising results on the remaining
databases. The VIF metric is another objective measure
that showed significant performance variations on different
image databases. The VIF, outperforming other objective
measures on LIVE and Toyama databases, showed unsatis-
factory performance on the remaining databases. Structural
similarity-based measures, namely SSIM and MS-SSIM,
provided moderate performance on the image databases.
However, MS-SSIM outperformed other objective measures
(except IFS and VSI) on the TID2008 database. The UQI
measure did not show a satisfactory performance on any
database. The NQM, especially efficient on additive types
of noise, performs quite well on the VCL@FER database.
However, it fails to provide acceptable performance on the
other datasets. IFS measure outperforms the other objective
measures on the TID2008, IVC, LIVE and CSIQ databases.
However, the performance of the IFS scheme decreases

dramatically on the remaining databases. The visual saliency-
based VSI method provides satisfactory performance on
TID2008 and LIVE image databases but the performance
of the VSI method does not meet the expectations on the
remaining image datasets. Different from the other objective
measures, cepstral methods, namely 2-DMC and the pro-
posed 2-D complex mel-cepstrum, achieved acceptable per-
formance on all of the databases. The proposed technique
outperformed other baseline techniques especially on IVC,
CSIQ, Toyama, and WIQ image databases.

To evaluate the overall performance of each objective
metric, the similarity results listed in Table 2 are used to com-
pute the average performance. The averaging is carried out in
two ways: (1) ordinary and (2) weighted averaging. In ordi-
nary averaging, all similarity measures corresponding to
each image dataset have equal impact on the final result.
However, on the weighted averaging, the similarity measures
corresponding to each dataset are multiplied with the weights
that are proportional to the number of distorted images in
the corresponding dataset. The average performance results
of each objective measure are presented in Table 3. The
standard deviation is another important criterion for the con-
sistency of the objective quality measures. The measure that
deviates less than the other measures can be determined to be
more consistent. Therefore, the standard deviation of the
similarity measures are also presented in Table 3. As another
performance criterion, the correlation results of the objective
quality measures are sorted to obtain a ranking for each cor-
relation type (CP, CS, CK). The method that has the highest
correlation value achieves the first rank. For example, by
looking at the results provided in Table 2, VSNR obtains
the first rank for CP measure on A57 image dataset.
Similarly, each objective quality metric obtains a ranking
between [1,11], for each correlation type on each of the

Fig. 5 The illustration of Cp values corresponding to each dataset and objective quality measure.
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image datasets. The average ranking is calculated by averag-
ing the individual rankings through correlation types and
image datasets. The average ranking of the correlation values
are presented in the last row of Table 3.

The average correlation results corresponding to each
objective quality measure is displayed in Fig. 6. In Fig. 6,
the minimum and maximum correlation values are denoted
by upper and lower triangles. The line between the triangles
denote the value interval for each correlation coefficient.
Also, the length of the interval gives an impression about
the deviation values listed in Table 3.

The results presented in Table 3 and Fig. 6 show that the
proposed metric obtains promising results in the overall per-
formance evaluations. The proposed metric outperforms
baseline techniques when the performance is evaluated using
ordinary averaging. When weighted averaging is used in per-
formance evaluation, the IFS metric obtains better results
than the proposed regime due to the size of TID2008 dataset
in which the IFS outperforms other metrics. However, the
IFS metric does not achieve a consistent regime throughout
the datasets. The proposed quality scheme not only achieves
promising results in average similarity measures, but also
provides a consistent regime, i.e., low standard deviation of
performance on the overall databases. As expected, the base-
line techniques showing large performance deviations on
different datasets result in higher deviation values, which
can be observed in Table 3. The proposed complex ceps-
trum-based measure also achieves the highest average rank-
ing, which is another sign of better performance. The overall
performance evaluations show that cepstral methods, espe-
cially the proposed 2-D complex mel-cepstrum, provides

significant performance increases on certain databases
while obtaining acceptable performance on the remaining
databases.

To investigate the generalization capability of the pro-
posed quality assessment scheme, an experiment is carried
out by using the IVC dataset. Recall that the IVC dataset
contains 10 reference images. In the experiment, the algo-
rithm is trained with a single image by changing the refer-
ence image at each time. When a single reference image is
used in training, the remaining nine images are used for test-
ing. This way, the SVR-based algorithm is trained with very
few samples. To quantify the performance of the experiment,
average correlation coefficients are calculated. The average
correlation values (Cp, Cs, Ck) obtained by the proposed
algorithm on the IVC dataset are 0.8665, 0.8609, and
0.6704, respectively. It is obvious that the performance of
single-image training scheme is worse than the classical
k − 1 partition-based training. However, the proposed fea-
ture-based IQA framework provides promising results
even in the case in which there is a single image in the train-
ing set. This experiment revealed the generalization capabil-
ity of the proposed method, which may enable an efficient
representation under circumstances that lack sufficient train-
ing data.

To further analyze the performance of objective quality
metrics on different distortion types, another set of experi-
ments are carried out. The LIVE image dataset,60 containing
five different distortion types, namely, JPEG2000 compres-
sion, JPEG compression (JPEG), additive white noise (WN),
Gaussian blur (GB), and fast fading (FF), is used for this
single distortion-based evaluation.

Table 3 The average, standard deviation, and average ranking of the performance of the objective quality metrics. In order to increase the
readability of the results, objective quality measures providing the first and second best performance, are written in bold font.

Averaging scheme Criteria

Objective quality measures

PSNR VSNR VIF SSIM MS-SSIM UQI NQM IFS VSI 2-DMC Proposed

Ordinary averaging Average CP 0.7352 0.7528 0.8073 0.7514 0.8628 0.7482 0.8120 0.8736 0.8446 0.9103 0.9277

Average CS 0.7009 0.7524 0.7904 0.7358 0.8574 0.7244 0.8010 0.8647 0.8387 0.8872 0.9041

Average CK 0.5245 0.5876 0.6244 0.5607 0.6777 0.5466 0.6152 0.6969 0.6721 0.7350 0.7594

Deviation CP 0.1007 0.1648 0.1256 0.1453 0.0559 0.1076 0.0902 0.0970 0.1041 0.0382 0.0406

Deviation CS 0.1135 0.1569 0.1320 0.1488 0.0657 0.1253 0.0883 0.1147 0.1193 0.0580 0.0527

Deviation CK 0.1052 0.1592 0.1374 0.1395 0.0786 0.1146 0.0890 0.1239 0.1229 0.0656 0.0635

Weighted averaging Average CP 0.7203 0.7246 0.8366 0.7619 0.8722 0.7594 0.7562 0.9029 0.8658 0.8915 0.8991

Average CS 0.7182 0.7387 0.8112 0.7535 0.8762 0.7309 0.7559 0.9084 0.8715 0.8784 0.8855

Average CK 0.5429 0.5731 0.6474 0.5782 0.6962 0.5553 0.5788 0.7418 0.7073 0.7132 0.7261

Deviation CP 0.1018 0.1672 0.1290 0.1457 0.0567 0.1082 0.1060 0.1013 0.1063 0.0426 0.0497

Deviation CS 0.1148 0.1575 0.1336 0.1497 0.0683 0.1255 0.0992 0.1228 0.1237 0.0587 0.0559

Deviation CK 0.1069 0.1598 0.1394 0.1406 0.0807 0.1149 0.0961 0.1318 0.1279 0.0691 0.0717

Average ranking 9.1667 7.7917 5.5833 7.8750 5.0417 8.5833 7.1250 4.2083 4.8333 3.4583 2.3333

Journal of Electronic Imaging 061604-10 Nov∕Dec 2016 • Vol. 25(6)

Cakir and Cetin: Image quality assessment using two-dimensional complex mel-cepstrum



Single distortion-based quality evaluation is performed
on the LIVE image dataset, because the objective quality
metrics that provide the leading performance on the overall
quality evaluation (IFS, VSI, 2-DMC, and proposed) suffer
performance losses on the LIVE image dataset. In this way,
the effect of each distortion type on the overall performance
can be examined. The performance of the VIF metric on
different distortion types is also evaluated since the VIF

metric outperforms the other objective metrics on the overall
quality evaluation of the LIVE image dataset. The correlation
results corresponding to each degradation type are listed in
Table 4.

By looking at the results presented in Table 4, one
can conclude that the VIF metric coincides well with the
subjective scores. In other words, the correlation results
corresponding to the VIF metric are higher than the result

Fig. 6 Average correlation results corresponding to each objective quality measure.
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obtained by other objective measures. Except for the results
obtained for WN and GB, the VIF outperforms other metrics
on the remaining distortion types. The results in Table 4 also
reveal that the proposed complex mel-cepstrum technique
obtained comparable results with the VIF metric. Moreover,
it outperforms the baseline metrics in the presence of the GB
type of distortion. Although the proposed technique achieves
satisfactory performance on the WN, GB, and FF types of
degradation, it fails to provide acceptable performance on
the compression type of degradation (JPEG2000, JPEG).
Taking into consideration the overall quality evaluations
presented in Tables 2 and 3, one can conclude that slight
performance losses in single distortion results lead to perfor-
mance reduction on the overall quality evaluation.

The experiments also revealed that the proposed 2-D com-
plex mel-cepstrum outperforms classical 2-DMC features in
nearly all of the tests by making use of image-phase informa-
tion, which contains structural details and high-frequency
components. Therefore, our motivation to enhance 2-DMC
features with the image phase is validated through the
experiments.

6 Conclusion
In this article, a 2-D complex mel-cepstrum feature extrac-
tion scheme is proposed for image quality assessment.

The proposed feature extraction framework integrates
image-phase information with the classical mel-cepstrum
computation to achieve an appropriate balance between
FT magnitude and phase for image representation. The com-
plex mel-cepstrum-based features are fed into the SVR-based
feature-pooling technique to obtain objective quality scores.
The experimental studies demonstrate that the proposed fea-
ture extraction technique outperforms baseline techniques on
several datasets while achieving an acceptable performance
on the remaining datasets. In addition, the proposed feature
extraction framework provides the best average performance
when the average is computed over all of the datasets using
an ordinary averaging scheme. The promising results
obtained through large-scale experimentation reveal the
effectiveness and representative power of the 2-D complex
mel-cepstrum feature extraction scheme. In future work,
the proposed 2-D complex mel-cepstrum feature extraction
technique is intended to be used in a no-reference image
quality assessment framework.
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