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Purpose: Magnetic particle imaging (MPI) is a new imaging technology that directly detects
superparamagnetic iron oxide nanoparticles. The technique has potential medical applications in
angiography, cell tracking, and cancer detection. In this paper, the authors explore how nanoparticle
relaxation a↵ects image resolution. Historically, researchers have analyzed nanoparticle behavior by
studying the time constant of the nanoparticle physical rotation. In contrast, in this paper, the authors
focus instead on how the time constant of nanoparticle rotation a↵ects the final image resolution,
and this reveals nonobvious conclusions for tailoring MPI imaging parameters for optimal spatial
resolution.
Methods: The authors first extend x-space systems theory to include nanoparticle relaxation. The
authors then measure the spatial resolution and relative signal levels in an MPI relaxometer and a 3D
MPI imager at multiple drive field amplitudes and frequencies. Finally, these image measurements
are used to estimate relaxation times and nanoparticle phase lags.
Results: The authors demonstrate that spatial resolution, as measured by full-width at half-maximum,
improves at lower drive field amplitudes. The authors further determine that relaxation in MPI can be
approximated as a frequency-independent phase lag. These results enable the authors to accurately
predict MPI resolution and sensitivity across a wide range of drive field amplitudes and frequencies.
Conclusions: To balance resolution, signal-to-noise ratio, specific absorption rate, and magnetostim-
ulation requirements, the drive field can be a low amplitude and high frequency. Continued research
into how the MPI drive field a↵ects relaxation and its adverse e↵ects will be crucial for developing
new nanoparticles tailored to the unique physics of MPI. Moreover, this theory informs researchers
how to design scanning sequences to minimize relaxation-induced blurring for better spatial reso-
lution or to exploit relaxation-induced blurring for MPI with molecular contrast. C 2016 American
Association of Physicists in Medicine. [http://dx.doi.org/10.1118/1.4938097]
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1. INTRODUCTION

Magnetic particle imaging (MPI) is an emerging molecular
imaging technique that directly detects a safe iron oxide
nanoparticle tracer. MPI is the first molecular imaging
technique simultaneously capable of: nanomolar sensitivity,
absolute linear quantitation of a tracer, zero attenuation with
depth, depth-independent resolution, and monitoring of a
safe, stable tracer for weeks to months. The images produced
by MPI fundamentally di↵er from images produced by x-
ray/CT, MRI, and ultrasound, which are inherently anatomical
imaging techniques. Instead, MPI sees only a tracer and,

like nuclear medicine, does not see tissue. The intense
magnetic moment of superparamagnetic iron oxide (SPIO)
tracers coupled with the fact that MPI does not see tissue
provides unparalleled contrast and sensitivity. MPI’s technical
capabilities make it complementary to existing molecular and
anatomical imaging techniques, giving scientists a versatile
new tool when working with angiography, cancer imaging,
and cell tracking.

Because of its excellent contrast, penetration, and
sensitivity, MPI is particularly well suited for safe angiography
(see Fig. 1) in patients with chronic kidney disease (CKD).1–4

Twenty-five percent of patients that present to the angiography
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Fig. 1. As a tracer imaging technique, MPI has applications in molecular imaging and angiography. (a) Experimental MPI image of (b) 3D printed coronary
artery model. The modeled arteries (1.8–2.3 mm diameter) formed cavities within the cylindrical 3D ABS plastic model with injection holes illustrated in black
and are filled with one part SPIO tracer (Nanomag-MIP) and four parts DI water. The maximum intensity projection image was acquired in the Berkeley 3D
MPI scanner with a 10 min total imaging time and a 4.5⇥3.5⇥9.5 cm field-of-view. No deconvolution was performed. A threshold at 10% of the maximum
signal was applied to remove noise.

suite have CKD, and their weak kidneys cannot safely
process the iodine or gadolinium contrast agents used in
x-ray, x-ray/CT, and MRI angiography.5–7 In contrast, MPI
uses a SPIO nanoparticle tracer, which is safe for use
in the CKD population because SPIOs are cleared by
the liver and not the kidneys.8,9 Indeed, one SPIO tracer
(Ferumoxytol, AMAG Pharmaceuticals, Lexington, MA) is
approved by the FDA as a treatment for anemia in CKD
patients.10

The MPI imaging process is straightforward and can be
described classically as a consequence of Langevin physics.1,3

MPI uses a strong magnetic gradient field known as the
selection field to saturate all SPIOs outside a central field-
free region, which in the scanner shown in Fig. 3(a) is a
“field-free point,” or FFP, but can also be a line.1,11–13 To
produce an image, the FFP is rapidly rastered over an imaging

volume by a time-varying “drive field.” As the FFP traverses
a SPIO nanoparticle’s location, the SPIO’s magnetization
flips 180� to follow the magnetic field. The time-varying
magnetization induces a voltage in the receiver coil, which
can be assigned to the instantaneous FFP location to produce
a MPI image.14 The intense electronic magnetization of the
SPIO particles is 22⇥106 times stronger than the nuclear
paramagnetism imaged in MRI at 7.0 T, which allows for
MPI even at very low tracer concentrations.3 The voltages
induced are linearly proportional to the number of SPIOs at the
instantaneous FFP location, enabling quantification of SPIO
quantity. Importantly, biological tissue does not attenuate
the low-frequency magnetic fields used in MPI, making the
technique independent of source depth. This makes MPI
ideal for high-contrast, high-sensitivity, quantitative stem cell
tracking and angiography.

Fig. 2. The adiabatic PSF is spatially convolved with a relaxation kernel r . The relaxation kernel blurs the image in the scanning direction.
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Fig. 3. (a) The Berkeley 3D MPI scanner acquires 3D images using a 7 T/m selection field. A drive coil scans the FFP of the scanner at 23.2 kHz up to 30
mT peak amplitude. The Berkeley relaxometer, shown with (b) side and (c) top views, measures the PSFs of SPIO nanoparticles. A sinusoidal magnetic field is
generated in the drive coil at frequencies of 1.5–25 kHz and of 5–100 mT drive field peak amplitude, and a bias coil of ±160 mT. The MPI signal is detected
using a gradiometrically decoupled receive coil and digitized at 10 MSPS.

The spatial resolution of today’s prototype MPI scanners is
not yet competitive with MRI or CT. It is, therefore, of utmost
importance that we explore techniques to improve the MPI
resolution achieved before deconvolution or postprocessing
techniques are applied. MPI spatial resolution is primarily gov-
erned by the SPIO saturation field, the strength of the selection
field gradient, and the magnetic relaxation properties of the
SPIO. It is well understood that we can improve MPI’s spatial
resolution by increasing the selection field strength (typically
2–7 T/m with current technology). Doubling the gradient field
strength will improve image resolution twofold. Synthesizing
a SPIO with half the saturation field will also improve im-
age resolution twofold. The design principle for MPI-tailored
SPIOs is the theoretical cubic dependence of spatial resolution
on the SPIO core size.14,15 Hence, Langevin theory posits that
doubling the diameter of a SPIO from 12 to 24 nm ought
to improve MPI linear resolution eightfold. Indeed, larger
SPIOs specifically tailored to the unique physics of MPI have
recently been synthesized and have experimentally demon-
strated spatial resolution improvements.16 Research e↵orts to
optimize SPIO core size have already reduced the full-width
at half-maximum (FWHM) resolution of single-core nanopar-
ticles by a factor of 2.17,18

Experimental results with larger diameter SPIOs (Refs. 16
and 17) suggest that there is a practical limit to the theoretical
improvements implied from the Langevin model, where
increasing the size of the SPIO core produces cubic gains in
linear resolution. In particular, relaxation e↵ects often become
more pronounced with larger SPIOs. Relaxation e↵ects delay
the ability of a SPIO’s magnetization to flip in response to the
applied field, leading to image blurring3,4,16,19,20 and reduced
signal-to-noise ratio (SNR).19,21,22 Hence, we see a practical
experimental limit to the improvement in spatial resolution
by increasing core size.

Hence, we believe that improving MPI spatial resolution
by employing larger diameter SPIOs could fail unless
great care is taken to tailor the MPI imaging sequence
to minimize relaxation e↵ects. The key goal of this paper
is to establish design principles for optimized scanning
sequences that minimize total image blur. Indeed, in
this paper, we experimentally demonstrate, for the first

time, that drive field sequence optimization can improve
MPI spatial resolution by as much as 40%. This goal
di↵ers considerably from that of prior work in MPI
relaxation that measured and modeled relaxation times with
particle size and sequence parameters.21,22 For example, we
show that despite an increased relaxation time constant,
image blur is actually minimized by smaller drive field
amplitudes. We also show that relaxation in MPI can be
approximated as a frequency-independent phase lag. These
results enable us to accurately predict MPI resolution and
sensitivity across a wide range of drive field amplitudes
and frequencies for both a nonimaging MPI relaxometer
and a 3D MPI imager. We believe that knowledge of
nanoparticle behavior across a wide range of drive field
frequencies and amplitudes is essential as we begin to design
scanning sequences to minimize the deleterious e↵ects of
relaxation or to exaggerate regions of di↵ering relaxation
properties.

2. SPIO RELAXATION PHYSICS
Before we explore how relaxation a↵ects the imaging

process, let us first review Néel and Brownian relaxation
physics. The Néel and Brownian relaxation time constants,
first derived in the early 20th century,23–25 predict the time it
takes for thermal fluctuations to reorient the net magnetization
to zero following the removal of an applied magnetic
field.23–29 Néel relaxation describes when the magnetic
moment reorients within the magnetic core, and Brownian
relaxation describes physical rotation of the nanoparticle.
All nanoparticles simultaneously experience both Néel
and Brownian relaxation, and which relaxation mechanism
dominates and depends on nanoparticle characteristics and
environmental parameters (e.g., temperature, magnetic core
diameter, and hydrodynamic diameter of the nanoparticles).
These time constants have been extensively studied in
ferrofluids.26–28

Néel and Brownian formulations that neglect the presence
of a strong (>10 mT), time-varying magnetic drive field have
only limited application for modeling MPI. Indeed, theoretical
models of SPIO behavior indicate that the rotational time con-
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Fig. 4. A typical PSF of Resovist measured in the relaxometer using x-space
reconstruction. The drive frequency was applied at 30 mT and 9.3 kHz while
a bias coil applied a linear ramp from �75 to +75 mT. The partial FOVs, each
shown as a di↵erent color in (a), were merged to form the unstitched PSF.
Next, the partial FOVs were averaged to form (b) the stitched PSF, which
compares well to the nonadiabatic theoretical PSF (2.3 µs relaxation time).
The adiabatic theory predicts a symmetric PSF with less blur, which does
not capture the e↵ects of relaxation. Only the positive scanning direction is
shown.

stant should change as a function of the applied field,27,30–36

and the Néel time constant can be written in a more complete
form that includes a dependence on applied field.23,25,28,34,37

In this regime of larger applied fields, numerical solutions to
the Fokker–Planck equations describing the rotational motion
of SPIOs further indicate that external magnetic field terms
dominate over thermal terms.38–41 These predictions are borne
out experimentally,16,31,34 confirming that the applied field
can and does change the relaxation time constant of SPIO
nanoparticles in a ferrofluid.

Continued exploration of these physics from first principles
will no doubt benefit MPI. We have found that we can
accurately model MPI image data by incorporating a first-
order Debye relaxation term.4,19,20 This provides powerful
intuition and accurately predictive experimental MPI imaging
results.

3. MPI RELAXATION LINEAR SYSTEMS THEORY
In this section, we explore how nanoparticle relaxation

a↵ects the image formation process. First, we review the
noninstantaneous x-space theory for MPI,19 which extended
x-space MPI theory to include a Debye model for relaxation
in order to more accurately predict measured point spread
functions (PSFs). We then derive the relationship between the
nanoparticle relaxation kernel and resulting image blur.

3.A. Nonadiabatic x-space systems theory for MPI

X-space MPI systems theory was originally derived
assuming an “adiabatic” assumption that nanoparticles instan-
taneously follow the applied magnetic field.14 Experimentally,
we found that the adiabatic PSF did not fully describe
the measured point spread function. To better model the
nanoparticle behavior, we modeled relaxation using a Debye
(exponential) relaxation kernel.16,19,20,24,27 Mathematically,
the signal equation including relaxation can be expressed as a
convolution of the adiabatic signal sadiab(t) with a relaxation
kernel r(t),

s(t) = sadiab(t)⇤r(t) (1)
= �

�
ẋ
s

(t)⇢(x)⇤h(x)|
x=xs(t)

�
⇤r(t) (2)

where

h(x)= L̇[Gx/Hsat] (3)

Here, x
s

(t) (m) is the instantaneous FFP position, ẋ
s

(t) (m/s)
is the FFP velocity, ⇢(x) (nanoparticles/m) is the 1D SPIO
density, and h(x) is the PSF. The signal equation is scaled by
� = B1mG/Hsat, which includes the sensitivity of the receive
coil B1 (T/A), the magnetic dipole moment m (A m2), the
selection field strength G [(T/m)/µ0], and the nanoparticle
saturation magnetization Hsat (T/µ0). The PSF of the system
is the derivative of the Langevin function of paramagnetism
L[·].14,15 In Eq. (2) the units are overloaded and the
convolution inside the parentheses is a spatial convolution,
and the outer convolution is a temporal convolution.

We can use the signal equation to predict the MPI image, ⇢̂,
by gridding the signal equation [Eq. (2)] to the instantaneous
spatial location of the FFP. The resulting image equation
shows that the image is a convolution of the adiabatic image
⇢adiab(xs

(t)) with the relaxation kernel r(t),

⇢̂(x
s

(t)) ⇡ ⇢̂adiab(xs

(t))⇤r(t) (4)

=
⇣
⇢(x)⇤h(x)|

x=xs(t)
⌘
⇤r (t). (5)

To convert the time integral in Eq. (4) to an integral in
space, we assume that the FFP is scanned linearly across
the field-of-view (FOV) with constant scanning rate, v

s

(see
Appendix A). This approximation gives a linearly varying
FFP position x

s

(t)= v
s

t (m), which we substitute into Eq. (4)
to yield the MPI image equation with relaxation

⇢̂(x
s

(t))⇡ ⇢̂adiab(xs

(t))⇤
 

1
v
s

!
r
 

x
s

(t)
v
s

!
. (6)

The MPI image equation with relaxation is a powerful
result. The equation enables us to express the inherently
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Fig. 5. TEM images of two classes of SPIO nanoparticle tracers: (a) Resovist (Bayer-Schering, Berlin, Germany), which is a conglomerate of 5 nm iron oxide
cores in a dextran composite and (b) UW33, a single-core iron oxide nanocrystal that was synthesized at the University of Washington.

temporal scanning process as a spatial convolution with a
spatial relaxation kernel with unit area: r (x

s

(t)/v
s

)/v
s

. This
means that relaxation causes an additional blur beyond the
point spread function determined by the particle’s Langevin
physics. For high-resolution MPI, it is important then to
minimize the image blur due to relaxation. We will verify
this model experimentally below and show that it can be
misleading to only model relaxation in the temporal domain.
This relationship between the temporal domain and the spatial
domain is shown graphically in Fig. 2.

3.B. Debye relaxation

So far, we have not made any assumptions for the shape
of the relaxation kernel. Fortunately, in our earlier work,19 we
found that Debye relaxation, which describes relaxation that
follows a first-order di↵erential equation,16,19,20,24,27 models
the experimental behavior of nanoparticles accurately. The
Debye exponential relaxation kernel is

r (t)= 1
⌧

exp
�t
⌧

�
u(t), (7)

where u(t) is the Heaviside step function and ⌧(s) is the
relaxation time constant.

Our experimental findings indicate that the Debye time
constant is a function of drive field amplitude and frequency,
i.e., ⌧ = ⌧

�
Hamp, f0

�
. Rewriting Eq. (7) in the spatial domain,

we obtain the Debye relaxation kernel

r (t) = 1
v
s

⌧
exp

"
� x

s

(t)
v
s

⌧

#
u(x

s

(t)). (8)

Combining Eqs. (6) and (8), we obtain the MPI image equation
with Debye relaxation,

⇢̂(x
s

(t))⇡ ⇢̂adiab(xs

(t))⇤
 

1
⌫
s

⌧

!
exp

 
� x

s

(t)
⌫
s

⌧

!
u(x

s

(t)). (9)

3.C. Phase lag

Relaxation can also be expressed as a phase lag, � (rad).
That is, for a sinusoidal drive field, the phase lag describes

how far the nanoparticle’s moment lags behind the drive field
(in rad),

�= 2⇡ f0⌧ (10)

for small values of �. From Appendix A, we see that the peak
velocity can be written as v

s

= 2⇡ f0Hamp/G. Substituting, we
can then recast term r (x

s

(t)/v
s

)/v
s

as a function of phase lag,
�,

1
v
s

r
 

x
s

(t)
v
s

!
=

G
�Hamp

exp
"
�Gx

s

(t)
�Hamp

#
u(x

s

(t)). (11)

Combining Eqs. (6) and (11), we obtain the MPI image
equation with Debye relaxation as a function of phase lag,

⇢̂(x
s

(t))⇡ ⇢̂adiab(xs

(t))⇤ G
�Hamp

exp
"
�Gx

s

(t)
�Hamp

#
u(x

s

(t)). (12)

Equation (12) describes how the relaxation term r (x
s

(t)/v
s

)/v
s

blurs the image as a function of the phase lag � and the drive
field amplitude Hamp. Here, the division by the magnetic field
gradient G translates this term from units of magnetic field
(T/µ0) to units of space (m). Note that in the case where � is
independent of frequency, relaxation blur would only depend
on the amplitude of the drive field. Later in Sec. 5, we will use
phase lag to compare measured relaxation times at multiple
drive field frequencies and show that � is approximately
frequency-independent in the investigated range of 4–25 kHz.

In this section, we derived the nonadiabatic signal
and image equations for a generalized relaxation kernel
and a Debye relaxation kernel. In Secs. 4–7, we use
this mathematical foundation to experimentally investigate
relaxation on imaging and nonimaging MPI systems in order
to understand how spatial resolution changes with drive field
amplitude and frequency.

4. METHODS
4.A. Berkeley 3D MPI scanner

The MPI scanner [Fig. 3(a)] acquires 3D images with a
drive field coil that scans the FFP in the z direction (down
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Fig. 6. (a) Measured FWHM spatial resolution of an undiluted Resovist point
source (2 µl) in the imager drops with increasing drive field amplitude. The
resolution measured in the imager is comparable to measured resolution in
the relaxometer at a similar frequency (23.2 kHz for the MPI scanner vs
25 kHz for the relaxometer). (b) A typical image of a point source. (c) 1D
profile through the center of the image. (d) Experimental point source. Scan
time: 2 min 52 s, FOV: 2⇥2⇥4.8 cm.

the bore of the scanner) at 23.2 kHz with field strength of
up to 30 mT-peak. Electromagnetic shift coils in the x, y ,
and z directions add a uniform magnetic field with slowly
varying amplitude to raster the FFP scans throughout the
sample volume. The frequency of the MPI scanner is fixed,
so only the drive field amplitude was varied to examine the
e↵ects of scanning rate on relaxation-induced blurring. The
magnetic field gradient is 7 T/m in the x-axis, and 3.5 T/m in
the y- and z-axes. This system has been previously discussed
in Refs. 3, 42, and 43.

We characterized the spatial resolution of Resovist particles
in the scanner by imaging a point source containing 2 µl
undiluted Resovist (Bayer-Schering) shown in Fig. 6(d).
Relaxation e↵ects blur the image in the scanning direction,
producing di↵erent images for the positive-velocity scan
and the negative-velocity scan.19 The spatial resolution
measurements, then, are for an average of the resolutions
(FWHM) of the positive- and negative-velocity scans. The
phantom measured 1.0 mm in the z direction and 0.9 mm in
the x direction. Scan time was 2 min 52 s for a 2⇥2⇥4.8 cm
FOV.

4.B. Berkeley relaxometer

The Berkeley relaxometer [Figs. 3(b) and 3(c)] measures
a PSF characteristic of the entire volume of a SPIO sample,
from which we can measure relaxation time constant, signal
strength, and spatial resolution. Unlike a MPI scanner, it
has no selection field, and as a result the PSF is reported
in the magnetic field domain. The relaxometer is similar in
concept to a MPI spectrometer,44,45 but data analysis does not
involve a Fourier transform since x-space systems theory and
reconstruction do not use harmonics.1,3,14,15 During operation,
the relaxometer produces a sinusoidal magnetic drive field at
frequencies between 1.5 and 25 kHz with a 5–100 mT peak
amplitude using a multituned resonant transmit coil driven by
a voltage controlled amplifier (Crown MA-5002VZ, Elkhart,
IN, USA). The SPIO response is received using an inductive
gradiometric receive coil, which is digitized at 10 MSPS
by a 12-bit ADC (National Instruments PCI-6115, Austin,
TX, USA). In order to acquire a larger field-of-view, a bias
coil surrounding the transmit and receive coils [Fig. 3(b)]
produces up to ±160 mT when driven by a current-controlled
amplifier (AE Techron LVC5050, Elkhart, IN, USA). The
system is controlled using custom software written in matlab
(The Mathworks, Natick, MA, USA). A single frequency
version of this relaxometer with no bias coil is described in
Ref. 16.

4.C. Partial FOV scanning to measure
spatial resolution

To acquire a PSF, we acquire multiple partial FOVs in the
magnetic field domain that are stitched together to compose
a full FOV (Fig. 4).19,43,46–48 A large full FOV ensures that
the sample reaches full saturation at the edges of the FOV.
The partial FOVs are similar in concept to imaging stations
described elsewhere.49–51 The relaxometer pulse sequence
applies a drive field signal while simultaneously linearly
ramping the bias field from �75 to +75 mT. The received
signal is then divided into 1⇥103 partial FOVs. Since the
linear approximation of the drive field is only valid about the
zero-crossings of the drive field (see Appendix A), only the
center 20% of each partial FOV was used in the computation
of the PSF. The partial FOVs are velocity compensated,
DC o↵set corrected, and then stitched to form the full
FOV.43 Positive- and negative-velocity scans are reconstructed
separately.

Medical Physics, Vol. 43, No. 1, January 2016



430 Croft et al.: Low drive field amplitude for improved image resolution 430

4.D. FWHM analysis

In this paper, we use the Houston resolution criterion,
which estimates that a system’s resolution is approximately
the FWHM of the PSF.52 In the imager, the FWHM is
measured in millimeter. In the relaxometer, the FWHM is
measured in millitesla, which can be converted to spatial
resolution by dividing the FWHM by a magnetic field gradient
(3.5 T/m in the 3D scanner shown in this paper).

Prediction of the nonadiabatic spatial resolution (FWHM)
�x (m) of the MPI image given an adiabatic PSF and a
relaxation kernel is problematic, since there is no closed
form solution for the convolution of the adiabatic PSF
(approximately a Lorentzian) and the relaxation kernel (an
exponential), as given in Eq. (9). We have found that we
can reasonably approximate the nonadiabatic FWHM as a
weighted sum of the adiabatic resolution �xadiab (m) and the
blur from relaxation �xrelax (m), i.e.,

�x ⇡ ↵�xadiab+ ��xrelax, (13)

where

�xrelax
�
Hamp, f0

�
= ln(2)v

s

⌧
�
Hamp, f0

�
= ln(2)

2⇡ f0Hamp⌧
�
Hamp, f0

�
G

. (14)

See Appendix B for a derivation of Eq. (14). Combining
Eqs. (10) and (14), we can express relaxation blur as a
function of phase lag,

�xrelax
�
Hamp

�
=

ln(2)�
�
Hamp

�
Hamp

G
. (15)

We estimated the weightings ↵ and � using a nonlinear
least-squares regression to the measured resolution. For a
reasonable range of SPIO diameters (15–23 nm) and phase
lags (0.05–0.25 rad), best fit weightings were ↵ = 0.96 and
� = 1.38.

4.E. Fitting algorithm to measure relaxation times

Relaxation times were estimated from PSFs measured
in the relaxometer through least-squares fitting with one
free parameter, relaxation time constant. The fitting process

matched the measured PSF to a theoretical PSF relaxation
time calculated using Eq. (9) for a precharacterized
nanoparticle core diameter and distribution. The magnetic
core diameter distribution of Resovist was chosen as 17±4
nm (mean± standard deviation) based on the previous
studies.16,46,47,53 The magnetic core diameter distribution of
UW33 was measured using transmission electron microscopy
(TEM) and ImageJ software (National Institutes of Health) as
20±2 nm. All computations were performed in matlab (The
Mathworks, Natick, MA, USA).

4.F. Nanoparticle characterization

We characterized two samples in the relaxometer:
undiluted Resovist particles (0.5 mM Fe, Bayer-Schering,
Berlin, Germany), a commercially manufactured SPIO tracer
originally developed for MRI,54 and UW33, a sample
synthesized at the University of Washington.17,22,29 Our study
aimed to represent the two main types of SPIOs: multicore
particles and single-core particles. Resovist is the SPIO most
commonly used in the MPI literature, so we chose it as
the most relevant multicore nanoparticle in the MPI field.
We included the UW33 particles as a sample of single-core
particles that was specifically developed by our collaborators
at the University of Washington for use in MPI. For a typical
relaxometer data point, the peak signal was measured as the
maximum value of the filtered signal in the time domain.
Peak signal was measured for varying magnetic slew rates,
Gv

s

= 2⇡Hamp f0 [(A/m)/s], instead of varying scanning rates,
v
s

, since the relaxometer lacks a magnetic gradient field,
G.13 Spatial resolution and relaxation time were measured
from the PSFs reconstructed using the partial FOV method.
Peak signal, spatial resolution, and relaxation time were all
measured from the same data.

5. RESULTS
In Fig. 4, we demonstrate how PSF measurements are

acquired as well as FWHM measurements. In Fig. 4(a), we
see the overlapped partial FOVs for a 9.3 kHz drive field
frequency with a 30 mT amplitude. Figure 4(b) shows that

Fig. 7. Relaxometer-measured resolution for (a) Resovist and (b) UW33 widened with increasing drive field amplitude, with only modest changes with drive
field frequency. Theoretical predictions of resolution (solid lines) calculated from average phase lags showed comparable values to measured resolution (shapes).
Error bars show standard deviation.
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Fig. 8. Relaxometer-measured relaxation times of (a) Resovist and (b) UW33 decreased with increasing magnetic slew rate. This trend is shown as a function
of drive field amplitude (5–30 mT) and for multiple frequencies (4.5, 9.3, 12.2, and 25 kHz). Error bars show standard deviation.

the stitched signal matches the predicted signal when using
Debye relaxation.

In Fig. 5, we see TEM images (FEI Tecnai 12) show that
Resovist particles contain clusters of small iron oxide cores
immobilized in a carboxydextran composite [Fig. 5(a)],55,56

whereas UW33 contains a single iron oxide core [Fig. 5(b)].
In Fig. 6, we see that the FWHM measured in both the

MPI scanner and relaxometer improves by approximately
33% with a 60% reduction in drive field amplitude from 30 to
10 mT. The measured values of FWHM di↵er less than 15%
between the two very di↵erent instruments. We believe the
modest di↵erence in measured FWHM between the imager
and the relaxometer is due to the finite size of the point source.

In Fig. 7, we see the measured FWHM measured using
the relaxometer for a range of drive field frequencies and
strengths for Resovist and UW33. The theoretical predictions
of resolution using Eq. (14) are comparable to the measured
resolution.

In Fig. 8, we calculate the relaxation times of Resovist
and UW33 at four frequencies (4.5, 9.3, 12.2, and 25 kHz)
and drive field strengths from 5 to 30 mT. As expected, the
relaxation times decrease for increasing drive field strength
and increasing drive field frequency.

In Fig. 9, we show that the phase lag calculated using
Eq. (10) is approximately constant for a given drive field
strength, independent of frequency. Further, the phase lag is
unique to each nanoparticle type.

Fig. 9. Phase lag is approximately independent across a range of drive field
frequencies (4.5, 9.3, 12.2, and 25 kHz) representing a fivefold range of drive
field frequency. Average phase lag is displayed as a solid line.

In Fig. 10, we show that the peak signal increases with
magnetic field slew rate in the scanner and in the relaxometer.
The increase in signal is not monotonic with magnetic field
slew rate at di↵erent frequencies because of the drive field
strength dependence of the signal.

6. DISCUSSION
The goal of this study was to develop a phenome-

nological (i.e., observation-based) understanding of e↵ects
of nanoparticle relaxation in MPI. With standard x-space
image reconstruction (Fig. 4), we find that image resolution
improves with lower drive field strength. This improvement
in resolution must be due to reduced relaxation blurring,
since the Langevin model blurring is invariant to scanning
parameters. If we do assume a relaxation kernel, we
find that relaxation can be accurately modeled using a
Debye relaxation model that assumes magnetic nanoparticle
reorientation is governed by a first-order di↵erential equation.
Surprisingly, the value of the relaxation time constant can
be misleading, and if we instead consider the relaxation
time as a phase lag, we see that relaxation is a function of
drive field strength and approximately frequency-independent.
Surprisingly, all these properties (resolution, phase lag)
remain consistent for two di↵erent nanoparticle types that
include nanoparticle clusters and single-core nanoparticles.
This finding will be powerful for future MPI pulse sequence
optimization.

6.A. Resolution improvement with lower drive field
strengths and implications for imaging

Scanning amplitude and frequency must be chosen to
stay within the safety envelope defined by peripheral nerve
stimulation (PNS) and specific absorption rate (SAR).57,58 As
we develop scanners with larger diameter bores, peripheral
nerve stimulation plays an increasing role and requires lower
drive field amplitudes. It is estimated that the maximum drive
field amplitude is 8 mT in the torso,57,58 which is far lower
than the 20 mT used in early preclinical imagers. The e↵ect
of this reduction in drive field amplitude on the image quality
has not been thoroughly explored.
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Fig. 10. Peak signal increases with the increasing magnetic field slew rate. (a) Peak signal in the imager increased approximately linearly for Resovist with
increasing drive field amplitude. [(b) and (c)] Peak signal in the relaxometer increased linearly with magnetic slew rate, for Resovist and UW33 at four
frequencies (4.5, 9.3, 12.2, and 25 kHz) across a range of drive field amplitudes (5–30 mT).

Fortunately, this study finds that the system resolution
improves with lower drive field strengths. These findings
are consistent with the previously presented experimental
data using x-space reconstruction methods59 and simulation
data of system matrix reconstruction images,60 which both
demonstrated resolution improvement with decreasing drive
field amplitude. This property holds in both the imager and
the relaxometer and shows that the relaxometer accurately
predicts results in the imager (Fig. 6). Further investigation
of FWHM as a function of drive field strength using the
relaxometer (Fig. 7) shows that FWHM improves almost 40%
on average as we decrease drive field strength from 30 to 5
mT when using the Resovist tracer. A solid core nanoparticle,
UW33, also showed resolution improvement with lower drive
field strengths, although the e↵ect was not as pronounced. This
trend was consistent at four di↵erent drive field frequencies
(4.5, 9.3, 12.2, and 25 kHz).

The reduction of drive field amplitude does not come
without cost as reduced drive field amplitude is accompanied
by a concomitant reduction in received signal. Fortunately,
the reduction in signal from lower drive field amplitude can
be partially compensated through the use of higher drive
field frequencies. For example, as shown in Fig. 10, the
received signal is approximately proportional to magnetic
field slew rate. This holds for increases in slew rate through
increased drive field frequency and increased drive field
amplitude. It remains to be seen if these trends continue
to even higher frequencies as recent work indicates that drive
fields of frequencies up to >100 kHz may be necessary in a
human scanner to reach SAR limits.57,58 Additionally, some
degree of resolution loss at higher drive field amplitudes
may be o↵set using deconvolution techniques that trade-o↵
the improvement in received signal to recover resolution, as
described in the previous works.61,62

6.B. Accuracy of the MPI image equation
with Debye relaxation

Figure 4 shows that a typical measured PSF reconstructed
using x-space theory is accurately modeled by nonadiabatic
x-space theory when assuming Debye relaxation [Eq. (9)].
The relaxation time constant (2.3 µs) used to calculate the
nonadiabatic x-space theoretical PSF was estimated from
the experimentally measured PSF using the fitting algorithm
described in Sec. 4.D. This correspondence has very low

error (<1% of the peak value) across the full field-of-
view. Compared to the experimental resolution (9.7 mT), the
nonadiabatic theoretical PSF gave a more accurate prediction
of resolution (10.6 mT) than the adiabatic theoretical PSF
(4.1 mT). We have also experimentally seen that the Debye
model accurately predicts images in the imager19 and the
experimentally measured PSFs of other groups.20

6.C. Phase lag, not relaxation time constant, predicts
nanoparticle behavior

For ferrofluids, the speed at which a nanoparticle responds
to a change in magnetic field is characterized by the
nanoparticle’s relaxation time constant.23–28 In MPI, we find
that phase lag can be a more powerful method to characterize
the spatial blur due to relaxation. This is seen dramatically in
Fig. 8, which shows how the nanoparticle’s relaxation time
constant changes across a large range for di↵erent drive field
amplitudes and frequencies. Figure 9 shows that, if we instead
consider that the relaxation time constant is actually a phase
lag in sinusoidal steady-state, we see that the phase lag is
approximately independent of frequency with only modest
amplitude dependence. A frequency-independent phase lag
also helps to explain why measured FWHM resolution (Fig. 7)
shows only modest changes with drive field frequency. Phase
lags have been used in the past to describe nanoparticle
behavior, but typically this is seen for rotating magnetic
fields31 or with a constant low excitation field.28

Even though phase lag decreases as drive field amplitude
increases, the FWHM resolution increases. This is not a
contradictory result because, while phase lag may decrease
with increasing drive field amplitude, the partial FOV size
increases faster than the phase lag drops. This dependence
is captured in Eq. (12), which calculates that the spatial
convolution kernel due to relaxation has an exponential decay
constant of �Hamp.

6.D. Consistency across nanoparticle types

The two types of nanoparticles tested in this paper,
UW33 and Resovist, represent two very di↵erent classes of
nanoparticles, multicore conglomerates of small nanoparticle
cores [e.g., Resovist, Nanomag-MIP (Refs. 54 and 63], and
single-core iron oxide nanoparticles.4,17,22,29 We have found
that the behavior of these two classes is consistent across many
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nanoparticle manufacturers, and that single-core particles with
minimal aggregation tend to show minor resolution change
with drive field parameters, while multicore particles show
more dramatic resolution improvement with decreasing drive
field amplitude. This suggests that these two di↵erent families
of particles relax via di↵erent physical mechanisms. Further,
magnetic core size, anisotropic characteristics, and polymer
coating characteristics may all play a role in a nanoparticle’s
relaxation from physical rotation, akin to Brownian relaxation,
or from magnetic reversals within the iron oxide, akin to Néel
relaxation.17,21,22,29 It is expected that exploring the various
types of relaxation mechanisms, and tailoring particle design
to MPI, will be an important area of continuing research for
both SPIO optimization and MPI sequence design to minimize
blurs.

7. CONCLUSIONS
In this study, we explored the blur of MPI image formation

including both the adiabatic MPI magnetization theory as
well as the dynamic blur due to relaxation of SPIOs during
scanning. We began by building a systems theory model to
describe relaxation in the spatial domain. We then carefully
characterized two representative nanoparticles from distinct
classes of magnetic nanoparticles at multiple drive field
frequencies and amplitudes. At each of these data points,
we looked at the PSF, FWHM resolution, and signal. We then
estimated the nanoparticle relaxation time constant from the
measured PSF.

We found that FWHM resolution improves with lower
drive field amplitudes. Paradoxically, this spatial resolution
improves despite longer relaxation time constants at lower
drive field amplitudes. Indeed, we found that longer
nanoparticle relaxation times may provide superior spatial
resolution if the scanning parameters are chosen carefully.
Hence, relaxation time by itself may be a misleading method to
characterize a nanoparticle’s relaxation performance in MPI.
Instead, relaxation can be more completely approximated as
a frequency-independent phase lag that is a function of drive
field amplitude. The reason that FWHM continues to increase
for increasing drive field amplitudes despite smaller phase
lags is that the drive field amplitude increases faster than the
phase lag drops.

This study has crucial implications as we design future MPI
hardware and future MPI-tailored SPIOs. While designing
these systems, it is important to consider the e↵ects of scanning
amplitude and frequency when designing new scanning se-
quences that minimize or exploit relaxation-induced blurring.
For example, while increasing drive field amplitude deterio-
rates resolution, faster slew rates give almost linear SNR gains.
This in turn creates a trade-o↵ between relaxation-induced
blurring and SNR for drive field at a fixed frequency.
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APPENDIX A: LINEAR APPROXIMATION
FOR SINUSOIDAL DRIVE FIELDS

MPI scans the FFP using a sinusoidal drive field,
H(t)= Hampsin(2⇡ f0t), which is approximately linear about
H(t)= 0,

H (t)⇡ 2⇡ f0Hampt, (A1)

where Hamp (T/µ0) is the peak amplitude and f0 (Hz) is
the frequency of the drive field. The derivative of the FFP
position, or scanning rate v

s

(m/s), is equal to the derivative
of H(t) divided by the gradient strength G,

v
s

=
2⇡ f0Hamp

G
. (A2)

APPENDIX B: RESOLUTION OF RELAXATION BLUR
As described in Eq. (7), we model relaxation in MPI as a

Debye exponential relaxation function. The FWHM, or half-
life, of an exponential decay function, f (t)= e�t/⌧, is defined
as ⌧ ln2. Using this definition to calculate the resolution, as
defined by FWHM, of the exponential function in Eq. (9), we
obtain

�xrelax= ln(2)v
s

⌧. (B1)

Substituting in Eq. (A2) for scanning rate, we obtain

�xrelax= ln(2)
2⇡ f0Hamp⌧

G
. (B2)
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