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Control of Uncertain Sampled-Data Systems: An
Adaptive Posicast Control Approach

Khalid Abidi, Yildiray Yildiz and Anuradha Annaswamy

Abstract—This paper proposes a discrete-time adaptive con-
troller for the control of sampled-data systems. The design is
inspired from the Adaptive Posicast Controller (APC) which
was designed for time-delay systems in continuous time. Due
to the performance degradation caused by digital approximation
of continuous laws, together with the problem of assuming time-
delays as integer multiples of sampling intervals, the benefits of
APC could not be fully realized. In this paper, these approxi-
mations/assumptions are eliminated. In addition, a disturbance
observer is incorporated into the controller design which mini-
mizes the effect of disturbances on the system. Extension to the
case of uncertain input time-delay is also presented. The proposed
approach is verified in simulation studies.

I. INTRODUCTION

Theoretical development and various experimental demon-
strations of the Adaptive Posicast Controller (APC), which
is developed for uncertain linear systems with known input
delays, are presented in [1]-[4]. The core ideas utilized in the
development of APC is extracted from the Smith Predictor
[5]-[11], the finite spectrum assignment controller (FSA) [12]-
[14], and their adaptive versions [15], [16]. Although APC per-
formed considerably better than the industrial grade controllers
during the experiments, the full advantages of the method
could not be exploited due to 3 main reasons: The continuous
control laws had to be approximated; the disturbance com-
pensation was not explicit but relied upon the slowly varying
disturbance dynamics; and the time-delay values were assumed
to be integer multiples of the sampling interval. Although it
is conventionally assumed that fast sampling is advantageous
during digital approximations, it is shown in [12] that, as the
sampling frequency increases, the phase margin of the FSA
controller decreases. (A remedy is provided in [13].) APC,
utilizing FSA structure, suffers from the same issue.

In this paper, the above mentioned approxima-
tions/assumptions are eliminated by representing the dynamics
of the plant in sampled-data form with a time-delay that is a
non-integer multiple of the sampling interval and designing
the controller in discrete time. In addition, a disturbance
observer method is incorporated into the controller design.
Finally, a rigorous stability analysis is provided.

Several methods are proposed in the literature for
continuous-time control of time-delay systems. Some exam-
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ples can be seen in [17]-[29]. The book [30] is also a recent
contribution, demonstrating predictive feedback in time-delay
systems with extensions to nonlinear systems, delay-adaptive
control and actuator dynamics modeled by PDEs. In discrete
time domain, many approaches exist for the adaptive control
problem [31]-[34]. The contributions of the proposed approach
are that 1) the controller enables the utilization of the full
benefits of the APC, which, unlike many advanced controllers,
is experimentally verified and shown to be performing better
than industrial grade controllers, 2) an extension to the control
of sampled-data systems with uncertain input time-delay case
is provided, (uncertain input time-delay case is solved for the
continuous time systems without approximating the time-delay
in [35]), 3) a disturbance observer is incorporated into the
design which minimizes the effect of disturbances and 4) the
case where the delay values that are not integer multiples of the
sampling interval is addressed. The approach incorporates a
modified version of the disturbance observer method proposed
by the author Abidi in [39]. Preliminary results of this work
is presented in [36] without any stability analysis and a
disturbance-free, ideal case where the time-delay is an integer
multiple of the sampling interval is presented in [37] and [38].

The organization of this paper is as follows: Section II
gives the problem definition, Section III gives the controller
design, Section IV gives the extension to uncertain delay case,
Section V gives a simulation example and Section VI gives
the conclusion.

II. PROBLEM DEFINITION

Consider a continuous-time system given as

ẋ(t) = Ax(t)+B(u(t− τ)+ f(t)) (1)

where x ∈ ℜn is the vector of states, A ∈ ℜn×n is a constant
uncertain state matrix, B ∈ℜn×m is a constant uncertain input
matrix, u ∈ℜm is the vector of the control inputs, τ ≥ 0 is a
known input time-delay and f(t) is a matched unmeasurable
exogenous disturbance.

Assumption 1: The sampled data representation of the plant
dynamics has stable zeros.

Assumption 2: There exists a known nominal input matrix
Bn such that B = BnΛ where Λ∈ℜm×m is a constant uncertain
positive definite matrix representing control failures.

Assumption 3: The disturbance f(t) is smooth and bounded.
The reference model is given as

ẋm(t) = Amxm +Bmr(t− τ) (2)

where Am ∈ℜn×n is a constant Hurwitz matrix, Bm ∈ℜn×q is
a constant matrix and r ∈ℜq is the reference command. Note
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that the dynamics given in the reference model (2) is the best
that can be achieved with any kind of control law in terms of
handling the time-delay [30]. The control problem is finding a
bounded control input u such that limt→∞ ‖xm(t)−x(t)‖= 0,
while keeping all the system signals bounded.

III. ADAPTIVE POSICAST CONTROL LAW DESIGN FOR
SAMPLED-DATA SYSTEMS

A. Controller Design

Consider the system (1), if a constant p∈ Z is selected such
that pT < τ < (p+1)T , where T is the sampling interval, then
the sampled-data form of (1) is obtained as

xk+1 = Φxk +Γ1uk−p +Γ2uk−p−1 +dk, (3)

where the matrices Φ ∈ ℜn×n, Γ1 ∈ ℜn×m, Γ2 ∈ ℜn×m are
considered uncertain and are computed using the relations

Φ= eAT , Γ1 =
∫ (p+1)T−τ

0
eAσ dσB, and Γ2 =

∫ T

(p+1)T−τ

eAσ dσB,

and the disturbance vector dk is computed by the relation

dk =
∫ T

0
eAσ Bf

(
(k+1)T −σ

)
dσ .

Based on the assumptions on f(t), the following properties are
defined for dk, [39], [40]:

Property 1: The difference between two successive distur-
bance signals is, at most, of the order of the square of the
sampling interval, i.e., ‖dk−dk−1‖ ≤ ∆ for some ∆ ∈O

(
T 2
)
.

Property 2: The disturbance dk can be represented as

dk = Γn
(
L0fk +L1 ḟk

)
+O

(
T 3)= Γnwk +O

(
T 3) ,

where Γn is a known nominal input matrix, (L0,L1) ∈ℜm×m

are uncertain matrices, fk = f(kT ) and wk = L0fk +L1 ḟk.
Remark 1: If the time-delay τ is an integer multiple of the

sampling-interval then p is selected such that pT = τ and,
consequently, Γ1 =

∫ T
0 eAσ dσB and Γ2 = 0.

Remark 2: For typical implementations, sampling intervals
are selected as T < 1 and, therefore, minimizing the influence
of the disturbance to at most O

(
T 2
)

is desirable.
Consider the reference model (2) in sampled-data form

xm,k+1 = Φmxm,k +Γmrk−p, (4)

where Φm has eigenvalues inside the unit-circle. The objective
is to design a proper control law that will ensure that the
system (3) will track the reference model (4) and, thereby,
achieve limk→∞ ‖xm,k−xk‖ ≤ ε for some constant ε .

To design a proper control law for the system (3), assume
that the system is without uncertainty and that there exists
a Θ ∈ ℜm×n, a positive-definite Θγ1 ∈ ℜm×m and a positive-
definite Θγ2 ∈ℜm×m such that

Φ−ΓnΘ = Φm, Γ1 = ΓnΘγ1 and Γ2 = ΓnΘγ2 . (5)

Consider the delay observer given as

d̂k = dk−1 = xk−Φxk−1−Γ1uk−p−1−Γ2uk−p−2 (6)

and select a matrix D ∈ℜm×n such that from Property 2 and
(5) it is obtained that

wk−1 = Dγ (xk−Φxk−1)−Θγ1uk−p−1−Θγ2uk−p−2 +O
(
T 3)

(7)
where Dγ = (DΓn)

−1 D and D is selected such that DΓn is
non-singular. Adding and subtracting dk−1 on the right hand
side of (3) and using Property 2 it is obtained that

xk+1 = Φxk +Γ1uk−p +Γ2uk−p−1 +dk−dk−1

+ Γnwk−1 +O
(
T 3)

= Φxk +Γ1uk−p +Γ2uk−p−1 +Γnwk−1 + ς̄k, (8)

where ‖ς̄k‖ = ‖dk − dk−1 +O
(
T 3
)
‖ ≤ ∆ ∈ O

(
T 2
)

and that,
for a reasonable selection of T , O

(
T 2
)
≈ O

(
T 2
)
+O

(
T 3
)
.

Remark 3: Although ‖ς̄k‖ ∈ O
(
T 2
)

for a smooth distur-
bance, if a discontinuity occurs, ‖ς̄k‖ becomes O(T ), which
may negatively effect the controller performance. However,
this is rare in practice and after the discontinuity the expression
‖ς̄k‖ ∈ O

(
T 2
)

will be valid eventually.
Substituting (5) and (7) in (8) it is obtained that

xk+1 = Φmxk +Γn
(
Θ̄xk−Φxxk−1 +Θγ1uk−p +Θγ21uk−p−1

−Θγ2uk−p−2
)
+ ς̄k, (9)

where Θ̄ = Θ+Dγ , Φx = Dγ Φ and Θγ21 = Θγ2−Θγ1 . Perform-
ing successive substitutions on (9), it is obtained that

xk+p+1 = Φmxk+p +Γn
(
Θxχ̄k +Θuξ̄k +Θγ1uk

)
+ δ̄k+p, (10)

where the matrices Θx ∈ℜm×2n, Θu ∈ℜm×m(p+2) contain the
matrices Θ̄, Φx, Θγ1 , Θγ2 , Θγ21 , and χ̄>k =

[
x>k x>k−1

]
∈ℜ2n,

ξ̄
>
k =

[
u>k−1 · · · u>k−p−2

]
∈ ℜm(p+2). The disturbance term

δ̄k ∈ℜn is given as

δ̄k+p = ς̄k+p +Γn
[
Θ̄ς̄k+p−1 +

(
Θ̄ϒ0− Φ̄x

)
ς̄k+p−2 + . . .

+
(
Θ̄ϒp−2− Φ̄xϒp−3

)
ς̄k
]
, (11)

where

ϒη = Φ̄
η+1
m +

b η−1
2 c

∑
i=0

[
(−1)i+1

(i+1)!

i

∏
j=0

(η−2i+ j)

]
Φ̄

η−2i−1
m Φ̄

i+1
x

(12)
with Φ̄m =Φm+ΓnΘ̄, Φ̄x =ΓnΦx and b·c is the floor function.
Note that the number of terms on the right hand side of (11)
is finite and is equal to p+1. Furthermore, from [39], it can
be shown that the order of the norm of each term on the right
hand side of (11) is at most O

(
T 2
)

and that, therefore, δ̄k
is bounded. Finally, since O

(
T 2
)

terms are summed p + 1
times, the order of ‖δ̄k+p‖ is at most O(pT +T ) ·O(T ) =
O(τ +T ) ·O(T ). The control law is then selected as

uk =−Θ̂
−1
γ1,k

(
Θ̂x,k χ̄k + Θ̂u,kξ̄ k−Θrrk

)
(13)

where Θ̂x,k, Θ̂u,k, Θ̂γ1,k are the estimates of Θx, Θu, Θγ1
respectively and Θr ∈ℜm×q is selected such that Γm = ΓnΘr..
In order to derive the adaptive law for Θ̂x,k, Θ̂u,k and Θ̂γ1,k it
is necessary to derive the closed-loop system.
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Consider a p sampling instants delayed (10), adding and
subtracting the term ΓnΘ̂γ1,k−puk−p it is obtained that

xk+1 = Φmxk +Γn
(
Θxχ̄k−p +Θuξ̄k−p +Θγ1uk−p

− Θ̂γ1,k−puk−p + Θ̂γ1,k−puk−p
)
+ δ̄k, (14)

Substitution of (13) in (14) and defining the estimation errors
as Θ̃x,k = Θx− Θ̂x,k, Θ̃u,k = Θu− Θ̂u,k and Θ̃γ1,k = Θγ1− Θ̂γ1,k
the closed-loop error dynamics is obtained as

ek+1 = Φmek +Γn
(
Θ̃x,k−pχ̄k−p + Θ̃u,k−pξ̄ k−p (15)

+Θ̃γ1,k−puk−p
)
+ δ̄k,

where ek = xk−xm,k. (15) can be rewritten as

ek+1 = Φmek +ΓnΨ̃
>
k−pζ̄ k−p + δ̄k, (16)

where Ψ̃>k =
[

Θ̃x,k Θ̃u,k Θ̃γ1,k
]
∈ ℜm×(2n+m(p+3)) and ζ̄

>
k =[

χ̄>k ξ̄
>
k u>k

]
∈ ℜ2n+m(p+3). Defining zk+1 = Dγ(ek+1 −

Φmek) and substituting (16) it is obtained that

zk+1 = Ψ̃
>
k−pζ̄ k−p + ῡk, (17)

where zk ∈ℜm and ῡk = Dγ δ̄k ∈ℜm. Minimizing zk+1 makes
the tracking error follow the dynamics ek+1 = Φmek + δ̄k.
Therefore, the adaptation law is formulated as follows

Ψ̂k+1 =

{
Ψ̂k−p +

αkβk
ϕk

Qζ̄ k−pz>k+1 ∀k ∈ [p,∞)

Ψ̂0 ∀k ∈ [0, p)
, (18)

where 0 < αk ≤ 1 is used to ensure a non-singular Θ̂γ1,k,
Q ∈ ℜ(2n+m(p+3))×(2n+m(p+3)) is a positive-definite adaptive
gain matrix and ϕk = 1+ ζ̄

>
k−pQζ̄ k−p. Considering that the

disturbance term f(t) is bounded then there exists a bound on
ῡk such that the weighing coefficient βk defined as

βk =

{
1− ῡmax
‖zk+1‖

, if ‖zk+1‖ ≥ ῡmax

0, if ‖zk+1‖< ῡmax
, (19)

where ‖ῡk‖ ≤ ῡmax ∈O(τ +T ) ·O(T ), ensures that the closed-
loop system is robust to the influence of the term ῡk.

Remark 4: In order for Θ̂γ1,k to be non-singular then, using
the approach in [31], α

−1
k must be selected such that

α
−1
k 6= λ

[
− Θ̂

−1
γ1,k−pS

βk

ϕk
Qζ̄ k−pz>k+1

]
where λ [·] is the set of eigenvalues and S = [0 · · · 0 I] ∈
ℜm×(2n+m(p+3)).

B. Stability Analysis

Theorem 1: The closed loop system, consisting of the plant
(3), control input (13) and the adaptive law (18), together with
the reference model (4), results in a closed-loop system with
a bounded Ψ̃k and limk→∞ ‖ek‖ ≤ ε ∈ O(τ +T ).

Proof: To proceed with the proof, let z>k =[
z1,k z2,k · · · zm,k

]> and Ψ̃>k =
[

ψ̃1,k ψ̃2,k · · · ψ̃m,k
]>,

where ψ̃ j,k ∈ℜ(2n+m(p+3))×1 and j = 1, . . . ,m. Now, consider
the following positive function

Vk =
m

∑
j=1

[
p

∑
i=0

ψ̃
>
j,k−iQ

−1
ψ̃ j,k−i

]
. (20)

The forward difference, ∆Vk =Vk+1−Vk, of (20) is given by

∆Vk =
m

∑
j=1

[
ψ̃
>
j,k+1Q−1

ψ̃ j,k+1− ψ̃
>
j,k−pQ−1

ψ̃ j,k−p

]
. (21)

Consider the adaptive law (18), subtracting both sides from
ψ j and defining ψ̃ j,k = ψ j− ψ̂ j,k it is obtained that

ψ̃ j,k+1 = ψ̃ j,k−p−
αkβk

ϕk
Qζ̄ k−pz j,k+1. (22)

Substituting (22) in (21) it is obtained that

∆Vk =
m

∑
j=1

[
−2αkβkψ̃

>
j,k−p

ϕk
+

α2
k β 2

k ζ̄
>
k−pQz j,k+1

ϕ2
k

]
ζ̄ k−pz j,k+1.

(23)

Using the fact that
αkζ̄

>
k−pQζ̄ k−p

ϕk
< 1, (23) is reduced as

∆Vk ≤
m

∑
j=1

[
−2αkβkψ̃

>
j,k−pζ̄ k−pz j,k+1

ϕk
+

αkβ 2
k z2

j,k+1

ϕk

]

≤−2αkβk

ϕk
ζ̄
>
k−pΨ̃k−pzk+1 +

αkβ 2
k

ϕk
z>k+1zk+1. (24)

Furthermore, from (19) it is obtained that

β
2
k ‖zk+1‖2 = βk‖zk+1‖2−βkῡmax · ‖zk+1‖. (25)

Thus, substituting (17) and (25) in (24), it is obtained that

∆Vk ≤−
αkβ 2

k
ϕk

z>k+1zk+1 (26)

which implies that Vk is non-increasing and, thus, Ψ̃k is
bounded. Note that for any k ∈ [k0,∞) the following is true

Vk+1 =Vk0 +
k−k0

∑
i=0

∆Vk0+i (27)

Substituting (26) in (27) it is obtained that

lim
k→∞

Vk+1 ≤ max
k0∈[0,p)

Vk0 − lim
k→∞

k−k0

∑
i=0

αkβ 2
k

ϕk0+i
z>k0+i+1zk0+i+1. (28)

Consider that Vk+1 is non-negative and Vk0 is finite in the
interval [0, p), then it is obtained that

lim
k→∞

αkβ 2
k

ϕk
z>k+1zk+1 = 0. (29)

To guarantee that limk→∞ βk‖zk+1‖= 0 it must be guaranteed
that ‖ζ̄ k‖≤ µ0+µ1 maxi∈[0,k+1] ‖zi‖. Consider the relationship
between ek and zk given as ek+1 = Φmek + Γnzk+1 + [I −
ΓnDγ ]δ̄k. Using the fact that Φm has eigenvalues inside the
unit-circle, ek = xm,k−xk and that xm,k is bounded then there
exists constants c0 and c1 such that, [32],

‖xk+1‖ ≤ c0 + c1‖zk+1‖, (30)

and, from Assumption 1, the control input is bounded as

‖uk−p‖ ≤ κ0 +κ1 max
i∈[0,k+1]

‖xi‖, (31)

for some constant κ0 and κ1. Looking at the signal growth
rates, ζ̄ k is a vector containing xk and uk, then there exists

‖ζ̄ k−p‖ ≤ c0
0 + c0

1‖zk‖ ≤ c0
0 + c0

1 max
i∈[0,k+1]

‖zi‖ (32)
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and, therefore, using the Key Technical Lemma, [31], [32],
limk→∞ βk‖zk+1‖= 0. Further, using the definition of βk given
by (25), zk+1 will converge to a bound of |ῡk| ∈ O(τ + T ) ·
O(T ) and from the definition of zk, as k→ ∞, the following
stable error dynamics is achieved

ek+1 = Φmek + ῡk (33)

and, based on [37], limk→∞ ‖ek‖≤ ε ∈O(τ +T ) is guaranteed.

IV. EXTENSION TO THE UNCERTAIN TIME-DELAY CASE

Consider the system (1) with an uncertain input time-delay
τ such that its sampled-data representation is given as

xk+1 = Φxk +Γ1uk−`+Γ2uk−`−1 +dk (34)

where the delay ` ∈ Z is uncertain and given as `T < τ < (`+
1)T . The delay is assumed to have an upper-bound as τ ≤ τp,
where τp is an integer multiple of the sampling-interval, i.e.
τp = pT for some known p. Similar to the known time-delay
problem, the controller design is preceded by the reformulation
of the system dynamics (34) such that the influence of the
disturbance dk is minimized. This is accomplished by using
the delay observer (7) which in this case is given by

wk−1 = Dγ (xk−Φxk−1)−Θγ1uk−`−1−Θγ2uk−`−2 +O
(
T 3)
(35)

Substituting (5) and (35) in (34) it is obtained that

xk+1 = Φmxk +Γn
(
Θ̄xk−Φxxk−1 +Θγ1uk−`+Θγ21uk−`−1

−Θγ2uk−`−2
)
+ ς̄k, (36)

Performing successive substitutions on (36), it is obtained that

xk+p+1 =Φmxk+p+Γn
(
Θxχ̄k+Θuξ̄k+p−`+Θγ1uk+p−`

)
+ δ̄k+p,

(37)
where Θx, Θu are defined similar to in (10) and
ξ̄
>
k+p−` =

[
u>k+p−`−1 · · · u>k−`−2

]
∈ ℜm(p+2). Let Θu =[

Ω`+1 · · · Ω`+p+2
]
∈ℜm×m(p+2) and revise (37) such that

xk+p+1 = Φmxk+p +Γn
(
Θxχ̄k +Ω`uk+p−`+Ω`+1uk+p−`−1

+ . . .+Ωpuk + . . .+Ω`+p+2uk−`−2
)
+ δ̄k+p, (38)

where Ω` = Θγ1 for convenience. Let the matrices
Ω1, . . . , Ω`−1 and Ω`+p+3, . . . , Ω2p+2 be null matrices such
that (38) is written as

xk+p+1 = Φmxk+p +Γn

(
Θxχ̄k +Ω1uk+p−1 + · · ·+Ω`−1uk+p−`+1

+ Ω`uk+p−`+Ω`+1uk+p−`−1 + . . .+Ωpuk + . . .

+ Ω`+p+2uk−`−2 +Ω`+p+3uk−`−3 + . . .

+ Ω2p+2uk−p−2

)
+ δ̄k+p. (39)

Now define Ω̄1 =
[

Ω1 · · · Ωp−1
]
∈ ℜm×m(p−1) and Ω̄2 =[

Ωp+1 · · · Ω2p+2
]
∈ℜm×m(p+2) such that (40) simplifies as

xk+p+1 = Φmxk+p +Γn

(
Θxχ̄k + Ω̄1ūk+p +Ωpuk + Ω̄2ξ̄k

)
+ δ̄k+p,

(40)
where ū>k =

[
u>k−1 · · · u>k−p+1

]
∈ ℜm(p−1). The control law

can then be selected as

uk =−Ω̂
−1
p,k

(
Θ̂x,k χ̄k +

ˆ̄
Ω2,kξ̄k−Θrrk

)
. (41)

where Ω̂p,k, Θ̂x,k and ˆ̄
Ω2,k are the estimates of Ωp, Θx and Ω̄2

respectively.
To select that adaptive law for the parameters Ω̂p,k, Θ̂x,k

and ˆ̄
Ω2,k, substitute (41) in a p sampling instants delayed (40)

and subtract the result from the reference model (4) such that
the error dynamics is obtained as

ek+1 = Φmek +ΓnΨ̃
>
k−pζ̄ k−p +ΓnΩ̄

>
1 ūk + δ̄k. (42)

where Ψ̃>k =
[

Θ̃x,k
˜̄
Ω2,k Ω̃p,k

]
∈ ℜm×(2n+m(p+3)) and ζ̄

>
k =[

χ̄>k ξ̄
>
k u>k

]
∈ℜ2n+m(p+3). Note that the error dynamics (42)

is similar to (16) with the only difference being the additional
term ΓnΩ̄>1 ūk which exists due to the uncertainty in the delay.
If ` is known and `= p then Ω̄1 would be a null matrix.

Remark 5: The number of terms in Ω̄1ūk+p increases with
increasing delay upper-bound, p, and decreasing the sampling-
interval, T, values. An increase in the number of terms in
Ω̄1ūk+p may degrade the performance and therefore, while it
is desirable to use smaller T in order to reduce the effect of
the disturbances, care must be taken to pick a suitable value.
Using zk+1 = Dγ (ek+1−Φmek) it is obtained that

zk+1 = Ψ̃
>
k−pζ̄ k−p + Ω̄

>
1 ūk + ῡk, (43)

where zk+1 ∈ℜm. Based on (43), and following an approach
similar to that in [41] the adaptation law is proposed as

Ψ̂k+1 =

{
Ψ̂k−p +αk

βk
ϑk

Qζ̄ k−pz>k+1 ∀k ∈ [p,∞)

Ψ̂0 ∀k ∈ [0, p)
(44)

where the scalar function ϑk = 1 + αkζ̄
>
k−pQζ̄ k−p +

αkγcλ 2
c ‖ūk‖2, the matrix Q is a constant positive definite

adaptive gain matrix of dimension 2n+m(p+ 3), γc,λc are
positive tuning constants, βk is a positive weighing coefficient
and αk > 0 is a coefficient used to ensure a nonsingular Ω̂p,k.

Remark 6: αk must be selected such that α
−1
k is not an

eigenvalue of −Ω̂
−1
p,k−pS βk

ϑk
Qζ̄ k−pz>k+1 where S = [0 · · · 0 I] ∈

ℜm×(n+m(p+3)).
Assuming that ‖Ω̄1‖= λcρ , where ρ is an uncertain positive
constant, it is seen that ‖Ω̄>1 ūk‖ ≤ λcρ‖ūk‖. The weighing
coefficient βk is defined as,

βk =

{
1− λcρ̂k‖ūk‖+ῡmax

‖zk+1‖
, if ‖zk+1‖ ≥ λcρ̂k ‖ūk‖+ ῡmax

0, if ‖zk+1‖< λcρ̂k ‖ūk‖+ ῡmax
(45)

where ‖ῡk‖ ≤ ῡmax, ρ̂k is the estimate of ρ and λc is chosen
as any constant as long as it satisfies 0 < λc < λc,max, with
λc,max being defined later. The adaptive law for ρ is given as

ρ̂k+1 = ρ̂k +αk
βkλcγc‖ūk‖ · ‖zk+1‖

ϑk
. (46)

Using (45), it is obtained that

β
2
k z>k+1zk+1 = βkz>k+1zk+1−βk

(
λcρ̂k‖ūk‖+ ῡmax

)
· ‖zk+1‖.

(47)
Theorem 2: Under the adaptation law (44) and the closed-

loop dynamics (43) the tracking error ek is bounded if
λcρ̄c1

2 < 1, where ρ̄ is an upper bound on ρ̂k and c1
2 is a

constant obtained from the bound on ζ̄ k.
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Proof: Consider the positive function given as

Vk =
m

∑
j=1

(
k

∑
i=k−p

ψ̃
>
j,iQ
−1

ψ̃ j,i

)
+

1
γc

ρ̃
2
k (48)

where Ψ̃>k =
[

ψ̃1,k ψ̃2,k · · · ψ̃m,k
]>. The forward difference,

∆Vk =Vk+1−Vk, is given as

∆Vk =
m

∑
j=1

(
ψ̃
>
j,k+1Q−1

ψ̃ j,k+1− ψ̃
>
j,k−pQ−1

ψ̃ j,k−p

)
+

1
γc

(
ρ̃

2
k+1− ρ̃

2
k
)
. (49)

Defining ρ̃k = ρ− ρ̂k, then it is possible to obtain

ρ̃k+1 = ρ̃k−αk
βkλcγc‖ūk‖ · ‖zk+1‖

ϑk
. (50)

Substituting (44) and (50) in (49) it is obtained that

∆Vk =
m

∑
j=1

(
ψ̃ j,k−p−αk

βk

ϑk
Qζ̄ k−pz j,k+1

)>
Q−1

(
ψ̃ j,k−p

− αk
βk

ϑk
Qζ̄ k−pz j,k+1

)
−

m

∑
j=1

ψ̃
>
j,k−pQ−1

ψ̃ j,k−p

+
1
γc

(
ρ̃k−

αkβkλcγc‖ūk‖‖zk+1‖
ϑk

)2

− 1
γc

ρ̃
2
k

≤
m

∑
j=1

(
α2

k β 2
k

ϑ 2
k

ζ̄
>
k−pQz j,k+1−2

αkβk

ϑk
ψ̃
>
j,k−p

)
ζ̄ k−pz j,k+1

+
α2

k β 2
k

ϑ 2
k

γcλ
2
c ‖ūk‖2z>k+1zk+1−2

αkβk

ϑk
λcρ̃k‖ūk‖‖zk+1‖

≤−2
αkβk

ϑk
z>k+1Ψ̃

>
k−pζ̄ k−p−2

αkβk

ϑk
λcρ̃k‖ūk‖‖zk+1‖

+
α2

k β 2
k

ϑ 2
k

(
ζ̄
>
k−pQζ̄ k−p + γcλ

2
c ‖ūk‖2

)
z>k+1zk+1. (51)

Consider the first term on the right hand side of (51), using
the definition of zk+1 in (43) and (47) it is obtained that

−2
αkβk

ϑk
z>k+1Ψ̃

>
k−pζ̄ k−p =−2

αkβk

ϑk
z>k+1

[
zk+1− Ω̄

>
1 ūk− ῡk

]
≤−2

αkβk

ϑk

[
z>k+1zk+1−

(
λcρ‖ūk‖

+ ῡmax
)
‖zk+1‖

]
. (52)

Substituting (52) in (51) and simplifying, it is obtained that

∆Vk ≤−
αkβ 2

k
ϑk

[
2− αk

ϑk

(
ζ̄
>
k−pQζ̄ k−p + γcλ

2
c ‖ūk‖2

)]
z>k+1zk+1.

(53)

Using
αkζ̄

>
k−pQζ̄ k−p+αkγcλ 2

c ‖ūk‖2

ϑk
< 1 it is obtained that

∆Vk <−αk
β 2

k
ϑk

z>k+1zk+1. (54)

Following the same steps in Theorem 1, it is concluded that

lim
k→∞

αk
β 2

k
ϑk

z>k+1zk+1 = 0. (55)

The result (54) shows that Θ̃x,k, Ω̃p,k, Ω̃2,k and ρ̃k are bounded.
Using arguments similar to in Theorem 1, it can be obtained
that ‖ζ̄ k‖ ≤ c1

1 + c1
2‖zk+1‖ for positive constants c1

1 and c1
2,

satisfying the condition required by the Key Technical Lemma
that guarantees that limk→∞ βk‖zk+1‖ = 0. There exists a
positive constant ε such that maxi∈[0,k]{βi‖zi+1‖} ≤ ε . Then
according to the definition of βk in (45)

max
i∈[0,k]

‖zi+1‖ ≤ ε +λcρ̄ max
i∈[0,k]

‖ūi‖ ≤ ε +λcρ̄ max
i∈[0,k]

‖ζ̄ i‖ (56)

where maxi∈[0,k] ρ̂i ≤ ρ̄ . Following the analysis in Theorem 1
and the bound on ζ̄ k the maximum bound of zk is found as

max
i∈[0,k]

‖zi+1‖ ≤ ε +λcρ̄ max
i∈[0,k]

{c1
1 + c1

2‖zi‖} (57)

which results in

‖zk+k0‖ ≤
(
λcρ̄c1

2
)k ‖zk0‖+

(
ε +λcρ̄c1

1
) k−1

∑
i=0

(
λcρ̄c1

2
)i

(58)

implying that ‖zk‖ is bounded if |λc|< λc,max <
1

ρ̄c1
2
.

From (58), the steady-state bound on ‖zk‖ is given as(
ε +λcρ̄c1

1
)

∑
k−1
i=0

(
λcρ̄c1

2
)i and, since, ek+1 =Φmek+Γnzk+1+

[I−ΓnDγ ]δ̄k then the bound on ‖ek‖ can be similarly evaluated.

Remark 7: The requirement λcρ̄c1
2 < 1 can be satisfied with

a careful tuning of λc, or, with a careful selection of the
sampling interval T since it effects ρ̄ . However, since c1

2 and ρ̄

depend on uncertain system dynamics and therefore may not
be known a priori, this requirement is an inherent restriction
of system structure.

V. SIMULATION EXAMPLE

Consider the nominal longitudinal dynamics of a four-
engine jet aircraft, [42].[

ẋ1
ẋ2

]
=

[
−0.323 1
−1.169−0.480

][
x1
x2

]
+

[
−0.018
−1.379

](
u(t−τ)+ f (t)

)
(59)

where x1, x2 and u are the angle of attack, the pitch rate
and the elevator deflection, f (t) = 0.025

(
1+ sin(0.5t − π

2 )
)

and τ = 0.41s. To introduce uncertainty, the delay value is
assumed to be 0.5s during the controller development, elevator
effectiveness is decreased by 30%, proximity of the open
loop poles to the imaginary axis was halved and the damping
ratio was reduced by 48%. To obtain the reference model, the
nominal system (59) is stabilized using the LQR method and
the closed loop system is sampled at T = 0.02s resulting in:[

xm
1,k+1

xm
2,k+1

]
=

[
0.9924 0.0179
−0.0622 0.9078

][
xm

1,k
xm

2,k

]
+

[
0.0021
0.0905

]
rk−p. (60)

The controller parameters are tuned as γc = 50, λc = 0.015
and Q = diag(3,0.5,4,1, . . . ,1) while the initial value for ρ̂k
is selected as 0.1. As seen in Fig. 1, the proposed method
provides convergence within a reasonable error bound around
the desired trajectory as opposed to the approach in [37].
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Fig. 1. Performance of the proposed approach vs the approach in [37]

VI. CONCLUSION

In this work, a discrete version of the Adaptive Posicast
Controller is developed for sampled-data systems, in the pres-
ence of disturbances and input time-delays that are possibly
non-integer multiples of the sampling interval. A disturbance
observer is introduced to the controller design, the utilization
of which minimizes the effect of the disturbance on the closed
loop system performance. In addition, the extension of the
method for the case of uncertain input delays is presented.
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