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Computational homogenisation is a powerful strategy to Received 3 August 2017
predict the effective behaviour of heterogeneous materials. Accepted 21 November

While computational homogenisation cannot exactly compute 2017
the effective parameters, it can provide bounds on the KEYWORDS

overall material response. Thus, central to computational Computational
homogenisation is the existence of bounds. Classical first- homogenisation; finite
order computational homogenisation cannot capture size effects. deformation; interface

Recently, it has been shown that size effects can be retrieved via elasticity; size effects
accounting for elastic coherent interfaces in the microstructure.
The primary objective of this contribution is to present a
systematic study to attain computational bounds on the size-
dependent response of composites. We show rigorously that
interface-enhanced computational homogenisation introduces
two relative length scales into the problem and investigate
the interplay between them. To enforce the equivalence of the
virtual power between the scales, a generalised version of the
Hill-Mandel condition is employed, and accordingly, suitable
boundary conditions are derived. Macroscopic quantities are
related to their microscopic counterparts via extended average
theorems. Periodic boundary conditions provide an effective
behaviour bounded by traction and displacement boundary
conditions. Apart from the bounds due to boundary conditions
for a given size, the size-dependent response of a composite
is bounded, too. The lower bound coincides with that of a
composite with no interface. Surprisingly, there also exists an
upper bound on the size-dependent response beyond which the
expected ‘smaller is stronger’ trend is no longer observed. Finally,
we show an excellent agreement between our numerical results
and the corresponding analytical solution for linear isotropic
materials which highlights the accuracy and broad applicability
of the presented scheme.

1. Introduction

Almost all materials ranging from biological matter to industrial components
consist of multiple constituents and possess heterogeneous structure at a
certain scale of observation. Predicting the behaviour of such materials is a
serious challenge as their overall response originates from their underlying
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microstructures. The microstructures generally differ from one material to an-
other in material properties, volume fraction, shape and orientation of the
constituents. In addition to these physical and geometrical effects, it is well-
known that the interfaces between the constituents exhibit properties different
from those associated with the bulk material and can lead to major alternation of
the material response. Interface effects are particularly important for multiphase
nano-materials where the area-to-volume ratio is significantly large. Obviously,
motivated by their ever-increasing applications due to supreme mechanical
properties, higher thermal stability and better durability, understanding the
behaviour of such materials is of great importance.

Investigating the behaviour of nano-structured materials incorporating inter-
face effects has been the subject of numerous studies [1-15]. The term ‘interface’
usually refers to a zero-thickness model that represents the finite thickness
‘interphase’ between different phases of the microstructure. Interface effects
can be modelled using several continuum approaches which are thoroughly
reviewed in [16,17]. In this contribution, we use the interface elasticity theory
[18-22] which is originally based on the classical surface elasticity theory of
Gurtin [23] that accounts for surfaces with their own constitutive behaviour [24].
The interface elasticity model does not allow for a displacement jump across the
interface; however, the traction jump due to the stress along the interface may
exist and follows the generalised Young-Laplace equation [25]. For generalised
interfaces, see [26-28], among others. Extension of interface models to account
for curvature dependence has been studied in [29-32].

In order to predict the response of a heterogeneous material, several multi-
scale techniques have been developed in the past. Reviews of the different multi-
scale approaches can be found in [33-36]. Among these techniques, first-order
computational homogenisation method or more specifically direct micro-to-
macro transition method has become the most popular technique. An extensive
body of literature is devoted to study this technique, among which we refer to
[37-52]. The main assumption of homogenisation is that the microstructure
of the heterogeneous material is far smaller than the characteristic length of
the macrostructure. This separation of scales allows to view the problem as
two coupled subproblems at the macro- and micro-scale. It is assumed that
the constitutive response of the microstructure is known and, in an average
sense, results in the effective response of the macrostructure. Usually, both the
macro-problem and the micro-problem are discretised and solved using the finite
element method [53-56]. The statistically similar sample of the microstructure is
commonly referred to as representative volume element (RVE). For further de-
tails and the identification of RVEs, see [57-59]. The major limitation associated
with classical first-order computational homogenisation is that it lacks a physical
length scale and, thus, fails to account for the size-dependent behaviour of the
material response commonly referred to as size effect. It has been recently shown
that including interfaces at the micro-scale introduces a physically interpretable
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length scale[8,60] and agrees well with atomistic simulations [61], see also [62,63].
Another methodology to introduce a physical length scale at the micro-scale is to
employ second-order computational homogenisation developed in [64] where
higher order gradients are incorporated in the material response.

Central to computational homogenisation is the Hill-Mandel condition [65]
that enforces the equivalence of the virtual power between the micro- and the
macro-scale. The classical Hill-Mandel condition does not account for interfaces.
Here, we employ an extended form of the Hill-Mandel condition proposed in
[66] for an interface-enhanced computational homogenisation framework. In
order to satisfy the Hill-Mandel condition, appropriate boundary conditions
have to be imposed on the micro-scale problem. Among various options sat-
istying the Hill-Mandel condition, we report on displacement (DBC), periodic
(PBC) and traction (TBC) boundary conditions. In classical first-order computa-
tional homogenisation in elasticity, it is accepted that the results associated with
DBC and TBC overestimate and underestimate the results of the PBC, respec-
tively [67-69], see also [70] for second-order computational homogenisation.
The results obtained from different boundary conditions tend to converge to
an effective value when the size of the microstructure and the number of its
heterogeneities increases [71,72].

The influence of elastic surfaces using PBC on the response of the material
in the context of the computational homogenisation and large deformations has
been recently studied [73,74]. Utilising the periodic boundary conditions is com-
monly justified by the fact that they often produce the most intermediate results
as compared to other boundary conditions. However, it has been shown that the
effective response obtained under PBC might underestimate TBC or overestimate
DBC [75]. In this contribution, we detail on the influence of different boundary
conditions on the overall response of the material when elastic interfaces are
included. We investigate the effective response of various microstructures which
are different in size, number of inclusions and material properties. In addition,
we compare our numerical results with the analytical solution of several micro-
problems in which the effects of interfaces are considered.

The remainder of this manuscript is organised as follows. The governing
equations of the macro- and micro-problem, Hill-Mandel condition and the
transition between the scales are discussed in Section 2. Section 3 details on
the finite element formulation of the micro-problem. The applicability of the
presented framework and also the influence of different boundary conditions on
the macroscopic response are demonstrated through several numerical examples
in Section 4. Section 5 provides a systematic comparison between the numerical
results and the corresponding analytical solution. Finally, Section 6 concludes
this work and provides further outlook.
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2. Theory

This section details on theoretical aspects of modelling large deformations of
a heterogeneous material accounting for elastic interfaces between the con-
stituents. Based on the assumption of separation of scales, the problem is sepa-
rated into two coupled problems at the micro- and macro-scale. The constitutive
response of the microstructure is assumed to be known and results in the overall
behaviour of the macrostructure through homogenisation. This work is based on
the first-order strain-driven computational homogenisation. That is, the macro
deformation gradient is the input of the micro-problem and the macroscopic
Piola stress is calculated via a suitable averaging process.

Consider a heterogeneous material at the macro-scale that takes the material
configuration M, at time t = 0 and the spatial configuration M3, at any time
t > 0, as shown in Figure 1. The boundary of the material and spatial configu-
rations are denoted MS, and MS; with the outward unit normal vector MN and
M, respectively. The position vector of a point in MA3y is denoted M X which is
mapped to its spatial counterpart Mx via the nonlinear deformation map Mx =
MpMX). A material line element dM X is mapped to its spatial counterpart d™x
with the macroscopic linear deformation map as dMx = MF . dMX with MF
being the macroscopic deformation gradient defined as MF = MGradMg.

The governing equations of the macro-problem are the balance of linear and
angular momentum. Assuming a quasi-static problem and excluding body forces,
the balance of linear momentum takes the form

MpiMp =0 inMB, subject to Mp My =Mz onMS,, (1)

in which M P is the macroscopic Piola stress and M#, denotes the traction on the
boundary MS,. Balance of angular momentum at the macro-scale is equivalent
to the symmetry of the Cauchy stress in the bulk or equivalently MP - MFt =
Mp . Mpt,

The interface elasticity enters the macro-problem implicitly, and it is only
included explicitly at the micro-scale. Therefore, defining the kinematics of the
problem at the micro-scale requires including the details related to the elastic
interfaces too. Let By define the RVE in the material configuration which consists
of two disjoint subdomains, B; and B, , bonded together by the interface Z.
The spatial configuration is defined analogously. The boundaries of B} and B,
are denoted 3] and 313, , respectively. The external boundary of By is denoted
So and does not include the interface Zg, thus Sy = [8[35r U aB, 1\ Zo. The
boundary of the interface Zj is denoted L. The outward unit normal to Sy is
denoted N while the outward unit normal to Ly is N and is tangent to Zo, not
necessarily aligned with N. The normal to the interface Zj is denoted N. Let X
define the position vector of a point in 3y mapped to its spatial counterpart x
via x = @(X). In a similar fashion, we define the position vector of a point on
the interface Zyp as X mapped to its spatial counterpart X through ¥ = @(X).
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The bulk and the interface deformation gradients are defined as F = Grade
and F = Gradg = F - T, respectively, in which the interface identity tensor is
I =1— N ® N.The governing equations of the problem at the micro-scale are
the balances of linear and angular momentum. The balance of linear momentum
in the bulk and on the interface reads

DivP =0 in By subject to

DivP +[[P]-N=0 onZ subject to =1t onLly, (3)
respectively, where Div{e} = Grad{e} : T. The stresses in the bulk and on the
interface are denoted by P and P, respectively. Moreover, [ P]|- N represents the
jump of the traction across the interface and is equal to [[ P ]| .N=[PT—P~]N,
where P* and P represent the Piola stresses in B] and By, respectively. The
interface Piola stress is a second-order superficial tensor possessing the property
P - N = 0. Note when elastic interfaces are considered, Div P does not vanish
and the traditional traction continuity condition across the interface no longer
holds. The local form of the balance of angular momentum is equivalent to the
symmetry of the Cauchy stress in the bulk and on the interface. Alternatively,
balance of angular momentum in the bulk and on the interface reads P - F' =
F-Ptand P - F' = F - P', respectively.

Next, an appropriate micro-to-macro transition technique should be estab-
lished to relate the macroscopic quantities to their microscopic counterparts. In
classical computational homogenisation, macroscopic quantities are commonly
related to their microscopic counterparts through volume averaging over the
microstructure. Nevertheless, the classical definitions do not hold when inter-
faces are present. Following the extended average deformation gradient and
stress theorems given in [60,74], the macroscopic deformation gradient and the
macroscopic Piola stress for interface-enhanced computational homogenisation
are defined as

1 1
Mp —/ FdVv=— | o@NdA,
Bo 70

% 0Js,
w1 1 [ — 1 1 -
P=— P4V + — PdA = — th® XdA + — to® XdL,
0 JB, 0 J1, Y Js, Y0 Je,
(4)

in which 7 is the total volume surrounded by the external boundary of the
RVE. Clearly, the macroscopic deformation gradient definition assumes the same
format whether or not the elastic interfaces are taken into account while the
definition of the macroscopic Piola stress differs from its definition in classical
computational homogenisation. Obviously, in the absence of interface effects, the
classical definition of macroscopic Piola stress is recovered from Equation (4);.
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Figure 1. (colour online) Graphical summary of computational homogenisation with elastic
interfaces at the micro-level. The material configuration By corresponds to a RVE which
includes the geometrical information of the macroscopic point M X and is mapped to its spatial
configuration through the nonlinear deformation maps ¢ and @. The local macroscopic response
is obtained through solving the associated boundary value problem at the micro-scale.

Finally, in order to derive suitable boundary conditions on the RVE, the virtual
power equivalence between the two scales is fulfilled. To do so, we employ the
generalised Hill-Mandel condition

1 1 _

M M —

P:5VF=— t0-8¢dA+—/ to-SpdL. (5)
% So 7/0 Lo

Using the Lemma

1 1 - 1 1 N —

— t0-6(odA+—/ to-éadL:—/ P:8FdV+—/ P :5FdA,
7 /So " Je, " JB, 0 J1, ©
proven in Appendix 1, the Hill-Mandel condition (5) can alternatively be ex-
pressed as

1 1 _
— | P:sSFAdv+— | P:sFdA-MpP:sMF —=0. (7)
0 JBy 0 JIy
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With the aid of the generalised Hill’s Lemma proven in Appendix 2 as
— | P:6FdV+— [ P:6FdA—-"P:6"F
0 JBy 0 JZ

1 1 -
z_/[aq)—aMF.X].todAJr— 69 —SMF - X]-%,dL,
" Js, Y Jr,

(8)

the Hill-Mandel condition (7) can be rewritten in terms of boundary integrals
as

1 1 —
—/[5¢—8MF-X]-t0dA+— 6 —MF . X]-4dL=0. (9)
% So % Lo

In the remainder of the manuscript, we assume that £y = @ (i.e. no interface
penetrates the boundary of the microstructure) and Equation (5) reduces to

L 8¢ —SMF - X]-tydA =0, (10)
N Js,

which is the Hill-Mandel condition (in terms of a boundary integral) in its
classical format. In view of the Hill-Mandel condition in its various forms (5),
(7) and (9), it must be emphasised that the equality sign shall be understood
as a conditional equality but not an identity. More precisely, the Hill-Mandel
condition is satisfied if and only if the equality holds. In order to satisfy the
Hill-Mandel condition, the right-hand side of the identity (10) should vanish
identically which can be sufficiently guaranteed through the following canonical
boundary conditions:

e Displacement boundary conditions (DBC)

~ @=MF.X onS,
e Periodic boundary conditions (PBC)

~  [@—MF.X] : periodic and to : anti-periodic on Sy,
e Traction boundary conditions (TBC)

~ b = Mp. N on Sp.

It can be readily shown that the aforementioned boundary conditions fulfil the
balance of angular momentum at the macro-scale. This fact has been proven in
[35,76] for classical computational homogenisation. Extension of the proofs for
interface-enhanced computational homogenisation follows the same steps and
is not presented here for the sake of space.

Remark on the relative length scales in the micro-problem. In the context
of interface elasticity, the interface is assumed to be a zero-thickness model and,
thus, has a lower dimension compared to the bulk. The macroscopic Piola stress
(4), can be written as

P=— PdV+—— [ PdA, (11)
% BQ %yo IO
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Figure 2. (colour online) The depicted periodic microstructures share the same area-to-volume
ratio and yield the same macroscopic response under PBC.

in which .7} refers to the area of the elastic interfaces. Clearly, area-to-volume
0/ has the dimension [1/m] and introduces a relative length scale to the
micro-problem solution. The greater the area-to-volume ratio, the greater the
contribution from the interfaces on the overall response of the microstructure.
The second relative length scale introduced in this framework is surface-to-
bulk energy density /v which has the dimension [m]. Clearly, the larger
the interface material parameters, the larger the influence of the interface on
the overall response of the microstructure. Thus, the contribution from the
interface on the overall response of the microstructure can be varied by altering
the size of the microstructure or changing the interface material parameters.
Reducing the size of the microstructure is equivalent to increasing the interface
material parameters and leads to more pronounced interface effect on the overall
response. Also, it is clear that these two relative length scales might act against
each other. That is, for instance, decreasing the size of the microstructure can
be counteract by decreasing the interface material properties and vice versa.
Note that for a periodic microstructure depicted in Figure 2, .,/ 7, remains
constant and equal to 2777/I2. Under periodic conditions, the volume average
of bulk stresses and surface average of interface stresses are also identical for
all the microstructures. Therefore, for constant interface material parameters,
the microstructures shown in Figure 2 are all equivalent to each other and yield
similar macroscopic behaviour.

3. Computational aspects

This section presents the details of the finite element formulation of a boundary
value problem at the micro-scale accounting for elastic interfaces. First, the weak
forms of the balances of linear momentum (2) and (3) are derived. Second, the
weak forms are discretised in space. Finally, the resulting nonlinear system of
equations is linearised and solved using the Newton-Raphson scheme.

In order to obtain the weak form of the balance of linear momentum, the left-
hand side of Equations (2) and (3) are tested with vector valued test functions,
3¢ and &9, respectively, and are integrated over the bulk and interface domain
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in the material configuration. Through combining the resulting equations and
employing the bulk and the interface divergence theorems along with considering
the superficiality of the interface Piola stress, we obtain the weak form of the
balance of linear momentum as

/ P:Gmd(Sq)dV—/ 5¢-t0dA+/F:Gmd5¢dA=O
By SoN Ty

V8 € Hy(Bo), Y89 € Hy(To),

(12)

where Son refers to the Neumann portion of the bulk boundary. Next, the
material domain is discretised into sets of bulk, surface and interface finite
elements as

#be #se #ie .
A f P : GradépdV — A f dp-togdA+ A / P : GradépdA =0,
=1 )} SECH =1z
(13)
where #be, #se and #ie represent the number of bulk, surface and interface
elements, respectively. The domain of the bulk element § is denoted B(’)3 . The
domain of the surface element y upon which traction is prescribed is denoted
S())/) N- The interface element « is denoted Zf'. The fully discrete weak form of
the balance of linear momentum is obtained by replacing the test functions in
Equation (13) with their spatial Bubnov-Galerkin approximations and utilising

the isoparametric concept as

I #be . #se . #ie .
R = A / P.-GradN'dV— A / to-N'dA+ A / P.GradN'dA =0.
p=1J5} r=1Js7 a=1J1¢

(14)
The fully discrete form of the residual associated with the global node I is denoted
by the vector R'. In Equation (14), i represents the local node of a finite element
corresponding to the global node I. The shape functions in the bulk and on
the interface associated with the local node i are denoted N” and N'. The nodal

residuals are then collected into a global residual vector R as
R=R(d) =0 with R=[R'...R"...R™], (15)
in which d denotes the unknown global vector of displacements and #n denotes

the number of nodes. Finally, the Newton-Raphson method is utilised to linearise
and solve the nonlinear system (15) which yields

JR
R+1) =RM@n) + 27 |n Ay =0 = Ady = —K'-R(d,), (16)

and

dn+1 = dn + Adn > (17)
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where K is referred to as the global stiffness matrix which is the collection of the
assembled nodal stiffness matrices

ORT  #be P
KV -—""__ A ——7[GradN' ® GradN’1dVv
8(p] B=1 Bg oF

#ie oP_ ——— |

+ A / — [Grad N° ® Grad N']dA. (18)
e=1J1¢ OF

The non-standard (double) contraction : of a fourth-order tensor A and a
second-order tensor B is a second-order tensor C = A B with components
Cik = AjjuBji. The computational implementation of the micro-problem is estab-
lished upon implementing a specific type of boundary conditions to be imposed
on the system of equations (15). Computational aspects of implementing DBC
and PBC in the context of the finite element method and large deformations
are straightforward and well established [35]. For implementing TBC, we utilise
the semi-Dirichlet boundary conditions proposed recently [77]. The methodology
remains almost identical for interface-enhanced computational homogenisation
with the difference that the macroscopic Piola stress should be evaluated using
the relation (4), rather than its classical definition.

4. Numerical examples

The goal of this section is to illustrate the performance of the presented frame-
work through providing several numerical examples and to study the influence
of elastic interfaces on the response of the material under different conditions.
In particular, we devise the examples such that the computational bounds on the
overall response of the material are clearly demonstrated. We mainly focus on the
influence of the inclusion material properties, microstructure size and the choice
of the boundary conditions on the macroscopic response. The effective property
of interest in this contribution is the xx—component of the macroscopic Piola
stress. However, other alternatives and valid choices lead to the same trends and
conclusions qualitatively. All the following numerical examples are solved using
our in-house finite element code.

For the material response of the bulk at the micro-scale, we assume a hypere-
lastic neo-Hookean energy density per unit volume in the material configuration

Y(F)=1u[F:F—3-2log/l+3xrlog’] with J=detF, (19)

in which u and A denote the bulk Lamé parameters. Similarly, for the material
response of the interface, we assume a hyperelastic neo-Hookean energy density
per unit area in the material configuration

Y(F)=3in[F:F—-2—-2logJl+4xlog’] with J=detF, (20)

=
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where 77 and A are the interface material parameters. For the definition of the
interface determinant, see [78]. In a two-dimensional structure, the interface is
a one-dimensional manifold which resists against its length change. Thus, it is
sufficient to introduce only one material parameter to define the behaviour of
the interfaces as

Y(F)=3ulF:F—2-2log]]. (21)
The associated bulk and interface Piola stress tensors are derived as
8
W _ = u[F — F']+ AlogJF™,
BF
P:=—=7[F—-F'Y+xlog] F?t,
N =ul N g

In order to solve the system of Equation (15) using the Newton-Raphson method,
in addition to the Piola stresses, the bulk Piola tangent A and the interface Piola
tangent A are calculated as

32 —_
A = G—Pﬁ_u[1®1+F*@F'l]+/\[Ft®F“—1og]F't@F‘1],
N (R A g Tt . hiorrl. 7t
A="L =g[I8T+F'@F - [F - F18F' - F!

oF

Unlike the macroscopic deformation gradient and the macroscopic Piola stress,
macroscopic Piola tangent MA does not follow from the volume average of its
microscopic counterpart in the bulk and on the surface. This is of particular
importance in full FE?> homogenisation. The macroscopic Piola tangent reads

1 1 [ —
MA=— | A+A:BdVv+— | A+A:BdA, (24)
% JB, " J1,

in which the fourth-order tensor B denotes the linear mapping from M F to its
fluctuation 8F as F = B : MF. Detailed derivation of this quantity is given
in Appendix 3.

For the numerical examples presented in this section, the material parameters
of the matrix are fixed as ©# = 8 and A = 12.16. The ratio of the inclusion to
matrix Lamé parameters, denoted incl./matr., varies though. For instance, when
incl./matr. = 10, the inclusion material is 10 times stiffer than the matrix, and
when incl./matr. = 0.1, the inclusion material is 10 times more compliant than
the matrix. The Poisson ratio for both the inclusion and the matrixis v = 0.3. The
interface material parameter is chosen as & = 0.2 for all the examples unless it is
explicitly mentioned. For further details on interface material parameters, see [79,
80], among others. Different sizes of microstructures are considered. Here, the
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Figure 3. (colour online) xx-component of the macroscopic Piola stress with increasing the value
of incl./matr. for two-dimensional unit-cells with /. = 1,0.1,0.017 and 0.001 which undergo
50% of volumetric expansion. The distributions of the microscopic Piola stress within the
microstructure for incl./matr. = 0.01 when /o = 1 (left) and /. = 0.001 (right) are depicted
next to the plot.

term ‘size’ refers to the characteristic length of the RVE and is denoted /.. Clearly,
larger values of I correspond to larger microstructures and vice versa. For all the
following numerical examples, the inclusion volume fraction is always constant
and assumed to be f = 25%. Moreover, the geometries of all the samples are
discretised using bilinear bulk and linear interface elements for two-dimensional
examples and trilinear bulk and bilinear interface elements for three-dimensional
examples.

4.1. Influence of the material ratio

In this section, we investigate on the influence of the inclusion to matrix stiffness
ratio on the overall response of microstructures accounting for elastic interfaces.
Different values of incl./matr. ranging from 0.001 with inclusions resembling
voids up to 1000 with inclusion resembling rigid bodies are considered. We
prescribe a volumetric expansion of 50% via the macroscopic deformation gra-
dient on the micro-problem and evaluate the corresponding macroscopic Piola
stress via relation (4),. This choice is made mainly due to the fact that under
volumetric expansion, the interface effects are more pronounced compared to
other deformation types. In order to solve the boundary value problem, DBC,
PBC and TBC are utilised. In addition, we consider four microstructures with
different sizes of I, = 1,0.1,0.01 and 0.001.

Figure 3 shows that for larger microstructures, increasing the stiffness ratio
from 0.001 to 0.1 does not have a significant influence on the overall response of
the microstructure. However, increasing the stiftness ratio from 0.1 to 10 leads
to a rapid rise of the macroscopic response. Further increase of the stiffness ratio
does not influence the overall response considerably. Variation of the macro-
scopic response with increasing the stiffness ratio is less significant for smaller
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microstructures. Particularly, for [, = 0.001, the interface effects dominate the
mechanism of the microstructure to such an extent that the material properties of
the inclusion do not matter anymore, and almost the same results are obtained
for all values of the material ratio. That is, elastic interfaces surrounding the
inclusions play the role of a cloak of invisibility and do not let the microstructure
feel the existence of the inclusions. At this point, the macroscopic response of the
microstructure is saturated and reaches an upper bound beyond which ‘smaller is
stronger’ trend is no longer significant. A similar argument holds for inclusions.
That is, for all values of I, the macroscopic response is left almost unaffected
for incl./matr. larger than 100 and further stiffening of the inclusions compared
to the matrix does not lead to any stiffer macroscopic response. Moreover, it
is observed that regardless of the material ratio and size of the microstructure,
DBC and TBC provide the stiffest and the most compliant overall response,
respectively. The results obtained via PBC lie between the ones associated with
DBC and TBC. This observation is in accordance with what is reported for
classical computational homogenisation. Another interesting point is that for
larger microstructures where the interface effect is almost negligible, results of
the different boundary conditions coincide when incl./matr. = 1. That is to be
expected as the interface contribution is minor and the microstructure is nearly
homogeneous. However, for smaller microstructures, where the interface effect
is not negligible anymore, the microstructure does not resemble a homogeneous
structure even for incl./matr. = 1 and thus, the gap between the results of the
different boundary conditions becomes more noticeable. This fact is illustrated
in a subplot in Figure 3. The deformations of the microstructures as well as the
distribution of the xx-component of the microscopic Piola stress for incl./matr =
0.01 obtained from DBC, PBC and TBC are depicted in the plot. The deformed
microstructures on the left correspond to a microstructure with I, = 1 and the
ones on the right correspond to a microstructure with [ = 0.001. Clearly,
in smaller microstructures, interface effects are so strong that the interface
preserves its initial configuration and the portion of the body surrounded by
interfaces remains nearly undeformed even when the inclusions are 100 times
more compliant to the matrix.

In order to illustrate the performance of the presented framework for three-
dimensional problems, a similar numerical study is carried out for a cubic
microstructure containing a spherical inclusion at its centre with the inclusion
volume fraction f = 25%. For this set of numerical examples, two microstruc-
tures with /. = 1 and 0.001 are considered. The distributions next to the plot
in Figure 4 illustrate the greater resistance of the interface against deformation
for smaller microstructures. It is also verified that the differences between the
results of the boundary conditions are larger compared to the two-dimensional
examples. Overall, the evolution pattern of macroscopic response of the three-
dimensional microstructure with respect to incl./matr. is similar to the one
obtained for the two-dimensional microstructure.
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Figure 4. (colour online) xx-component of the macroscopic Piola stress with increasing the value
of incl./matr. for three-dimensional unit-cells with [. = 1 and 0.001 which undergo 50% of
volumetric expansion. The distributions of the microscopic Piola stress within the microstructure
forincl./matr. = 0.01 when /. = 1 (left) and /. = 0.001 (right) are depicted next to the plot.
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Figure 5. (colour online) lllustration of the size and the level of periodic RVEs. Different levels refer
to the microstructures of different materials with different inclusion arrangements.

4.2. Influence of the number of inclusions

This section details on the macroscopic response when the number of inclusions
within the microstructure increases while the size and the inclusion volume
fraction are kept constant, see Figure 5. The inclusions are added such that the
arrangement of the inclusions remains always periodic or more precisely, uni-
formly ordered. Note, the different levels in Figure 5 refer to the microstructures
of different materials and determining the size of the RVE is not the purpose of
this section.

For the following numerical examples, we prescribe a volume expansion of
25% on the microstructures and employ DBC, PBC and TBC to evaluate the
resulting macroscopic stresses. Six different sizes of /. = 100, 10,1,0.1,0.01 and
0.001 as well as three different inclusions to matrix stiffness ratio of incl./matr. =
0.1,1 and 10 for each size of the microstructure are considered.



PHILOSOPHICAL MAGAZINE (&) 451

MP._ . vs. level DBC ------ PBE === BE =

-
v

stiffer inclusions

incl./matr. = 0.1 incl./matr. = 1 incl./matr. = 10
v v v v v v 10245

8 10.23

______________________ 7.96 10215

T T ], 192 102

424 788 10.185p*

2} 5 ) ) 5 ; 54 5 & 7 8 1047 % K] )

o

Figure 6. xx-component of the macroscopic Piola stress versus level of RVE for incl./matr. = 0.1, 1
and 10 when elastic interfaces are not included. The results from different boundary conditions
get closer to each other as the level increases. Different boundary conditions render similar results
when incl./matr. = 1.

First, we investigate the case in which & = 0 equivalent to having no interface
elasticity, at all. The numerical results depicted in Figure 6 show that regardless
of the material ratio, the effective macroscopic property obtained using PBC
remain constant for all the levels. This is to be expected since the inclusions are
arranged periodically and the area-to-volume ratio does not influence the overall
response. Clearly, when incl./matr. = 1, DBC, TBC and PBC furnish identical
results. However, when the inclusion and the matrix are not of the same type,
the results of the DBC and TBC get closer to the results of the PBC from the
top and from the bottom, respectively, as the number of inclusions within the
microstructure increases. Obviously, when elastic interfaces are excluded, no
size effect is captured in the material response and changing the size of the
microstructure does not influence the results.

In the next step, we set the interface material property to © = 0.2 and conduct
the same study for microstructures of different sizes. The left column of Figure 7
illustrates the results for the microstructures in which the inclusions are 10 times
more compliant to the matrix. The numerical results show that even for verylarge
microstructures, i.e. [. = 100, the results from different boundary conditions
are influenced by the presence of the interfaces and the effective property rises
slightly as the level of the microstructure increases. This is mainly due to larger
area-to-volume ratio of higher levels and as a result, larger interface effects on
the material response. Interface effects can be further amplified by reducing the
size of the microstructure leading to a stiffer overall response. For instance, when
I, = 10, starting from the level 2, DBC provide stiffer response for higher levels
which is in contrast to what is observed when the interface effects are neglected.
For smaller microstructures, the macroscopic property increases monotonically
as the level of the microstructure increases for all three types of the boundary
conditions. Clearly, the difference between the macroscopic values obtained for
7 = 0 (illustrated by grey colour) and 7 = 0.2 becomes larger as the level of the
microstructure increases and the size of the microstructure decreases.
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Figure 7. Macroscopic property versus level of periodic microstructures for incl./matr. = 0.1, 1
and 10 and different sizes when elastic interfaces are included and & = 0.2. The grey lines
indicate the results for classical first-order computational homogenization.

The middle column of Figure 7 depicts the results for the microstructures

where the inclusions and the matrix are identical. As anticipated, the overall
response of the microstructures is essentially stiffer compared to the case that
incl./matr. = 0.1. Numerical results indicate that the macroscopic response
becomes stiffer as the level increases for all sizes of the microstructure. In analogy
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to what is reported in Section 4.1, different boundary conditions render almost
identical macroscopic response when the size of the microstructure is equal or
larger than 0.1 which is expected to be observed for homogeneous materials.
However, the difference between the results of different boundary conditions
becomes larger for smaller microstructures.

The right column of Figure 7 shows the results of the same numerical studies
for the case that the inclusions are 10 times stiffer than the matrix. It is veri-
fied that the interface effects are cancelled altogether by the stiff inclusions for
microstructure with [, = 100 and I, = 10. Nevertheless, in microstructures
smaller than [, = 10, interface effects become strong enough to overlay the stiff
inclusions. Similar to what is observed for incl./matr. = 0.1, for microstructures
smaller than a certain I, here I. = 0.1, the macroscopic Piola stress increases
monotonically as the level of the microstructure increases for all three types of
the boundary conditions.

Note, when the size of the microstructure is very small, the macroscopic
responses obtained from all the three types of boundary conditions become
independent of the material properties of the inclusion, and almost same results
are obtained for incl./matr. = 0.1, 1 and 10. At this limit, the overall response of
the microstructure is fully saturated and the material response reaches its upper
bound.

Moreover, the numerical results confirm the existence of bounds for interface-
enhanced computational homogenisation. It is observed that DBC and TBC
provide upper and lower bounds for the size-dependent behaviour of the material
response when energetic interfaces are taken into account. This observation
extends the commonly accepted notion of bounds in first-order classical com-
putational homogenisation. Figure 8 illustrates the macroscopic response of
several microstructures when [, = 10 and incl./matr. = 0.1 for two cases in
which elastic interfaces are either considered (black curves) or neglected (grey
curves). Clearly, the highlighted area between the curves represents the range of
admissible macroscopic responses recovered by employing different boundary
conditions such as PBC or mixed type boundary conditions.

5. Comparing numerical and analytical results

The goal of this section is to compare the numerical results against the analytical
solution associated with small strain elasticity. The analytical solution to evaluate
the effective bulk and shear modulus of a circular RVE containing a circular
inclusion at its centre associated with a unidirectional fibre composite is given
by [81,82]. Extension of the analytical solution to account for elastic interfaces
is developed in [14,83-85], among others. In this section, we employ the for-
mulations based on the composite cylinder approach to compute the effective
in-plane bulk and shear modulus when the interfaces are taken into account. The
effective in-plane bulk modulus reads
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Figure 8. (colour online) lllustration of bounds for interface-enhanced computational
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in which f and r denote the inclusion’s volume fraction and the radius. Moreover,
{e}™ and {e}! represent quantities in the matrix and the inclusion, respectively.
Unlike for the effective bulk modulus, a simple closed form explicit solution
for the effective shear modulus M does not exist. The details of the derivation
of the analytical solution to compute the effective shear modulus is given in
[14], among others. Computational aspects of interface-enhanced computational
homogenisation in the context of small strain are fundamentally similar to the
finite strain setting and are not discussed here for the sake of space. Numerical
simulations are realised over a square RVE with a single circular inclusion at its
centre with volume fraction f = 25%. Similar to the previous sections, DBC,
PBC and TBC are utilised to solve the micro-problem.

Figure 9 depicts the effective in-plane bulk and shear modulus with respect
to size for various values of incl./matr. and interface material parameter . It
is observed that different boundary conditions and analytical solutions render
almost similar results in estimating the effective in-plane bulk modulus for all
the values of incl./matr. and 7z. The results confirm that no size effect is observed
when 1t is set to zero. However, when elastic interfaces are taken into account,
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Figure 9. Comparison between numerical results obtained from DBC (A), PBC (e), TBC (V) and
analytical solution (solid lines) for the effective bulk (top) and shear modulus (bottom) with
respect to size of the microstructure.

the effective in-plane bulk modulus starts to increase when the microstructure
is small enough and eventually approaches its upper bound as the size of the
microstructure decreases further. Obviously, the convergence of the overall
response to the upper bound occurs at larger size of the microstructure when &
increases.

In the case of the effective shear modulus, the results from different boundary
conditions deviate from each other for all values of fx. It is observed that the
analytical solution always lies between the results from DBC and PBC and
accordingly between DBC and TBC. Note, unlike the bulk modulus, the shear
moduli obtained for different incl./matr. do not converge to each other as the size
decreases. More interestingly, it is observed that the analytical solution provides
closer results to the numerical ones for smaller microstructures in which interface
effects are more pronounced. This is justified by the fact that the volumetric
expansion requires a change of the length of the interface. In other words, a
volumetric expansion cannot be prescribed without extending the interface. But
this is not the case for the shear. That is, the length of the interface may remain
unchanged under a shear deformation. Overall, the analytical solution captures
the trend for the effective shear modulus almost perfectly from a qualitative point
of view and only with a shift from the numerical solutions for incl./matr = 0.1
and 10.

6. Conclusion

A systematic study to compute the bounds on the overall response of a
microstructure including elastic interfaces is presented. The computational
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homogenisation framework accounting for interfaces captures the size-dependent
effective behaviour of the material. The interface effects lead to the introduction
of two relative length scales missing in classical first-order computational ho-
mogenisation. A generalised Hill-Mandel condition is formulated and suitable
boundary conditions of the micro-scale problem are derived. The bounds on
the overall response of a microstructure due to various boundary conditions
are investigated. Furthermore, changing the size of the microstructure furnishes
additional bounds on the overall response. Based on the numerical examples,
we conclude that the microstructures at a certain size approach an upper bound
for the material response, and thus, the widely recognised ‘smaller is stronger’
trend is no longer observed. In analogy to classical first-order computational
homogenisation, DBC and TBC provide the stiffest and the most compliant
response, respectively, while the results of the PBC lie between the results of the
other two. In summary, the presented scheme allows us to better understand
and predict the overall response of composites under various circumstances.
This generic framework is broadly applicable to deepen our understanding of
the size-dependent behaviour of materials with a large variety of applications in
nano-structures.
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Appendix 1. Proof of the Lemma (6)

In order to prove the Lemma (6)

1 1 _ 1 1 .
— t-5<pdA+—/ t-(sadL:—/ P:sFdv+— | P:6FdaA,
"VO/SOO K [:00 " JB, " J1,

we utilise the following divergence theorems

/ Div{o}dV:/ {o}-NdA—/ [{e}]- N dA,
Bo So Ty

/ﬁz{.}dA: (o} - NdL— | k{e}-NdA,
Ty Lo Ty

in which k is twice the mean curvature of the interface in the refernce configuration. We start
from the left-hand side as

1 1 _
— to-S(pdA-f-f/ ty-S@dL
% Js, Y0 Je,

1 _
-— | D P — . P]-
%/ iv[5g - ]dv+% [8¢ - P]- N dA

— | Div[§g- P]dA + — ka*-?-NdL
+%/ Div(ég - P] +% wT
1 _
=~ | 6¢-DivP dvV+ - P :GradSodV+ — | 8@ -[P]-N dA
%/ ¢ DY +7/0/ radip +%/ ¢-IF-N

= —_DvP

+—/ 5o .mfdA+—/F:5fdA
% ¢ N J1,

1 1 —
= — P :5FdV + — P :5FdA.
7/0/ " Jz,

Appendix 2. Proof of the generalised Hill's Lemma

In order to prove the generalised Hill's Lemma

1 1 _
— | P:5Fdv+— | P:5FdA-MPp:sMF
% Js, Y% Jz,

[(S(p—(SMF X]- todA+— 69 — sMF . X]-%,dL,
% b Lo

we start from the right-hand side and manipulate it until we remain with the left-hand side as

1 o
/[&p—(SMF X]- tOdA+—f 8¢ —MF . X)-%,dL
7/0 70 Loy

1
:—[/ Bq)-todA—cSMF:/ to® X dA
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1 _ — _
:7[/ Sw-todA—(SMF:I:/- to®XdA+/ t0®XdL]+/ 5¢-todLi|
YL Js, So Lo Lo

%o M P according to Equation (4),

1 _
:—[/ 8¢-todA+/ 8¢-t0dL—”f/08MF:MP] using Lemma 6
% So »CO

1 1 [~ —
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Appendix 3. Macro Piola tangent

Performing a full FE? simulation requires the solutions of both the macro- and the micro-
problem simultaneously. In order to solve the macro-problem, in addition to the macro Piola
stress, the macro Piola tangent is required. To calculate the macro Piola tangent, we establish
the average Piola tangent theorem as follows.

Theorem: Let M F and ™ P be the given macro deformation gradient tensor and macro Piola
stress tensor, respectively. The micro deformation gradient may not be uniform within the bulk
and on the interface within the RVE and can be decomposed into a uniform part and a zero-
mean fluctuation part as F = MF + F. Let the fourth-order tensor B denote the linear map
from 8MF to its fluctuation 8F asSF =B : $MF. Accordingly, the macro Piola tangent M A
is computed as

MAZL/ A+A;]de+i A+ A:BdA. (C1)
% By % To

Proof: In order to prove the average Piola tangent theorem stated above, recall that $M P =
MA : $MF. Then, from the assumption that the variation of the macro Piola stress is the
average of the variation of the micro Piola stress over the bulk and the interface of the RVE,
we have

1 1 _
sMp — 5Pdv+—/ SP dA
% Js, " J1,
1 1 .
=— | A:8FdVv+— | A:5FdA
" JB, " J1,
1 — _
= A:aFdV+—/ A :SF-TdA
% Bo % Zo
:i/ A:aFdV+i A :SFdA
" JB, " J1,

1 ~ 1 _ ~

:f/A:[zSMF+8F]dV+— A [MF + §F]1dA
" JB, Y Jz,

1

1 _
A [MF+B:sMFldv+ — | A :[sMF+B:sMF]da

% Bo N J1,
1 1 —

=[7 A+ A :BdV+ — A+AledA] . SMF. (C2)
% Js, Y J1,
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We determine B at the converged solution of the micro-problem and based on the linear
relationship between M F and § F. Thereby B is evaluated numerically by perturbing MF
and calculating the resultant § F through solving a system of linear problems. O
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