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ABSTRACT Simulation results show that the performance of polar codes is improved vastly by using polar
codes as inner codes in serially concatenated coding schemes. Furthermore, this performance improvement is
achieved using a relatively short cyclic redundancy check as the outer code and a practically implementable
successive cancellation list decoder for decoding the overall code. This paper offers a theoretical analysis of
such schemes by employing a random-coding method on the selection of the outer code and assuming that the
channel is memoryless. It is shown that the probability of error for the concatenated coding scheme decreases
exponentially in the code block length at any fixed rate below the symmetric capacity. Applications of this
result include the design of polar codes for communication systems that require high reliability at small to
moderate code lengths, such as control channels in wireless systems and machine-type communications for

industrial automation.

INDEX TERMS Polar codes, serial concatenation, list decoding, error exponents.

I. INTRODUCTION

Polar codes are a class of linear block codes that achieve
the capacity of certain classes of channels with explicit code
constructions and practical encoding and decoding algo-
rithms [1]. Early on, performance studies on polar codes
with a low-complexity successive cancellation (SC) decoder
revealed that the performance of polar codes was not on
par with that of the state-of-the-art codes such as turbo and
LDPC codes. The disappointing performance of polar codes
could partly be attributed to the suboptimal nature of the
SC decoder. Indeed, in [2], Tal and Vardy showed that the
performance of polar codes could be improved significantly
by using a successive cancellation list (SCL) decoder, which
is a modified SC decoder, originally devised by Dumer and
Shabunov [3] and Dumer [4] for Reed-Muller codes. An SCL
decoder with list size L tracks a list of L candidate codewords
and picks the most probable one as its decision in the final
stage of decoding.

To be more specific, Fig. 1 presents a simulation study,
originally from [2], in which the code is a polar code with
rate R = 1/2 and block-length N = 2048, the modulation
is quaternary Quadrature Amplitude Modulation (4-QAM),
and the channel is an additive Gaussian noise channel. The
frame (block) error rate (FER) is plotted as a function of
the signal-to-noise ratio (SNR). We observe that SCL-32
(SCL with list-size 32) decoding provides significantly better

performance compared to SC decoding especially at low
to moderate SNR. Except for low SNR (close to channel
capacity), increasing the list size from 32 to 1024 provides
only marginal improvements. It is remarkable that the SCL
decoder (even at list size 32) achieves near ML performance
across a broad range of SNR. (The ML bound shown in the
figure is obtained empirically by counting the number of
times the SCL-1024 decoder produces a decision that is closer
to the received word than the transmitted codeword is.)

On the bright side, the above simulation results promise
that SCL decoders may achieve near ML performance with
a practically feasible list size. On the other hand, the per-
formance of polar codes at high SNR appears unsatisfactory
even under ML decoding. The poor performance of polar
codes at high SNR can be blamed on their poor minimum
distance, which grows as O(\/ﬁ ) as a function of the code
block-length N at any fixed rate 0 < R < 1, whereas
optimal codes have a minimum distance that grows linearly
with N. It appears that any method to improve the perfor-
mance of polar codes beyond their native ML performance
has to address the deficiency of the minimum distance of
polar codes.

Tal and Vardy [2] provided a fix to this problem by
introducing a cyclic redundancy check (CRC) into the data
before it was encoded by the polar encoder and modified the
SCL decoder so that at the end of decoding candidate
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FIGURE 1. Performance of polar codes.

codewords that did not satisfy the CRC could be discarded.
The CRC helped reduce the chances that the SCL decoder
would make decision errors to near neighbors of the trans-
mitted codeword. The remarkable performance improvement
under this type of CRC-aided SCL (CA-SCL) decoding is
shown in Fig. 1. Indeed, polar codes under CA-SCL decoding
with list size L = 8 and CRC-length 24 were powerful and
practical enough to be included as a coding scheme in a recent
3GPP NR standard [5].

Also shown in Fig. 1 is the theoretical limit (dispersion
bound) [6] for any code of length 2048 and rate 1/2. Despite
the performance improvement by CA-SCL decoding, there
is still a substantial gap between the dispersion bound and
the performance of polar coding under CA-SCL-32 decoding.
Li et al. [7] investigated whether this gap could be closed by
using CA-SCL decoders with larger list sizes. They carried
out simulations using a CA-SCL decoder with a 24-bit CRC
on a rate-1/2 polar code of length 2048 and observed that the
performance at list size 262,144 came to within 0.2 dB of the
dispersion bound at FER 1073,

This paper is motivated by the desire to provide a theoret-
ical explanation for the above empirical findings. We study
this problem in a more general setting by regarding the polar
code and the CRC as the inner and outer codes, respectively,
in a serially concatenated coding scheme. Such serially con-
catenated coding schemes are relevant in other contexts as
well. For example, Narayanan and Stuber [8] used a serially
concatenated coding scheme in which the outer code was a
BCH or Reed-Solomon code and the inner code was a turbo
code. They investigated list decoding in such a system to
reduce the error floor of turbo codes. As another example, one
may regard the Viterbi decoding algorithm for convolutional
codes as a list-decoder in a concatenation scheme in which
the termination bits of the convolutional code play the role
of a CRC. Despite the importance of such concatenation and
list decoding techniques in practical applications, the sub-
ject does not appear to have received sufficient theoretical
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attention; this is true at least in the context of polar codes.
The goal of this paper is to fill this gap to some extent. The
paper builds on some of our earlier results of [9] and extends
them using some new techniques.

The rest of the paper is organized as follows. Section II
contains a precise formulation of the problem considered in
this paper and a statement of the main result. Section III gives
a proof of the main result. The paper concludes with some
remarks in Section IV.

Il. PROBLEM FORMULATION AND THE MAIN RESULT
The scope of the paper is limited to linear codes over the
binary field ', = {0, 1}. We use bits as the unit of information
and use base-two logarithms (denoted log) throughout. The
rate of a code with M codewords and length N is defined
as R = (1/N)logM. The notation [N] denotes the set of
integers 1 through N. Vectors used in the paper are row
vectors and are denoted by boldface letters such as x. For
X = (xg,...,xy) arow vector of length N and A C [N],
the notation x 4 denotes the subvector (x; : i € A), with the
elements of x4 listed in increasing order of i € A.

A. SYSTEM MODEL

We will be studying a serially concatenated coding system as
shown in Fig. 2. The channel in the system will be a binary-
input discrete memoryless channel with input alphabet
X = {0, 1}, afinite but otherwise arbitrary output alphabet )/,
and transition probabilities {(W(y|x) : x € X,y € YV}
We will be concerned with achieving the symmetric capacity
of such channels, which is defined as

! W)
(W)= - W 1 .
W)= 2, 2,5 Womloe T o

xeX ye)

Details of the encoding and decoding operations in Fig. 2
are as follows. The input to the system is a transmitted word
d=(d,...,dg) € IE‘§ The outer code is an arbitrary lin-
ear code with dimension K, block-length Kj,, and generator
matrix Goy € FX*Kin The outer encoder maps d into an
outer codeword v = (vi,...,Vk;,) € IE‘;(“‘ by computing
V= dGOut~

The inner code is a polar code with dimension Kj,, block-
length N = 2" (for some n > 1), a transform matrix Gy =
[ { (1) ]®" (the nth Kronecker power), and a frozen set F C [N]
with N — Kj, elements. The inner encoder maps the outer
codeword v to a polar codeword x = (x1,...,xn) € IF12V by
computing X = uGy, where the transform input u € FY is
prepared by setting ur = 0 (an all-zero word) and urc = v
(F¢ is the complement of F in [N]).

The codeword x is transmitted over the channel W and a
channel output y € YV is produced. The decoder receives y
and produces an estimate d € ]F§ of the transmitted mes-
sage d. The goal of the system is to have d = d with as high
a probability as possible. Since we are interested in the best
achievable performance with such systems, we will assume
that the decoder is an ML decoder.
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FIGURE 2. Serially concatenated polar code with a linear outer code.

B. PROBABILISTIC MODEL

Here, we specify a probabilistic model for the above system.
This involves introducing randomness into the inner and outer
code so as to make the analysis tractable.

For the outer code, we use the standard random code
ensemble for linear codes, as the one in [10, p. 206]. This
ensemble is characterized by a pair (Goy, C) where Gy is a
random generator matrix of size K x Kj, over F, and Cis a
random offset word of length Kj, over [F>. Specific samples
of (Gout, C) are denoted by (gout, €). The two parameters are
assumed independent, Pr(Goyt = gout, C = ¢) = Pr(Goye =
gout) Pr(C = ¢), and uniformly distributed over their respec-
tive ranges, Pr(Gouc = gour) = 2~ XKin and Pr(C = ¢) = 2 Kin
for any particular encoder setting (€out, €).

The offset vector C ensures that the outer code has the
pairwise-independence property, namely, the property that,
for any two distinct data words, d, d’ € IF§ ,d£d,

Pr(V(d) = v, V(d) = V) = 27 2Kin (1)

where V(d) = dGgy + C and V(d') = d'Ggy; + C are the
codewords corresponding to d and d'.

The analysis that follows will be valid for any ensemble
of outer codes satisfying the pairwise-independence prop-
erty. We will hide all other aspects of the outer code in
the following analysis and view the outer code as a list of
codewords Vi, Vo, ..., Vok.

We also simplify the representation of input data and
instead of data vectors d € FX use integers m € 2K
to represent messages carried by the system. The integer m
in turn is regarded as a realization of a message random
variable M, distributed uniformly over the message set [2K].
The message estimates at the output of the decoder will
be denoted by a random variable M and realizations of M
by 7.

The inner code has been specified above as a polar code
with a frozen part ur equal to 0. For the analysis, we use
randomization over the frozen part and set ur = a where
a is a sample of a random word A taking values uniformly
at random over ]FIZV_Ki". The inner encoding operation for a
particular outer codeword v and a frozen word a takes the
form x = uGy withur = aand uzec = v. Each realization a
of A defines a specific code in an ensemble of 2V ~Xin polar
codes.

With these randomizations, we now have a joint ensemble

(M, Vi, ...,Vox, A, X, Y, M)
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representing all parts of the system. The joint probability
mass function (PMF) is of the form

p(m,vi, ..., Vo, a,X,y, M)
= P(m)P(Vl PRI V2K)P(a)

Xp(X|a, Vm)p(Y|X)p(”h|Vlv ey V2K7 av y)

For notational simplicity, we omitted the names of the random
variables from the PMFs, writing p(m) instead of pys(m) and
p(y|x) instead of pyx(y|x), etc.

The structure of the joint PMF shows that the mes-
sage M, the outer code {Vi,...,Vyk}, and the frozen
word A are jointly independent. The joint model inher-
its the pairwise independence property of the outer code:
pvi,v) = p(vip(vp) = 27K for any ij e [2X],
i # j. The inner encoder is characterized by the condi-
tional PMF p(x|a, v), which equals 1 if x = uGy for
ur = aand urc = v, and equals O otherwise. The
channel PMF p(y|x) equals l—[fV:l W (yi|x;). The decoder PMF
P(m|vy, ..., Vok,a,y) equals 1 if the specific ML decoder
in the system produces 7 in response to channel output y,
and equals O otherwise. The presence of {vi,..., vy, a}
as part of the conditioning variables in the decoder PMF
signifies that the ML decoder operates with knowledge of
the encoder settings for the outer and inner codes. In the
following analysis, we will use the notation Pr(E) to denote
the probability of an arbitrary event E according to the joint
probability model above.

The probability of ML decoding error for a given setting
of the encoder parameters given by

Pe(Vi, ..., VoK, Q) éPr(M #M|vi, ..., vy, a)

= Z Zp(m,ﬁ’l|V],...,V2K,a).

m j#tm
The average probability of ML decoding error over the
ensemble of all encoder settings is given by

Z p(Vi, ..o Vor ) p@Pe(V1, ..., Vok, Q).

Vs VoK 2

P, &

This completes the problem formulation. In the rest of the
paper, our goal will be to derive upper-bounds on P, by using
random-coding methods.

C. THE MAIN RESULT

The main result of the paper is an upper bound on P, under
certain constraints on the target data rates for the inner and
outer codes in the concatenated coding scheme. We will
denote the target rates for the inner, outer, and the overall
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code by Rin, Rout, and R, respectively. For consistency we will
require that R = RjpRoy¢. Clearly, in a serially concatenated
coding scheme, we also have to have R, > R and Ryt > R.

For a given target rate R < I(W), there is a wide range of
possible choices for Ry and Rjj, satisfying R = RoyRin. Our
primary interest is in cases where Rj;, < I(W) and Ry =~ 1.
By having R;, < I(W), we wish to ensure that the inner code
can be decoded using a low-complexity decoder designed for
polar codes. By having Ry ~ 1, we desire to have a light-
weight outer code. The main result below will cover these
cases of interest.

Theorem 1: Consider serially concatenated coding with an
inner polar code on a binary-input memoryless channel W
with a strictly positive symmetric capacity, /(W) > 0. Let
(Rin, Rout, R) be the desired rates such that R = I(W) — vy,
Rn = I(W) — yip, and 0 < yin < y. Consider the
class of concatenated coding ensembles with parameter set
(K, Kin, N) such that K = |NR], Ki, = |[NRjn|, and N = 2"
for some n. The average probability of error for any such
ensemble satisfies P, < 2~NfR+oN)) \where f is a function
independent of N, f (R) > Oforall0 < R < I(W), and
o(N) is a quantity that depends on W but goes to zero as
N increases.

llIl. PROOF OF THEOREM 1

We split the proof into two parts. In Section III-A, a method
from [11] is used to upper bound the average probability
of error P,. In Section III-B, the bound of Section III-A is
reduced to a single-letter form and the proof is completed.

A. THRESHOLD DECODER BOUND

Consider a serially concatenated code ensemble whose
parameters (K, Kj,, N) satisfy the hypothesis of Theorem 1.
Let P, denote the ML probability of error for this ensemble.
We will upperbound P, by considering the performance of a
suboptimal threshold decoder that is easier to analyze. Given
the channel output y, the threshold decoder that we consider
here computes the metric

p(ylv;, a)
p(yla)

for each message j € [2X]. The computed metrics are then
compared against a threshold 7T'. If there is only one message
J such that i(y; vjla) > T is true, the decoder declares its
decision as m = j; in all other cases, a decoder error is
declared. In the rest of the discussion, the threshold will be
fixed as T = N(R + 6) where R is the target rate for the
overall coding scheme and 6 > 0 is an arbitrary constant.
Proceeding to the random-coding analysis of the threshold
decoder, we define &; 2 {i(Y; Vj|A) < N(R + 0)} for each
j € [2X]. Conditional on the transmitted message being m
(the event {M = m}), the threshold decoder makes an error
if & or Upy &y, occurs. Let P’, denote the probability of
error by the threshold decoder and let Fe‘m denote the condi-
tional probability of error by the threshold decoder given that

i(y; vjla) = log

4

message m is transmitted.

}_)e =< Fe = Zp(m)ﬁe,m

<> p(m)|:Pr(5m|M =m)+Pr( | ) £5,IM = m):|
m m' #m
< Z p(m)|:Pr(5m|M =m)+ Y PrELIM = m)i|
m' #m
=Pr(&IM =)+ QK — DHPr(EIM = 1) )

where (2) follows by observing that Pr(&,,|{M = m}) and
Pr(E¢,[{M = m}) do not depend on the particular choice of
m and m’ # m. We now bound each of these error terms.
For the first type of error, we have
Pr(&iIM =1) = Pr [i(Y; Vi|A) < NR+ 9)|M = 1]

= Pr[i(Y:X) — i(Y; A) < NR +0)]. ()

In writing (3), we have used the identities
i(Y; Vi|A) = i(Y; Vi, A) — i(Y; A)

i(Y;U) —i(Y; A)
=i(Y;X) —i(Y; A)

where U and X are related by the polar transform X = UGy
and U is composed of Ur = A and Urc = V. Since
X and M are independent, the conditioning on {M = 1} was
dropped in (3).

For the second type of error, we have

Pr(&5IM = 1) = Pr[i(Y; V2|A) > N(R+ 6)|M = 1]
= > p(vap(yla)l({i(y: v2la)> N(R+0)})

v2.a,y
p(ylva, a)
< ) pvap(ylay—=——2 NE+O)
) pyla)
— 2—N(R+9). (4)

where 1(-) is the indicator function of the enclosed event.
Combining (3) and (4) and noting that 2K — 1 < 2K < 2Nk
the bound (2) yields

P, < Prli(Y;X) —i(Y; A) < NR+0)] +27V. (5

This bound is a generalization of a similar bound
in [11, Th. 1]; the two bounds become identical when A is a
null vector (the frozen set F is empty). Note that the bound (5)
does not have a single-letter form and it is not clear yet if the
bound decreases exponentially as N is increased. To resolve
this question, we proceed to derive a single-letter form of the
bound.

B. SINGLE-LETTER FORM OF THE BOUND

In this part, we use the assumption that the channel is memo-
ryless and simplify the bound (5) to a single-letter expression.
The task is to prove that the event

AL [(Y; X) = i(Y; A) < NR +0))
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has a probability that decreases to zero exponentially in N.
To that end, let

B 2 (i(Y: A) = N3},
with
Al
(Szﬁl(Y;A)+k, A > 0. 6)
(Note that I(Y; A) = E[i(Y; A)].) We now write

Pr(A) = Pr [.A N B) +Pr(AN BC]
<Pr(B)+Pr[i(Y;X) < NR+60+8)] (7

We will show that each term on the right hand side of (7)
decreases to zero exponentially in N.

For the first term, we use McDiarmid’s inequality to show
that

Pr(B) < ¢~ 2N /e 8)

where « is a constant that depends on the channel W but is
independent of N. Details are given in Appendix.

The second term Pr [i(Y; X) < NR+6 + 8)] is read-
ily upper-bounded by noting that i(Y; X) for a memoryless
channel is the sum of i.i.d. random variables: i(Y; X) =
Zszl i(Y}; X;). Using the Chernoff bound (see [11] or [10,
Eq. 5.4.12]), we obtain

Prli(Y: X) < N(R+0 + 8)] < 2VNAO=EHHII (g

which is valid for s < 0. Here, fi(s) is the semi-logarithmic
moment generating function for the random variable i(Y}; X;),

A(s) = log Y plxj, y)2 i)
Xj»j

= log Y p)p(yjlx)' T pGi) .

Xjs i

(Clearly, the value of [i(s) does not depend on the index
J € [N] since the channel is memoryless. The function ji(s)
defined here is related to the function p(s) in [11] by i(s) =
u(s)log 2. We use j1(s) here since we have chosen bits instead
of nats as the unit of information.)

Optimizing the bound (9) over s, we obtain

Prli(Y;X) < NR+6 +8)] < 27 V& (10)
where
E(R) 2 —inf [ji(s) — sR'].
s<0
Shannon [11] shows that E(R) > 0 provided I(W) > 0 and
R’ < I(W). Combining and (7), (8), and (10), we have

P, < 2—NO | »—NER+0+5) +e—2N)\2/a' (11)

Until now, the analysis did not make use of the assumption
that the inner code is a polar code. Now, we use this assump-
tion. Since A = Uz, we may write I1(Y; A) = I(Y; Ux).
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By the channel polarization theorem of [1] or [12], we can
choose the frozen set F so that

1
ﬁI(Y; Ur) =I(W) — Rin + o(N) = ¥in + o(N).
Thus,
1 1
8= ]VI(Y; A)+ 1= NI(Y; Ur)+ A = yin + o(N).

Substituting this in (11), we obtain

P, < 27N0 4 o~ NER+O+a+yn+oN)) 4 (=2N32/e (1)

Optimizing (11) over 6 and X appears infeasible and unnec-
essary in view of the ad hoc nature of the bound. Instead,
we set @ = A = (¥ — ¥n)/4. Then, the bound (12)
becomes

— N —¥in) in N@y— m)z
P, <277 4 NEIRE b0 | (=S (13

Since y — yin > 0, the first and third terms on the right side
of (13) go to zero exponentially in N. Since R + % =
I(W)—(y —vin)/2 < I(W), the second term on the right side
of (13) also goes to zero exponentially in N. The function f
in the statement of Theorem 1 may be taken as

N(y—¥in)

fid 2 log 27

~ 4y N(y—y )2
y p—NE(R+ ) | N I}

) b
This completes the proof.

IV. CONCLUDING REMARKS

We conclude the paper with some complementary remarks.
Theorem 1 showed that the probability of error for serially
concatenated coding with an inner polar code goes to zero
exponentially in N provided that the target rate R is less
than the symmetric capacity I(W). This result was proved
under the additional constraint R;, < I(W) on the rate of
the inner polar code. The constraint R, < I(W) was placed
to leave open the possibility that a low-complexity decoder
can be used to decode the inner polar code, in anticipation
that the ML performance guaranteed by Theorem 1 can per-
haps be approximated in practice. Overall, Theorem 1 and
its proof provide some insight into why CA-SCL achieves
vastly superior performance compared to a stand-alone polar
code.

The proof of Theorem 1 relied heavily on techniques
from [11], which gives a bound to ML performance for stand-
alone codes without any concatenation (equivalent to having
Rin = 1 or equivalently F = @ in our framework). It is
of interest to compare the bounds here with those in [11].
For this, let I_Je,@ denote P, for the special case F = 0.
Shannon [11] shows that

Poy < 27N 4 oNIRO=s®REM - 0, (14)

The comparable bound for the concatenated coding scheme
is

Fe < 2—N0 +2N[[L(S)—S(R+9+5)] _I_e—ZNAz/a’ 5 < 0, (15)
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which is obtained by combining (5), (8), and (9). Comparing
these bounds, the cost of concatenation becomes visible.
The bound is worsened by the inclusion of an extra term
¢~2N**/@ and the inflation of the effective code rate from R
toR+ 4.

Finally, a case of interest is when R + 6 + § is near I(W).
In that case (see [11]),

(I(W) = R+ 6 +8))°
2p(0)

where 1 (0) is the variance of channel mutual information
random variable i(Xj; ;). Thus, the second term on the right
side of (15) has an exponent that is quadratic in (I(W) —
R — 0 — §). The quadratic form of the exponent at rates
near capacity replicates the behavior of optimal ensembles
(see [10, Prob. 5.23, p. 539]); however, the term § appears
again as a penalty term that reduces the effective gap-to-
capacity and worsens the exponent.

In summary, the price of having a structured inner code
that can be decoded at low complexity is captured by the
parameter § = yi, + A = yip. The larger yj, is, the more
structure there is in the concatenated coding scheme, and the
worse the error exponent becomes. Still, the remarkable fact
that should stand out at the end of this study is that polar
codes, when concatenated with an outer code of rate Ryt ~ 1,
can achieve rates R < I(W) with a probability of error that
goes to zero exponentially in the block-length N.

(16)

in(f)[u(s) —sS(R+60+68§]=—

APPENDIX

PROOF OF (8)

We will use McDiarmid’s inequality, also known as the
method of bounded differences (see [13, p. 20]).

First, we note that the frozen word A can be obtained from
the transmitted codeword X simply by computing the inverse
transform U = XGX,1 and looking at the frozen part U z. The
computation of A from X is in fact a linear operation of the
form A = XH where H = G;,l
consisting of columns with indices in F. Thus, i(Y; A) is a
function of the input-output pair (X, Y) of the channel W;
specifically, i(Y; A) = g(X;Y) with g(X;Y) = i(Y; XH).
Furthermore, the argument (X, Y) of the function g consists
of i.i.d. pairs of random variables (X, Y), j € [N].

Next, we show that g is Lipschitz in the following sense.
Let (x,y) and (X, §) be two pairs from XV x YV such that
(i) (xi, i) # (%;,y;) for some i but (xj,y;) = (%;, ;) for all
Jj # i, with i,j € [N], and (ii) p(x,y) > 0 and p(X,y) > O.
The function g is Lipschitz in the sense that

is the submatrix of G;,l

lex,y) — g%, %)| < A, (17)

for some constant A; that depends only on the distribution

pxi, yi).
We now show that (17) holds. Instead of (17), it is more
convenient to consider the equivalent expression

=A< 28Y)—gXY) L A

and note that
Sy s _ P P§)
p(yla) p(y)
where a = xH and a = XH are the frozen words correspond-
ing to x and X, respectively. Let C = {X € ]F12V : xXH = 0}
where 0 is the all-zero vector. We can now write the first factor
on the right hand side of (18) as

(18)

POYI®) _ Ysee P(x+Xla) p(y[x +%)
pla) D cce PX+X|2)p(YIX 4 X)
Term by term, we have the bound
px+Xla)p(ylx+X)  plxi +x;) p(yilxi + ;)
pX+Xa)pyIx+X)  pQ&;+X)pQilxi + X))

_ Wilxi +xi)
W (yilxi +X;)
Thus,
Whnin < ’p(g"a) < Winax (19)
Wnax p(¥)la) Whnin

where Wiax (Wmin) is the largest (smallest) non-zero chan-
nel transition probability. (Here, we have used the fact that
any two sequences {ai, ..., ay} and {by, ..., by} of positive
numbers, minf{a; /b1, ..., am/bn} < Qs a)/Qim, bi) <
max{ai /by, ..., an/bn}.)

Likewise,

py) _ pOi) _ pOil0) + pGilD
p®  pGD  pGil0)+pGilD’

and

Wmin ‘ @ < Wmax ( o) 0)

S === .
Winax p(y) Whiin
Combining (19) and (20), Lipschitz condition (17) follows
with A; = 210g(Wmax/Wmin)-

Now, McDiarmid’s inequality [13, p. 20] states that

Pr(B) = Pr(i(Y; A) = N(I(Y; A) + 1))

2(N1)? 2N A2
< exp _W =exp(— o >

i=1"=

where @ = (210g(Wnax/ Wmin))z. This completes the proof
of (8).
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