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Code Design for Discrete Memoryless
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Abstract— We study the design of explicit and implementable
codes for the two-user discrete memoryless interference chan-
nels (DMICs). We consider Han–Kobayashi (HK) type encoding
where both public and private messages are used and propose
coding techniques utilizing a serial concatenation of a non-
linear trellis code (NLTC) with an outer low-density parity-
check (LDPC) code. Since exact analytical treatment of the
BCJR decoder for the inner trellis-based code appears infeasible,
we analytically investigate the iterative decoding process in the
asymptotic regime where the probability of decoding error tends
to zero. Based on this approximate analysis, we derive a stability
condition for this type of a concatenated coding scheme for the
first time in the literature. Furthermore, we use an extrinsic infor-
mation transfer analysis to design the outer LDPC code while
fixing the inner NLTC, and utilize the derived stability condition
to accelerate the design process and to avoid code ensembles that
potentially produce high error floors. Via numerical examples,
we demonstrate that our designed codes achieve rate pairs close
the optimal boundary of the HK subregion, which cannot be
obtained without the use of nonlinear codes. Also, we verify that
the estimated thresholds of the designed codes via finite block
length simulations and show that our designs significantly out-
perform the point-to-point optimal codes, hence demonstrating
the need for designs specifically tailored for DMICs.

Index Terms— Discrete memoryless interference channels, non-
linear trellis codes, low-density parity-check codes, concatenated
codes, stability condition.

I. INTRODUCTION

AN interference channel (IC) is a communication medium
shared by several sender-receiver pairs. Transmission of
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information from each sender to its corresponding receiver
interferes with the communication between the other sender
and receiver pairs. Most of the existing studies on ICs
focus on information theoretic problems while only a few
works have been reported on designing practical and imple-
mentable codes. For instance, [2]–[4] consider code design
for Gaussian interference channels (GICs) where low-density
parity-check (LDPC) codes for the two user GICs for very
large block lengths are considered, and it is shown that rate
pairs close to the capacity or achievable rate region (ARR)
boundaries are attainable. In another study, lattice codes along
with underlying spatially coupled LDPC codes are shown to
provide excellent performance for the three user symmetric
GIC [5]. [6] considers a symmetric two-user GIC, and by
employing LDPC codes and a different decoding approach
for each interference region, obtains sum-rates close to the
Han-Kobayashi (HK) limit. A coding scheme based on con-
catenation of a Kite code with a convolutional code is recently
proposed in [7], and rate pairs close to the theoretical achiev-
able rates have been obtained. It has also been shown that a
decoding gain can be achieved by considering the structure
of the interference. In this paper, our objective is to consider
the case of generic discrete memoryless interference channels
(DMICs), and design explicit and implementable codes for
different scenarios as a complementary work to [2]–[7], which
focus on the case of GICs. We note that beside its theoretical
importance, the DMIC model has potential applications in
optical communications with uncoordinated multi-user access
[8] as well as in power efficient multi-user communication
systems with low-bit analog-to-digital converters (ADCs) [9].

Determination of the DMIC capacity is still an open prob-
lem except for some special cases, e.g., strong ICs [10], [11],
classes of degraded ICs [12], [13], and classes of deterministic
and semideterministic ICs [14], [15]. Han and Kobayashi
in [16] established an inner bound on the capacity region,
which is still the best known ARR. In this scheme, each
user splits its data into private and public messages, which
are decoded at the intended receivers and both receivers,
respectively. More recently, [17] derives the sum rate capacity
of a DMIC with one-sided weak interference, and shows that in
order to achieve this sum rate both users should transmit their
information as private messages only, i.e., the receivers should
decode their desired messages while treating the interference
as noise.

Recent studies have investigated optimal transmission strate-
gies for some instances of discrete memoryless multi-user
channels. Xie et al. [18] present an optimal transmission
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strategy for the broadcast Z channel with independent encod-
ing and successive decoding. They employ nonlinear turbo
codes with a desired distribution of ones and zeros in their
codebook to operate close to the optimal rate region boundary.
A capacity-achieving encoding scheme is designed for a
general degraded binary broadcast channel (DBBC) in [19].
The designed scheme uses simple logical operators (i.e., XOR,
OR and AND) at the output of independent binary encoders
to achieve the capacity boundary. In [20], a relatively simple
encoding scheme, which is called natural encoding, is shown
to achieve the capacity of several classes of discrete memory-
less degraded broadcast channels. Design of nonlinear trellis
codes (NLTCs) for binary-input binary-output multiple access
channels (MACs) has been investigated in [8] where a non-
uniform distribution of ones and zeros is required. A polar
coding scheme for the two user DMIC is introduced in [21]
achieving the HK inner bound, which can be generalized
to interference networks. [22] proposes a simplified design
of polar codes to achieve the HK rate region for the two-
user DMIC, which does not require mapping functions from
auxiliary random variables to channel inputs. While these
studies on the use of polar codes over DMICs show the
asymptotic achievability of the HK inner bound, they do not
provide explicit and implementable codes, which motivates our
approach.

In this paper, we consider practical code design for different
instances of DMICs. We employ an HK type encoding by
considering private and public messages for both users. As a
practical coding scheme, we propose a serial concatenation of
a trellis based code (which can be an NLTC or a convolutional
code depending on the required distribution for each message)
with an outer LDPC code. In order to design the inner trellis
based code we adopt an algorithm proposed in [23], which
is based on maximizing the minimum distance of the code.
Motivated by their excellent performance over various chan-
nels, we use irregular LDPC codes as the outer codes in the
concatenated coding scheme. At the receiver side, we utilize
an iterative decoder implementing Bahl, Cocke, Jelinek and
Raviv (BCJR) algorithm over the extended trellis of the inner
codes, and a component belief propagation decoder for each of
the outer LDPC codes. Furthermore, we optimize the degree
distribution of the outer LDPC codes via an instance of
differential evolution [24], namely, the random perturbation
technique armed with the extrinsic information transfer (EXIT)
analysis. In some special cases, we also consider a simpler
version of the proposed coding scheme by utilizing only
private messages, or one user’s message as public while the
other is private.

Another main contribution of the paper is the development
of a general stability condition for the concatenated cod-
ing scheme (over both symmetric and asymmetric channels),
which is applicable more broadly than the present set-up.
We utilize the derived stability condition to accelerate the
LDPC code design process, and to avoid code ensembles
that potentially produce high error floors. Through several
examples, we explicitly show that our designed codes oper-
ate at rates close to the optimal rate region boundaries,
and they significantly outperform the single user codes with

Fig. 1. Block diagram of the two-user interference channel.

time sharing. Additionally, we demonstrate that by utilizing
the concatenated coding scheme with the inner NLTC, one
can achieve rate pairs that cannot be obtained by linear codes
alone.

The rest of the paper is organized as follows. In Section II,
we describe the system model for a two-user DMIC.
We explain the proposed coding scheme and elaborate on the
code design process in Section III. We provide an asymptotic
analysis of the concatenated coding scheme over both symmet-
ric and asymmetric channels, and derive the stability condition
for the convergence of the iterative decoder in Section IV.
Section V includes three different sets of DMIC examples
with several newly designed codes for each case. Concluding
remarks are provided in Section VI.

II. SYSTEM MODEL

A two sender-receiver pair communication system is
depicted in Fig. 1 where each sender wishes to send a message
to its corresponding receiver over a shared interference chan-
nel. The discrete IC is specified by its finite input alphabets
X1 and X2, finite output alphabets Y1 and Y2, and the channel
transition probabilities

p(y1|x1x2) =
∑

y2∈Y2

p(y1y2|x1x2), (1)

p(y2|x1x2) =
∑

y1∈Y1

p(y1y2|x1x2). (2)

We also assume that the IC is memoryless, i.e.,

p(yn
1 yn

2 |xn
1xn

2 ) =
n∏

i=1

p(y1iy2i|x1ix2i) (3)

where the subscript i denotes the time instant. The HK ARR
for this channel can be found in [16] and [25, p 143].

III. PROPOSED CODING SCHEME

A. Encoding and Decoding
We consider practical code design for different instances

of DMICs restricted to the case of binary inputs and binary
outputs. We employ an HK type encoding, which transmits
private and public messages for each user. Three messages
(both intended messages and the public message of the other
user) at each receiver are decoded. Since communication
takes place over an IC, there is a tradeoff between the rates
at which both users can reliably communicate. As a result,
one may use different input distributions and obtain different
optimal rate pairs on the boundary of the ARR. In order to
operate at one of these points, a specific input distribution
is required for each message, which is usually nonuniform.
On the other hand, linear codes (e.g., LDPC codes) induce a
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Fig. 2. Block diagram of the proposed coding scheme. Wi and Ui stand for private and public messages for user i, respectively.

uniform distribution of 0’s and 1’s, hence new approaches are
needed for implementing channel coding solutions over ICs.

In order to obtain a good error correction performance
and to generate the required nonuniform input distributions,
we propose employing concatenation of an outer LDPC code
with an inner nonlinear trellis code as a practical and imple-
mentable solution. Fig. 2 depicts the block diagram of the
proposed coding scheme for a two-user IC. The transmitter
side consists of concatenation of an outer LDPC code and
an inner trellis based code for either one of the public and
private messages of each user, which are then connected to
the channel after superposition. The objective of the inner
trellis based code is to introduce the required distribution
at the channel input while also providing further protection
against channel noise. For the cases where the optimal input
distribution is uniform, we can remove the trellis based code,
and employ only an LDPC code. At the receiver sides, BCJR
algorithm based decoders operating over the product trellises
of the NLTCs are adopted to compute the log-likelihood-
ratios (LLRs) of the encoded bits, which are then iteratively
exchanged with the respective LDPC decoders to improve the
decoding performance.

While the general HK type encoding can be implemented
using the proposed scheme, it is not necessary for certain
special cases, and one may use simpler versions, e.g., by uti-
lizing only private messages, or only public messages. We note
that for the case of using only private messages and treating
interference as noise at both decoders, the problem becomes
similar to transmitting over a point-to-point asymmetric chan-
nel. This set-up has been studied in several papers, e.g., in [26]
where three different approaches to achieve the capacity of
asymmetric channels are introduced. We emphasize, however,
that this work does not provide any explicit code design.
We also note that the proposed scheme in this paper is more
general as it provides a practical HK type coding solution for
DMICs.

B. Inner NLTC Design
An NLTC design algorithm is developed in [23] with the

goal of maximizing the minimum distance of the code while
keeping a desired ones’ density. Specifically, a finite-state shift

register is used to specify the state of the encoder and by
shifting the input data into and along the shift register (from
the left), the next state of the encoder and the corresponding
transitions are determined. We do not go over the details
of this design algorithm here, and refer the reader to [23].
The result of the design algorithm is a lookup table, which
determines the assignment of the labels to the branches of
the trellis. As we will discuss later in Section IV, having
a larger minimum distance helps with the stability of the
iterative decoding process and provides a lower error floor for
the concatenated coding scheme. Therefore, we utilize this
approach to design the inner NLTC needed in our scheme
as well.

C. Outer LDPC Code Design
Due to the use of an inner code and the presence of interfer-

ence, off-the-shelf LDPC codes that are optimized for point-to-
point (P2P) communications may not be optimal in our set-up.
That is, we need to design new LDPC codes for each specific
scenario. After we fix the inner NLTC (as in the previous
subsection), we optimize the degree distribution of the LDPC
code ensemble. We can utilize different techniques such as
density evolution (DE) or EXIT charts for analyzing the
iterative decoder performance, and optimization approaches
such as linear programming or random perturbation for code
design.

DE introduced in [27] is a method to track the probability
density functions (PDFs) of the exchanged LLRs in the
belief propagation decoder analytically. However, an analytical
treatment of the BCJR decoder is not feasible [28], and hence,
it is not a reasonable choice for analyzing the behavior of
the iterative decoding process for the proposed concatenated
coding scheme. EXIT analysis is a method developed to track
the evolution of the mutual information between the trans-
mitted bits and the corresponding LLRs [28], which requires
a significantly lower computational complexity. In this paper,
we utilize an EXIT analysis without making any assumptions
on the Gaussianity of the PDFs of the exchanged LLRs within
the decoder. The only assumption is the symmetry of the
PDFs of the exchanged LLR values among the component
decoders defined as the condition f(x) = exf(−x) for x ∈ R.
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As we will discuss in detail in Section IV, the LLR symmetry
property is satisfied for the exchanged messages in the iterative
decoding of the proposed class of concatenated codes, hence
our approach is valid. However, the channel output symmetry,
which enables us to consider transmission of the all-zero
codeword is not valid for multi-user scenarios; and, in order to
overcome this problem, we utilize independent and identically
distributed (i.i.d.) channel adaptors with common randomness
at the transmitter and receiver sides for each message [29].
We note that the i.i.d. channel adaptors are utilized for the
sake of analysis only and they are neither needed nor utilized
for the actual communication system. Then, we follow the
approach taken in [30] and compute the extrinsic mutual infor-
mation as

I(L; X) ≈ 1 − 1
N

N∑

n=1

log2(1 + e−Ln) (4)

with Ln denoting the LLR corresponding to the nth coded bit
of the all-zero codeword.

Inspired by the results of [31], in order to get lower decod-
ing thresholds, we select an initial degree distribution with
multiple degrees at both variable and check node sides with a
rate lower than the final goal such that it satisfies the stability
condition. Using Monte Carlo simulations for sufficiently long
block lengths (taken as 106 in this paper), and running the
iterative decoding algorithm, we check the admissibility of
the initial degree. More precisely, we track the evolution of
the mutual information at the output of the variable node
decoder (VND) and the check node decoder (CND), and
stop and call the degree distribution admissible if the mutual
information at the output of the check nodes evolves to 0.99,
which corresponds to converging to a bit error probability of
around 10−5 [4], [28]. We notice that while the experiments
with lower thresholds for mutual information may result in
divergence, simulations with higher values may extend the
runtime unnecessarily. Also if the stability condition is satis-
fied for a certain degree distribution ensemble, the convergence
to zero error probability after decoding to a very small
probability of error is verified. We also note that in case the
selected degree is not admissible, we choose another degree
distribution (satisfying the stability condition) until we obtain
an admissible initial degree.

We employ a specific implementation of differential evolu-
tion [24] for designing the outer LDPC code. Having obtained
the admissible initial degree distributions, we use perturbing
vectors to generate a new instance with the goal of maximizing
the rate of the code. Both variable node and check node degree
distributions are perturbed as λ̂i = λi + e1i, ρ̂j = ρj + e2j

where e1i and e2j denote the ith and the jth elements of the
perturbing vectors. For the degree distribution to be valid the
following equations should be satisfied

∑dv

i=2
λi + e1i = 1, 0 ≤ λi + e1i ≤ 1, 2 ≤ i ≤ dv,

(5)
∑dc

j=2
ρj + e2j = 1, 0 ≤ ρj + e2j ≤ 1, 2 ≤ j ≤ dc.

(6)

At each iteration of the perturbation, we increase the current
rate (r) by ΔR, which enforces

1 −
∑dc

j=2
ρj+e2j

j∑dv

i=2
λi+e1i

i

= r + ΔR. (7)

We draw all the elements of the perturbing vectors except
three from a normal distribution N (0, σ2) where σ is a design
parameter [4]. The remaining three elements are obtained via
(5)-(7). The perturbed degree distribution replaces the current
one if it is admissible, otherwise it is dismissed and a new
perturbation is performed. The procedure is terminated if
no rate improvement is obtained after a certain number of
iterations.

IV. ASYMPTOTIC ANALYSIS OF THE ITERATIVE DECODER

In this section, we derive a stability condition for the
iterative decoder, which specifies its convergence behavior
when the probability of the decoding error is very small,
namely, it shows whether the probability of error will con-
verge to zero or not. Another important consequence of the
stability condition is that the implied upper bound on the
threshold, in some cases, is tight. Stability condition has been
derived for different cases previously, e.g., LDPC codes in
P2P scenarios, Gaussian broadcast channels, GICs as well as
parallel and serially concatenated turbo codes in [4], [27], [32],
and [33], respectively. On the other hand, it is not available for
concatenation of LDPC codes with inner trellis-based codes
(even in the single user case), which motivates us to derive
it for the concatenated coding scheme in a general form, and
utilize it in the design of the outer LDPC codes for the specific
scenario.

We first go over some definitions and state several propo-
sitions that will help in our presentation later in this section.
In the following definitions, the term “mapper” refers to a
memoryless one-to-one mapper.

Definition 1: The distance spectrum of a codeword is the
set of all Hamming distances from that specific codeword to
all the other codewords.

Definition 2: A code is called symmetric if the distance
spectrum of all of its codewords are the same.
All binary linear codes, specifically, convolutional codes are
instances of such symmetric codes.

Definition 3: A one-to-one mapper for which the input
labels are the set of all binary sequences of length mi and
the Hamming distance between each pair of the output labels
are the same is called pairwise symmetric.

An example of a pairwise symmetric mapper is
{00, 11, 01, 10}→ {100, 010, 001, 111}.

Proposition 1: Combination of a convolutional code with a
pairwise symmetric mapper is a symmetric code.

The proof is straightforward and follows from the
Definitions 2 and 3.

Definition 4: Directional Hamming distance dD(c1, c2) =
(d01, d10) is a pair of distance values for which d01 (d10) is
the number of positions at which c1 has a 0 (or 1) and c2 has
a 1 (or 0), respectively.

Note that dD(c1, c2) is not necessarily equal to dD(c2, c1).
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Definition 5: A one-to-one mapper for which the input
labels are the set of all binary sequences of length mi and the
directional Hamming distance between each pair of the output
labels are the same is called pairwise directional symmetric.

An example of a pairwise directionally symmetric mapper
is {00, 11, 01, 10}→ {1000, 0100, 0010, 0001}.

Definition 6: A code for which the directional distance
spectra of all of the codewords are the same is called direc-
tionally symmetric.

One may note that the directional symmetry of a code is a
stronger property than symmetry.

Proposition 2: Combination of a convolutional code with
a pairwise directionally symmetric mapper is a directionally
symmetric code.

The proof is straightforward and follows from the
Definitions 4, 5 and 6.

A. LLR Symmetry Property
It is shown in [27] that for an output-symmetric channel,1

the PDFs of the LLRs passed between variable and check node
decoders of an LDPC code are symmetric, which simplifies the
analysis. On the other hand, an exact analytical investigation
of the BCJR decoder regarding the densities of the extrinsic
LLRs seems infeasible. For the case of parallel concatenated
convolutional codes, the symmetry property for the exchanged
extrinsic LLRs between the component decoders is stated as
an observation in [28]. Similarly, our extensive large block
length simulations show that the symmetry property holds for
the proposed concatenated scheme as well (at least approxi-
mately), i.e.,

�fe(m)� =
fe,0(m) + fe,1(−m)

2
(8)

is symmetric, where fe,0 and fe,1 denote the codeword
averaged LLR densities corresponding to transmitting input
bit 0 and 1, respectively.

For the cases of symmetric trellis codes over a symmetric
channel or directionally symmetric codes over an asymmetric
channel, it is sufficient to use the codeword corresponding
to the all-zero message to obtain the average LLR den-
sity �fe(m)�, which is equal to fe,0. For all other cases, one
can take an average over a large block length typical codeword
with a uniform 0 and 1 distribution to estimate �fe(m)�.

Considering that the density evolution equations at the
variable and check nodes of the LDPC code preserve the
symmetry property [27], the LLR densities at the output of
each component decoder will be symmetric as well.

B. Asymptotic Density Evolution for Trellis-Based Codes
An approximate asymptotic density evolution analysis for

recursive systematic convolutional codes has been performed
in [33]. Inspired by this approach, we analyze the asymptotic
behavior of the BCJR decoder for other classes of trellis-based
codes on a general asymmetric channel. We consider the case
of a non-recursive non-systematic convolutional code plus a

1By an output symmetric channel we mean that p(y|x = 1) = p(−y|x =
−1) where p(y|x = i) is the conditional probability of the channel output y
given that channel input x = i, i ∈ {0, 1}.

Fig. 3. Iterative decoder for concatenated code.

one-to-one memoryless mapper as the trellis-based code in this
analysis. We focus on the case of an asymmetric channel since
such channels are observed in multi-user communications,
specifically for ICs. We will specialize this analysis to the
case of a symmetric channel later in the section.

We consider the general case where each user transmits
two messages, one public and one private (x and u are
the first user’s, and v and w are the second user’s public
and private codewords, respectively), and at the receiver side
each user decodes three messages. We assume transmission
of the randomly selected codewords x∗, u∗, v∗ and w∗ (with
uniform distribution over their codebooks) and without loss
of generality, we study the iterative decoding process for the
message c(x∗). A BCJR decoder performs decoding over the
product trellis of three codes and exchanges soft information
with their respective LDPC decoders in an iterative manner.
The output of the product trellis q is a function of the three
corresponding codes, i.e., qi = f1(xi, ui, vi) and the received
channel output is yi = f2(qi, wi, zi) where zi is the realization
of the noise random variable at time instant i.

We denote the PDF of the channel LLRs, a priori LLRs
from the VND to the BCJR decoder, extrinsic LLRs at the
output of the BCJR decoder and the LLRs from VND to
CND (at the lth iteration) as fr, fa, fe and Pl, respectively,
in which for the first three, the subscript l is dropped, as shown
in Fig. 3. We consider the regime where the bit error prob-
ability P(fa) → 0. Assuming that the all zero sequence is
transmitted,2 and 0 bit is mapped to +1 and 1 bit is mapped
to −1, we have

P(f) =

0∫

−∞
f(x)dx. (9)

The modified LLR at the output of the BCJR decoder
corresponding to the kth message bit ck(x∗) is defined as
L∗

k = (−1)ck(x∗)Lk, which is given by

L∗
k = log

P (ck(x) = ck(x∗)|y)
P (ck(x) = 1 − ck(x∗)|y)

= log

∑
x,ck(x)=ck(x∗)

P (x|y)

∑
x,ck(x)=1−ck(x∗)

P (x|y)
. (10)

Note that L∗
k is the LLR value if the corresponding bit is 0,

and it is the negative of the LLR value if the corresponding bit
is 1. With the assumption that P(fa) → 0, i.e., high quality
a priori information, the summations can be approximated by

2This assumption is valid for the LDPC code by utilizing an i.i.d. random
channel adaptor between the outer and the inner code.
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maximum operations, namely,

L∗
k � max

x,ck(x)=ck(x∗)
logP (x|y) − max

x,ck(x)=1−ck(x∗)
log P (x|y).

(11)

The first term in this expression (asymptotically) delivers
the correct codeword x∗ as P(fa) → 0, hence we can write

L∗
k � log P (x∗|y) − max

x,ck(x)=1−ck(x∗)
log P (x|y)

= min
x,ck(x)=1−ck(x∗)

log
P (x∗|y)
P (x|y)

. (12)

The argument of the log function in the last equation can
be rewritten as

P (x∗|y)
P (x|y)

=

∑
u,v

P (y|x∗,u,v)P (x∗)P (u)P (v)
∑
u,v

P (y|x,u,v)P (x)P (u)P (v)

=
P (y|x∗,u∗,v∗)P (x∗)
P (y|x,u∗,v∗)P (x)

, (13)

where the last equality is obtained by assuming that the other
two codewords (u∗,v∗) are decoded completely.

Substituting (13) into (12) we obtain

L∗
k � min

x,ck(x)=1−ck(x∗)

{
log

( ∏

i

P (yi|x∗
i , u

∗
i , v

∗
i )

P (yi|xi, u∗
i , v

∗
i )

×
∏

j

P (cj(x∗))
P (cj(x))

)}
(14)

where we use the memoryless channel assumption, and also
assume that a priori probabilities of the message bits are
independent of each other, i.e., P (x∗) =

∏
j

P (cj(x∗)).

Note that the minimization in the last expression is over all
the paths in the product trellis corresponding to the codewords
x|ck(x)=1−ck(x∗),u∗ and v∗. Let these paths be denoted by
Rk,x∗,u∗,v∗

. Hence, we can rewrite the last equation as

L∗
k(x) � min

r∈Rk,x∗,u∗,v∗

{
∑

i:qi �=q∗
i =0

L∗
c,i(0) +

∑

i:qi �=q∗
i =1

L∗
c,i(1)

+
∑

j:cj(x) �=cj(x∗)=x

L∗
a,j(x)

+
∑

j:cj(x) �=cj(x∗)=1−x

L∗
a,j(1 − x)

}
(15)

∀x ∈ {0, 1} where L∗
c,i and L∗

a,j denote the modified channel
LLRs and a priori LLRs of the message bits, respectively.

The modified extrinsic LLR L∗
e,k corresponding to the kth

information bit is given by L∗
e,k(x) = L∗

k(x)−L∗
a,k(x), hence

L∗
e,k(x) � min

r∈Rk,x∗,u∗,v∗

{
∑

i:qi �=q∗
i =0

L∗
c,i(0) +

∑

i:qi �=q∗
i =1

L∗
c,i(1)

+
∑

j:cj(x) �=cj(x
∗)=x

j �=k

L∗
a,j(x)

+
∑

j:cj(x) �=cj(x∗)=1−x

L∗
a,j(1 − x)

}
. (16)

For each rn ∈ Rk,x∗,u∗,v∗
, we have the input directional

distance dD(c(x∗), c(x)) = (w0, w1)n and output direc-
tional distance dD(q∗,q) = (h0, h1)n. Hence the asymptotic
PDF of the L∗

e,k(x) can be obtained using the union bound
as

f∗
e,x =

∑

n,(w0,w1,h0,h1)n

Dnf
∗⊗(h0)n

r,0 ⊗ f
∗⊗(h1)n

r,1

⊗ f∗⊗((wx)n−1)
a,x ⊗ f

∗⊗(w1−x)n

a,1−x (17)

where Dn is the number of error paths in Rk,x∗,u∗,v∗
with

input directional distance (w0, w1)n and output directional
distance (h0, h1)n. The above expression refers to the PDF
of L∗

e,k(x) corresponding to the bit x for arbitrary but fixed
selection of codewords x∗,u∗ and v∗.

The set of error paths Rk,x∗,u∗,v∗
in (16) may be different

for distinct selection of the codewords. Therefore, we may
obtain different PDFs, f∗

e,x, by considering different code-
words being transmitted. Here, as an approximation, we note
that using a large block length typical codeword (with a
uniform distribution of 0’s and 1’s at the input), the resulting
PDF f∗

e,x can be treated as the average of the PDFs over
all the codewords. Applying this averaging over all possible
selections of x,u and v, the updated expression for the PDF
of the modified extrinsic LLRs becomes

f∗
e,x =

∑

n,(w0,w1,h0,h1)n

pnDnf
∗⊗(h0)n

r,0 ⊗ f
∗⊗(h1)n

r,1

⊗ f∗⊗((wx)n−1)
a,x ⊗ f

∗⊗(w1−x)n

a,1−x (18)

where pn is the probability of observing an error path with
set of distances (w0, w1, h0, h1)n.

Assuming transmission of the all-zero codeword for the
LDPC code and introducing i.i.d. (random) channel adaptors
between the LDPC and trellis-based codes (both at the encoder
and decoder sides), the PDF of the modified LLRs at the
output of the BCJR decoder becomes the average of f∗

e,x

for x = 0, 1, i.e., �fe� = f∗
e,0+f∗

e,1
2 . As a result, the LDPC

decoder observes symmetric inputs and the extrinsic LLRs
from the LDPC decoder to the BCJR decoder will have the
same PDF for x = 0, 1, i.e., fa = f∗

a,0 = f∗
a,1. Performing

extensive numerical simulations, we have observed that if the
corresponding convolutional codes of the trellis-based codes
are nonsystematic (which is the case in this paper), then the
density of L∗

e,k(x) (averaged over a large block length typical
codeword) is approximately the same for x = 0 and x = 1,
i.e., �fe� = fe,0 = f∗

e,0 = f∗
e,1, hence, the symmetric channel

assumption for the LDPC code is valid in this case even
without using channel adaptors.

C. Asymptotic Density Evolution for the Concatenated
Coding Scheme

Assuming that the all-zero codeword for the LDPC code
is transmitted, we combine the DE expressions for the LDPC
code over a symmetric channel [27] with the average asymp-
totic density of �fe�, and obtain the approximate asymptotic



3374 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 66, NO. 8, AUGUST 2018

DE expressions for the concatenated code as follows

Pl = �fe� ⊗ λ
(
Γ−1(ρ(Γ(Pl−1)))

)
, (19)

�fe� =
∑

n,(w0,w1,h0,h1)n

pnDnf
∗⊗(h0)n

r,0 ⊗ f
∗⊗(h1)n

r,1

⊗ f⊗((w0)n+(w1)n−1)
a , (20)

fa = λ̃
(
Γ−1(ρ(Γ(Pl−1)))

)
, (21)

where λ̃(x) =

x�

0
λ(z)dz

1�

0
λ(z)dz

is the variable node degree distribution

from the node perspective. Since the outgoing message from
a variable node towards the BCJR decoder is the summation
of all the incoming messages from the check nodes to that
variable node, and there is one such message for each vari-
able node, these messages are distributed with respect to λ̃
instead of λ. Here, we have considered the inherent cycle-
free assumption for the LDPC code, which guarantees the
independence of the random variables describing the messages
exchanged among the variable and check nodes, and enables
us to use the Γ and Γ−1 operations over the distributions of
the aforementioned random variables [27].

D. Derivation of the Stability Condition

As mentioned in Section IV-A, the average densities are
symmetric, therefore instead of looking at the probability
of error P(Pl), we can consider the Bhattacharyya con-
stant of the evolved average densities defined as B(Pl) =
∞∫

−∞
Pl(x)e−x/2dx as a measure of success of the iterative

decoding process. Using the Bhattacharyya constant and the
derivations in [34, p 234], we can transform the approximate
asymptotic density evolution equation into a one-dimensional
recursion and obtain the recursive update formula for the
Bhattacharyya constant at the variable nodes (zl = B(Pl))
as

zl ≤ B(�fe�)λ
(
1 − ρ(1 − zl−1)

)
= g(zl−1), (22)

B(�fe�) ≤
∑

n,(w0,w1,h0,h1)n

pnDnB(h0)n(f∗
r,0)B(h1)n(f∗

r,1)

×
(
λ̃
(
1 − ρ(1 − zl−1)

))(w0)n+(w1)n−1

. (23)

The condition for the fixed point zl = 0 to be locally stable is
lim
x→0

∂g(z)
∂z < 1. By evaluating the partial derivative of (22),

we see that the terms with (w0)n + (w1)n > 1 will be
equal to zero when z → 0, hence the only terms that remain
are for (w0, w1)n ∈ {(0, 1), (1, 0)}, which correspond to the
paths with a single input bit difference. The resulting stability
condition is then

d
(
B(f∗

r,0),B(f∗
r,1)

)
λ�(0)ρ�(1) < 1 (24)

where

d
(
B(f∗

r,0),B(f∗
r,1)

)

=
∑

n,(w0,w1,h0,h1)n,
(w0,w1)n∈{(0,1),(1,0)}

pnB(h0)n(f∗
r,0)B(h1)n(f∗

r,1)

is the average directional distance spectrum of the paths with
a single input bit difference (either 0 to 1 or 1 to 0) over the
product trellis of corresponding codes.

Special Case (Single User Decoder): Employing only one
message for each user and performing single user decoding at
the receiver side, the stability condition is obtained using the
same expression as in (24) with the only difference that the
function d(.) is the average directional distance spectrum over
the single code trellis. Furthermore, if we consider a direction-
ally symmetric trellis-based code, since the directional output
distances between any pair of correct and erroneous paths with
a single input bit difference are the same (h0, h1), we simply

have d
(
B(f∗

r,0),B(f∗
r,1)

)
= Bh0(f∗

r,0)Bh1(f∗
r,1).

If the observed channel at the receiver is a symmetric one,
the derived stability condition becomes even simpler, and it is
given by

d(B(fr))λ�(0)ρ�(1) < 1 (25)

where d(B(fr)) =
∑
i

piBhi(fr) is the average distance

spectrum of the paths with a single input bit difference. For
the further simplified case of the symmetric trellis-based code
since the output distance between any pair of correct and
erroneous paths with a single input bit difference is the same
(i.e., h is the minimum distance of the code), we simply have
d(B(fr)) = Bh(fr).

By examining the derived stability condition expressions,
one might notice that for a given degree distribution there
is a threshold for h0 and h1 values for which the stability
condition is satisfied. Hence, it is required to design an NLTC
that satisfies these threshold values. From another perspective,
one may notice that having larger h0 and h1 values, the set
of LDPC degree distributions satisfying the stability condition
becomes larger, and hence one has more freedom to design
the outer LDPC code (which is performed by searching for an
admissible degree distribution with the largest rate or the best
threshold within this set).

V. CODE DESIGN EXAMPLES

A. Example 1: One-Sided OR Interference

As the first example of a two-user DMIC, we consider a
shared optical channel [8] with one-sided interference, which
is an instance of binary-input binary-output Z interference
channel (ZIC). The input-output relationship for this channel
is given by Y1 = (X1 ⊗ X2) ⊕ Z1, Y2 = X2 ⊕ Z2 where
⊕ and ⊗ represent XOR and OR operations, respectively.
Z1 and Z2 are the noise samples at receiver 1 and 2 drawn
from a Bernoulli distribution with parameters �1 = 0.21
and �2 = 0.25, respectively. This model does not satisfy
the Markov chain condition for weak interference definition
X2−(X1, Y2)−Y1 [17], however, we can simplify the mutual
information condition I(X2; Y1|X1) ≤ I(X2; Y2) [17] as

P (X1 = 0) ≤ h(�2 + q − 2�2q) − h(�2)
h(�1 + q − 2�1q) − h(�1)

(26)

where q = P (X2 = 1) and h(.) is the binary entropy
function, and verify that for P (X1 = 0) < 0.71 the condition
in (26) holds, i.e., the example becomes an instance of the
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TABLE I

LABEL ASSIGNMENT TO THE BRANCHES OF 16-STATE TRELLIS (M = 4) USING THE ALGORITHM IN [23]

TABLE II

VARIABLE NODE DEGREE DISTRIBUTION OF THE OPTIMIZED CODES FOR EXAMPLE 1 WITH �1 = 0.21

TABLE III

CHECK NODE DEGREE DISTRIBUTION OF THE OPTIMIZED CODES FOR EXAMPLE 1 WITH �1 = 0.21

Fig. 4. Rate region and achieved rate pairs for Example 1.

weak interference channel by the definition in [17, Eq. (23)].
Therefore, motivated by the results of [17], we utilize the
simple coding scheme of sending the messages of both users
as private and compute a subregion of the overall HK ARR.

The achievable HK subregion is plotted for the considered
example in Fig. 4. To obtain the largest HK subregion cor-
responding to each value of P (X2) = p2 ∈ [0, 1] we find
the optimal value of P (X1) = p1 by taking the derivative of
mutual information I(X1; Y1), and equating it to zero. At the

end, we take the convex hull of all the subregions and obtain
the HK subregion corresponding to the use of only private
messages.

By calculating the optimal value of p1 for each p2 ∈ [0, 1],
we observe that the optimized p1 is always very close to 0.5,
hence we only consider the uniform distribution of zeros and
ones for user 1 in this example. To enforce the required non-
uniform input distribution for user 2, we design the NLTCs
delivering the desired distribution of 0’s and 1’s. Details of
the employed trellis codes are given in Table I with output
labels given in columns y21 and y22. In each row of the table,
the output bits correspond to the input bit u for the current
state S. The trellis memory and the number of output bits are
both equal to 4, that is, at each section of the trellis, a 1 bit
input determines 4-bit outputs. We then optimize the degree
distribution of the LDPC codes (with multiple check node and
variable node degrees).

The optimized degree distributions are given in
Tables II and III. For ones’ densities of p2 = 0.25
and 0.1875, the effective rate of the second user’s code is
the multiplication of the NLTC rate and the LDPC code
rate. Fig. 4 shows the optimized rate pairs achieved for
different input distributions. As noticed, there is a significant
improvement over the results of the previous work in [35].
This improvement is obtained by increasing the memory
of the trellis, using multiple check node degrees for LDPC
codes, and removing the inner trellis based code for the
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TABLE IV

VARIABLE NODE DEGREE DISTRIBUTION OF THE OPTIMIZED CODES FOR EXAMPLE 1 WITH �1 = 0.1

TABLE V

CHECK NODE DEGREE DISTRIBUTION OF THE OPTIMIZED CODES FOR EXAMPLE 1 WITH �1 = 0.1

Fig. 5. Block diagram of the proposed coding scheme for Example 1 with �1 = 0.1 and �2 = 0.25.

cases of uniform input distribution. According to Fig. 4,
the optimized codes offer better performance than single
user codes used with time sharing for which the boundary
can be obtained by connecting two corner points. It is also
worthwhile to mention that, the rate pairs (0.1293, 0.1295),
(0.1523, 0.0993), which are obtained with a non-uniform
distribution cannot be attained with the joint use of linear
coding and time sharing, hence there is a definite need for
the use of nonlinear codes.

We next consider the same example with another set of
channel parameters, �1 = 0.1 and �2 = 0.25. The corre-
sponding HK achievable rate subregions for 1) using only
private messages, 2) using private message for the first user
and public message for the second one are given in Fig. 6.
It can be seen that for this setup, the HK rate subregion can
be enlarged by utilizing a public message for the second user.
For a specific distribution of the users’ messages, namely,
p1 = 0.5 and p2 = 0.25, the achievable subregion along with
the optimized rate pairs are shown in Fig 6, which illustrates
that by utilizing a more sophisticated version of the HK type
encoding, namely, private message for one user and public
message for the other, we can achieve higher rates compared
to the case of using only private messages. Based on this
observation, we utilize a simplified version of the proposed
general coding scheme where the interfering user’s message

TABLE VI

NONLINEAR MEMORYLESS MAPPER WITH RATE R = 0.5
AND ONES’ DENSITY p = 0.25

is transmitted as public message and the other user transmits
only private message which is illustrated in Fig. 5. As shown in
this block diagram, both public message of the second user and
private message of the first user are decoded in the first user’s
receiver. A state node decoder iteratively exchanges messages
with the LDPC decoder of user 1 and the BCJR decoder of
user 2. We also consider the reference scheme of using a
nonlinear memoryless mapper (NLMM) instead of NLTC and
optimize the outer LDPC codes for this case as well. The
details of the employed NLMM are given in Table VI. This
code has a minimum distance of h = 2 while the utilized
NLTC has a minimum distance of h = 10, which provides
an advantage in terms of stability and freedom in the outer
LDPC code design. The optimal degree distributions for this
example are given in Tables IV and V. The achieved rate pairs
are depicted in Fig. 6, which shows that considering the public
message for the second user, a higher rate for user 1 can be
achieved with both the proposed and reference schemes, and
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TABLE VII

VARIABLE NODE DEGREE DISTRIBUTION OF THE OPTIMIZED CODES FOR EXAMPLE 2

TABLE VIII

CHECK NODE DEGREE DISTRIBUTION OF THE OPTIMIZED CODES FOR EXAMPLE 2

Fig. 6. Rate region and achieved rate pairs for Example 1 with �1 = 0.1
and �2 = 0.25.

utilizing the NLTC results in an even more improved rate for
the second user.

B. Example 2: One-Sided AND Interference
As a second example, we consider an instance of one-sided

weak interference channel given by Y1 = (X1.Y2) ⊕ Z1,
Y2 = X2 ⊕Z2 where “.” is the product operation. Z1 and Z2

are independent noise samples at receiver 1 and 2 drawn from a
Bernoulli distribution with parameters �1 and �2, respectively.
This model satisfies the Markov chain condition for weak
interference [17, Definition 2], namely, X2 − (X1, Y2) − Y1,
hence the sum rate capacity result [17, Th. 1] holds, and it can
be achieved by treating interference as noise and using only
private messages. We consider an instance of this model with
noise parameters �1 = 0.15 and �2 = 0.25, and calculate the
HK sub-region by considering only private messages for both
users.

TABLE IX

CHANNEL TRANSITION PROBABILITIES FOR EXAMPLE 3

By [17, Th. 1] the sum rate capacity is Csum =
maxp(x1)p(x2){I(X1; Y1) + I(X2; Y2)} � 0.307. In addition
the following simple outer bound from [17],

R1 ≤ I(X1; Y1|X2),

R2 ≤ I(X2; Y2),

R1 + R2 ≤ I(X1; Y1) + I(X2; Y2).

can be evaluated for this example. Observing that the result
of the optimization process for X1 gives an input distribution
very close to uniform, we omit the NLTC for the first user.
To enforce the non-uniform distributions needed for the second
user, we design the trellis codes given in Table I with output
labels y23 and y24.

The optimal degree distributions for this example are given
in Tables VII and VIII. Fig 7 shows the optimized rate
pairs achieved for different degree distributions along with
achievable HK subregion and the outer bound (given above).
We observe that rate pairs close to the achievable rate subre-
gion boundaries are obtained, which cannot be attained with
single user codes or with the use of only LDPC codes with
time sharing.

C. Example 3: Two-Sided Interference

The third example that we consider is an instance of a
general two-user DMIC with binary inputs and outputs, and
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TABLE X

VARIABLE NODE DEGREE DISTRIBUTION OF THE OPTIMIZED CODES FOR EXAMPLE 3

TABLE XI

CHECK NODE DEGREE DISTRIBUTION OF THE OPTIMIZED CODES FOR EXAMPLE 3

Fig. 7. Rate region and achieved rate pairs for Example 2.

with the channel transition probability given as

p(y1y2|x1x2) = p(y1|x1x2)p(y2|x1x2), (27)

where p(y1|x1x2) and p(y2|x1x2) are specified in Table IX.
A complete characterization of the HK ARR for this exam-

ple requires optimization over four random variables with large
cardinalities, hence as a simplified version, we consider only
private messages and obtain a subregion as illustrated in Fig 8.
Note that we employ the NLTC from Example 2 with the ones’
density of 0.75 in this example. The degree distributions of
the optimized LDPC codes are given in Tables X and XI. The
achievable region using only LDPC codes (inducing uniform
distribution for both users), and time sharing between them
is shown with a dashed line on the same figure. As in the
previous examples, it is clear that one can achieve rate pairs
that cannot be achieved by linear codes alone.

Fig. 8. Rate region and achieved rate pairs for Example 3.

D. Finite Length Simulation Results

To study the performance of specific codes from the
designed ensemble and verify their estimated thresholds,
examples of parity check matrices for a block-length of 100k
are obtained for the ensembles corresponding to the rate pair
(0.1487, 0.1293) with p1 = 0.5 and p2 = 0.75 of Example 2.
The parity check matrices are constructed using the tools
in [36], which utilize the random construction method. For
all cases, 30 decoding iterations are performed. The resulting
bit error rates (BERs) are depicted in Fig. 9 showing that
the gap between the decoding thresholds and � values for
which small error probability is attained is relatively small
verifying the accuracy of estimated thresholds. Note that
while simulating the user 1’s code, the parameter �2 (which
affects the interfering signal) is fixed at the value of 0.25.
Furthermore, for user 2, we consider a P2P optimal LDPC
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TABLE XII

VARIABLE NODE DEGREE DISTRIBUTION OF THE OPTIMIZED CODES FOR BER SIMULATIONS

TABLE XIII

CHECK NODE DEGREE DISTRIBUTION OF THE OPTIMIZED CODES FOR BER SIMULATIONS

Fig. 9. BER results of Example 2 with p1 = 0.5 and p2 = 0.75.

code instead of the optimized outer LDPC code with the same
rate, and obtain the corresponding bit error rates. The degree
distributions for the P2P optimal code are given in Tables XII
and XIII. We observe that the optimized code for the specific
NLTC significantly outperforms the P2P optimal one.

In order to illustrate the advantage of the proposed scheme
with respect to the reference of using NLMM in terms of BER,
we consider a specific instance (Example 1 with NLMM and
NLTC both with ones’ density of 0.25). We consider an outer
LDPC code optimized for the NLMM with a rate 0.2422, and
design another one for the NLTC so that the overall rates
for both schemes become identical (i.e., 0.1211). The corre-
sponding degree distributions are given in Tables XII and XIII.
We construct parity check matrices with block lengths 10k and
20k for NLTC and NLMM cases, respectively, for fairness (to
have the same block length of 40k at the input of the channel).
Performing BER simulations at a crossover probability of 0.23
(with 30 decoding iterations), we obtain a bit error rate of
4.6 × 10−6 and 8.9 × 10−4 for the NLTC and NLMM cases,
respectively, demonstrating an advantage of more than two
orders of magnitude for the scheme with the NLTC. Similar
gains are observed for different block lengths as well (not
reported here).

VI. CONCLUSIONS

We have considered the Han-Kobayashi coding by using
both public and private messages, and have proposed a coding
scheme based on a serial concatenation of an NLTC with an
outer LDPC code as a solution for transmission over different

classes of DMICs. By approximate analytical derivations,
we have investigated the performance of iterative decoding
method in the asymptotic region where the probability of
decoding error is close to zero, and based on that, we have
derived a stability condition for the concatenated coding
scheme. Furthermore, we have used an EXIT analysis along
with the derived stability condition to design the outer LDPC
code.

Our extensive numerical examples demonstrate that the
designed codes achieve rate pairs close to the optimal bound-
ary of the HK subregion that cannot be obtained without using
nonlinear codes. In addition, the proposed approach for the
general instances of DMICs achieves rate pairs that cannot be
attained by using linear codes alone with time sharing or the
reference scheme of concatenating LDPC codes with nonlinear
memoryless mappers. Finite block length simulations verify
the accuracy of the estimated thresholds for the designed
codes.
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