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The Radio Communications Interdiction Problem (RCIP) seeks to identify the locations of transmitters on
the battlefield that will lead to a robust radio communications network by anticipating the effects of in-
tentional radio jamming attacks used by an adversary during electronic warfare. RCIP is a sequential game
defined between two opponents that target each other’s military units in a conventional warfare. First,
a defender locates a limited number of transmitters on the defender’s side of the battlefield to optimize
the relay of information among its units. After observing the locations of radio transmitters, an attacker
locates a limited number of radio jammers on the attacker’s side to disrupt the communication net-
work of the defender. We formulate RCIP as a binary bilevel (max-min) programming problem, present
the equivalent single level formulation, and propose an exact solution method using a decomposition
scheme. We enhance the performance of the algorithm by utilizing dominance relations, preprocessing,
and initial starting heuristics. To reflect a more realistic jamming representation, we also introduce the
probabilistic version of RCIP where a jamming probability is associated at each receiver site as a function
of the prevalent jamming to signal ratios leading to an expected coverage of receivers as an objective
function. We approximate the nonlinearity in the jamming probability function using a piecewise linear
convex function and solve this version by adapting the decomposition algorithm constructed for RCIP.
Our extensive computational results on realistic scenarios show the efficacy of the solution approaches
and provide valuable tactical insights.

© 2019 Elsevier Ltd. All rights reserved.

1. Introduction

Any military communication system can be analyzed in terms
of communication links between radiation sources such as trans-

Military communications (Beidel et al., 2011; Ryan and Frater,
2002) is a high-value target for intentional electronic attacks aim-
ing to disrupt command and control. Radio jamming through
deliberate radiation of electromagnetic energy is a commonly
used form of electronic attack. Although several techniques and
strategies can be used in jamming, in its basic form, an in-
terfering jamming signal is added into the opponent’s receiver
to override any other communication signal at the receiver
(Adamy, 2001). Vadlamani et al. (2016), Prasad and Thuente (2011),
and Mpitziopoulos et al. (2009) present detailed overviews of var-
ious types of jammers and commonly used jamming techniques
and strategies.
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mitters and jammers, and receiving devices (Adamy, 2001). The
source’s antenna gain increases the power level of the signal prior
to leaving the source. As the signal propagates to the receiver, its
power attenuates with distance due to various factors. This power
fall is commonly modeled by the path loss exponent rate, which
is a function of reflectors, scatters and obstructions in the envi-
ronment. Aragon-Zavala (2008) states that the value of the path
loss exponent rate ranges from 2 to 5 (where 2 is for propaga-
tion in free space and 5 is for relatively rough and mountain-
ous areas). Upon arrival at the receiver, the power of the resid-
ual signal is increased by the receiver’s antenna gain. Finally,
communication takes place on this link only if the resulting re-
ceived power level is greater than the receiver sensitivity threshold
value, which denotes the smallest signal power needed for proper
reception (Adamy, 2001).

Signal corps is the military branch solely responsible for plan-
ning a tactical communication system that provides continuous
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communication service to widely dispersed mobile receivers op-
erating at extended distances. To avoid the adverse effects of elec-
tronic attacks, particularly radio jamming, the planners must de-
sign a robust communication network with respect to electronic
protection measures. Vital decisions in such designs are the lo-
cations of transmitters since they regulate the power of elec-
tromagnetic transmission and signal level on each receiver in
the communication network. Whitaker and Hurley (2004) and
Chapman et al. (1999) emphasize that building an effective and ef-
ficient radio communication network that can maintain the mini-
mum level of desired signal on each receiver depends mainly on
the locations of the transmitters.

In order to design a robust battlefield communication network
for a tactical military unit involved in a battle, we propose a game
theoretic approach for locating a given number of transmitters that
aims to mitigate the adverse effects of radio jamming. Specifically,
we solve the Radio Communications Interdiction Problem (RCIP),
which determines the locations of a given set of transmitters in or-
der to maximize the worst case coverage of receivers by anticipat-
ing the disruptive effects of radio jamming that may be imposed
by an intelligent adversary. We formulate RCIP as a binary bilevel
programing problem, present the equivalent single level formula-
tion, and solve the problem by a decomposition-based exact so-
lution method. Though similar defender-attacker and interdiction
models have been studied in the literature as will be detailed in
Section 2, our problem has characteristics pertinent to the military
scope that distinguish it from those in the literature. RCIP consid-
ers the deterministic case where given the jamming to signal ra-
tio, the knowledge of a receiver being jammed is known with cer-
tainty. To provide a more realistic framework, we formulate proba-
bilistic RCIP (P-RCIP) where we associate jamming probabilities as
functions of jamming to signal ratios prevalent at each receiver
site. In this fashion, the deviation of the electromagnetic signal
that may be caused by obstacles affecting the wave propagation
is incorporated and the objective function turns into an expected
coverage one. Based on real-world scenarios, we discuss the in-
sights and the implications of these models.

The rest of the paper is organized as follows. Section 2 re-
views the RCIP related literature and highlights the contribu-
tions of the current paper. In Section 3, RCIP is formally defined.
Sections 4 and 5 provide the mathematical models and proposed
solution methods for RCIP and P-RCIP, respectively. In Section 6, we
present our computational results and our tactical insights. Finally,
Section 7 concludes the paper.

2. Related literature

A wide variety of research has been carried out on effectively
locating transmitters in communication network designs. These
studies consider various objectives such as (i) maximizing the total
coverage or demand weighted coverage (Ahmed et al., 2012; Akella
et al., 2005; Lee and Murray, 2010), (ii) minimizing the path loss
of the signal (Ji et al., 2002; Kouhbor et al., 2006; Sherali et al.,
1996), and (iii) a hybrid of multiple objectives involving the inter-
ference, the number of transmitters, and the energy consumption
(Lakashminarasimman et al., 2010; Mathar and Niessen, 2000; Ne-
bro et al.,, 2007; Whitaker and Hurley, 2004; Zimmermann et al.,
2003). Alternatively, numerous optimization problems have been
identified to increase the efficiency of radio jamming and hence
disable the opponent’s communication capability. Among these,
Commander et al. (2008, 2007) and determine the minimum num-
ber of jammers and their locations to obtain the desired effect.
Feng et al. (2014) consider the location of jammers that will par-
tition the communication network into disconnected components.
Vadlamani et al. (2014) find out not only the locations but also
the channel hopping strategies in order to minimize the expected

throughput of the opponent’s communication network. Addition-
ally, Vadlamani et al. (2018) deal with the location of jammers un-
der flow-jamming attacks.

The above studies handle the problem unilaterally, either from
the perspective of the communication network designer or the ad-
versary that aims to disable the communication network. Shankar’s
study (Shankar, 2008) is the first attempt to formulate and solve a
bilevel optimization problem in order to assess the attack and de-
fense strategies of wireless mesh networks bilaterally. In the first
stage, the attacker intentionally locates a limited number of jam-
mers to disrupt the network in the worst possible way. The de-
fender in the second stage, investigates the best strategy to opti-
mize the flow of information after observing the location strategy
of the attacker by solving the Simultaneous Routing and Resource
Allocation (SRRA) problem of Xiao et al. (2004). Shankar solves
moderately sized problem instances by enumerating all possible
attacker strategies and devises several jammer location heuristics
for larger instances. Different from Shankar’s study, we design the
transmitter locations and thus the communication network, maxi-
mize the number of receivers that are able to communicate rather
than improve the flow of information in the given network and
we incorporate the Jamming to Signal Ratio metric into our model
rather than using the metric in the SRRA problem. Also, we man-
age to solve considerably larger instances to optimality within rea-
sonable times. Medal (2016) also applies a game theoretic ap-
proach to identify the locations of a set of jammers that will in-
duce the largest degradation in a given wireless network and de-
termines the most effective strategies such as channel hopping to
mitigate these jamming attacks. This study is one of the pioneer-
ing works that optimize network throughput under radio wave in-
terference between transmitters. In our study, we ignore the ra-
dio interference effect since we assume that receivers belonging to
different units communicate with transmitters by using different
frequencies, which prevents the occurrence of interference. Addi-
tionally, we optimize and design the locations of the transmitters.

Nicholas and Alderson (2015) are the first to apply the tri-level
game theoretic optimization framework to design wireless mesh
network topologies that are robust to jamming. In this problem,
the network designer as the defender locates the access points in
the first stage; after observing the locations of the access points an
intelligent adversary as an attacker identifies the jammer locations
in the second stage; and finally at the third stage designer as the
operator optimizes the value of the network by using the SRRA and
Coverage problem (Nicholas and Alderson, 2012), in order to quan-
tify the value of a particular wireless mesh network. This study
is also the first to devise a solution algorithm that makes use
of DIviding RECTangles sampling algorithm (Jones et al., 1993) to
design an electromagnetic interference robust wireless mesh net-
works. The authors extend Shankar’s work (Shankar, 2008) by con-
sidering a continuous space for jammer locations. In contrast, with
our work we intend to cover non-uniformly distributed receivers
by depending on deterministic and probabilistic Jamming to Signal
Ratio criteria rather than covering the maximum terrain.

With its features pertinent to military context only, our study is
a distinctive example of a defender-attacker type of problem that
optimizes military radio communication systems on the battlefield
under jamming attacks. We incorporate Jamming to Signal Ratio
into a bilevel formulation to identify the location of transmitters
that will yield a jamming robust radio communication network.
We assume that the transmitters are connected to each other via
a backbone network, possibly having a mesh topology. Since di-
rectional antennas with very large gains are used between fixed
transmitters, this backbone network is robust against jamming and
thus the jamming effect in this backbone network is ignored in
this paper. Different from the previous works, we do not deal with
the flow of information but the coverage of the receivers since, as
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argued above, the flow of information is enabled whenever the re-
ceivers are covered.

Contrary to the mentioned works that consider locating
facilities under deterministic conditions, Daskin (1983) and
Batta et al. (1989) maximize the expected coverage by considering
the probability that a facility may not be able to serve a demand
point. Similarly, Patel et al. (2005) determines locations of sensors
over a time horizon to maximize the expected coverage of data by
considering the probability of a link failure. In a similar fashion,
to bring more realism to our problem, we consider the probabil-
ity that a receiver is not able to communicate due to the deviation
in the received signal power because of fading caused by different
variables such as geometric spread, atmospheric absorption, radio
frequency, and geographical obstacles on the battlefield. We define
the Probabilistic Jamming to Signal Ratio which incorporates the
randomness in the jamming to signal ratio and introduce and for-
mulate the probabilistic version of RCIP, namely P-RCIP that maxi-
mizes the expected coverage of receivers. After approximating the
jamming probability function as a piecewise linear convex func-
tion, we manage to adapt the decomposition approach for RCIP to
solve P-RCIP efficiently.

Many researchers apply game theoretic mathematical model-
ing approaches to identify system vulnerabilities and/or to cre-
ate protection plans for critical infrastructure such as radio com-
munications against intentional attacks of an intelligent adversary
(e.g. Brown et al., 2006; Morton et al., 2007; Scaparra and Church,
2008; Starita and Scaparra, 2016). Wood (2011) states that such
a model, as being a sequential game of non-cooperative play-
ers, can be formulated as a type of Stackelberg game: a two-
person, zero-sum, sequential-play game with two stages (Simaan
and Cruz, 1973; Stackelberg, 1952). Stackelberg games are modeled
as bilevel programming problems (BPPs) (Dempe, 2002), which
are generally difficult to solve with even the linear form being
NP-Hard (Ben-Ayed, 1993). Detailed information for existing so-
lution methods for BPPs can be found in surveys by Labbé and
Violin (2013), Colson et al. (2007), Dempe (2003) and in textbooks
by Dempe (2002) and Bard (2013). BPPs having integer variables
only in the first stage or having a totally unimodular constraint
matrix in the second stage problem are generally solved by taking
the dual of the second stage problem and solving the resulting sin-
gle level formulation (Brown et al., 2011, 2005; Medal, 2016; Wood,
1993). Difficulties encountered while solving BPPs with integer de-
cision variables enforce researchers to introduce solution methods
that are tailored to the specific bilevel structure of their problems.
The general trend is to reformulate the bilevel model as a sin-
gle level model and solve with appropriate methods typically in-
volving decomposition (Alekseeva et al., 2010; Brown et al., 2009;
Church and Scaparra, 2007; Nandi et al., 2016; Pessoa et al., 2013;
Roboredo and Pessoa, 2013). Some researchers enhance the decom-
position method by adding super valid inequalities to the mas-
ter problems (Israeli and Wood, 2002; OHanley and Church, 2011;
Starita and Scaparra, 2016). Implicit enumeration methods that
make use of some problem specific observations are also common
(Aksen et al., 2010; Bard and Moore, 1992; Mahmutogullari and
Kara, 2016; Moore and Bard, 1990; Scaparra and Church, 2008). In
addition to exact approaches, heuristic methods are also frequently
used to find quick solutions to BPPs with integer decision variables
(Berman et al., 2009; lellamo et al., 2015; Konak et al., 2015).

We adapt the decomposition algorithms used in Alekseeva
et al. (2010) and Israeli and Wood (2002) in different contexts to
solve deterministic and probabilistic versions of RCIP in an iterative
manner. The bilevel programming problem is decomposed into an
upper level master problem and a lower level subproblem. At each
iteration, (i) we solve the master problem that yields a transmit-
ter location strategy, (ii) solve the subproblem to identify the best
jamming strategy as a response, and (iii) update the master prob-

lem by adding valid inequalities that are generated from the solu-
tion of the subproblem. The algorithm terminates when upper and
lower bounds become equal. To speed up the solution process, we
propose three types of enhancements. The efficacy of the solution
approach is tested on large scale instances spanning different sce-
narios that reflect the possible situations of a military operation.
Furthermore, sensitivity analyses for different problem parameters
are conducted based on these instances. Finally, we analyze the op-
timal transmitter locations to provide tactical insights from a com-
mander’s perspective.

3. Radio Communications Interdiction Problem: problem
definition

RCIP is based on a military conflict between two opposing
forces, namely Defender (DF) and Attacker (AT). Both sides are
composed of military units that are equipped and deployed on
the battlefield according to their respective organizational struc-
ture and tactics.

DF aims to establish a reliable tactical radio communications
system among all tactical units. These tactical units are assumed to
be the smallest maneuver units that have a military radio in their
vehicles (e.g. tanks, armored personnel carriers etc.) or the small-
est combat support/combat service support units that have a mili-
tary radio in their organizational structure. The set R standing for
receivers indicates the locations of these radios. All receivers are
assumed to be identical with a receiver sensitivity threshold value
y, i.e., the minimum received power for successful reception. DF is
assumed to have a limited number of (p) transmitters each radiat-
ing a signal with a specific power level and a specific antenna gain.
Signal corps determines the possible transmitter location sites by
evaluating the geographical characteristics of the area of operation
either by making a reconnaissance on the terrain or using a digital
or printed map and considering the locations of all tactical units.
We refer to this set of potential transmitter locations as 7. DF con-
cludes the military decision-making process by selecting the loca-
tions of p transmitters from 7.

AT, the other side of the military conflict, aims to conduct an
interdiction operation in order to interrupt or impede the flow of
information and operational tempo (U.S. Joint Chief of Staff, 2016).
For this purpose, AT has a limited number of (q) radio jammers
with associated power levels and antenna gains. The objective is to
locate g radio jammers so as to maximize the number of jammed
receivers by conducting intentional jamming attacks. To achieve
this objective, AT first identifies possible jammer location sites 7,
and later, after observing the locations of DF’s tactical units and p
transmitters, locates g radio jammers among these 7 sites.

Whether a receiver is jammed or not is determined by the Jam-
ming to Signal Ratio (JSR), which basically denotes the ratio of the
received jamming signal power to the received communications
signal power at the receiver. To formally define JSR, let P¢(P;) in
Watt and G¢(G;) in dB denote the power level and antenna gain of
transmitter t € 7 (jammer j € 7), respectively, and let G, in dB de-
note the receiver antenna gain for receiver r € R. Let 7, be a subset
of p transmitters from set 7 and J; be a subset of g jammers from
set J. Schleher (1999) and Shankar (2008) define the jamming to
signal ratio for receiver r € R, say JSRy, as the ratio of the sum of
all individual undesired signal powers to the maximum of desired
signal powers. More formally,

G.G L
Zjejq P]G] Gr 4P
jr

1
max;er, P[GtGrd—z

JSR: = (1)
where di(dj;) is the Euclidean distance between the transmitter
(jammer) and the receiver in kilometers and «(B) is the path
loss exponent rate which defines the reduction in signal power
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attenuation of transmitter’s (jammer’s) electromagnetic wave as it
propagates through space.

Even though the desired signal power at receiver r € R of trans-
mitter t € 7 is defined as P[GtGrdia, the received electromagnetic

signal power may be affected by tﬂe geographical obstacles in the
battlefield. To accommodate the random variations in the received
signal due to a random number and type of obstructions, a random
attenuation term X, in dB scale, is added to the path loss, which
is called shadow fading. Variable X typically follows a normal dis-
tribution (Rappaport, 2002), i.e., X~N(0, o2). Converting back to
the power scale, the received power is multiplied by the random
variable S = lOlXTJ, which has a lognormal distribution. Note that
as the received power fluctuates around its average value, S may
not be equal to one. The same shadowing effect also occurs over
the channels between the jammers and receivers. However, since
the received jammer power is the summation of multiple signals
from the jammers, it has a smaller variance due to the central limit
theorem. Therefore, we ignore the shadowing that occurs over the
jammer received power and define the probabilistic jamming to
signal ratio as:

G.G.-L
ZjE]q P]GJGr dP
ir

PJSR; =
PR maxeer, RG:Grr S

(2)

To this end, RCIP (P-RCIP) is a sequential game in which DF
takes the first step and locates p transmitters. Thereafter, observing
the locations of the transmitters, AT locates q radio jammers. The
overall purpose of RCIP (P-RCIP) is to determine the optimal loca-
tions of DF’s transmitters in order to maximize the total (expected)
number of receivers that will be able to communicate even after
AT’s intentional jamming attacks are executed by optimally located
radio jammers.

4. RCIP: deterministic approach

We formulate RCIP as a BPP using the following notation.
Sets:

T ={ty,...,tr} potential location sites for transmitters

J =41, Jjj} potential location sites for jammers

R ={1,...,R} location sites of receivers on the battlefield
Parameters:

dy, distance between site k e 7 U J and r € R (km)
o path loss exponent for DF’s transmitters
B path loss exponent for AT’s jammers
P, transmitting power of transmitter/jammer k located at
TUJ (Watt)
G, antenna gain of transmitter/jammer/receiver k located at
TUJUR (dB)
¢ threshold value for JSR (dB)
y receiver sensitivity (dBm)
p maximum number of transmitters to be located
g maximum number of jammers to be located

Decision variables:

1 if a transmitter is located on transmitter site t e 7

Xt = .
t 0 otherwise

1 if a jammer is located on jammer site je J
0 otherwise

1 if the power of desired signal at receiver r e R is
at least receiver sensitivity
0 otherwise

{1 if receiver r € R is communicating
Zr = .
0 otherwise

Without loss of generality, we assume that all transmitters and
jammers are identical among themselves and all receivers have
omnidirectional antennas with the same antenna gain. Let A =
(P}, Gj,)/ (P, Gr;) where j; is the first jammer location site and
is the first transmitter location site. Given the location plans x € {0,
1} and ye{0, 1Y, JSR/(x, y) is the jamming to signal ratio at re-
ceiver r € R, and is given as
Zjej diﬁ.VJ

JSR:(x,y) = A (3)

S
MmaxXeer dTarXt

For each reR, let T(r)={teT | PthGrdia >y} denote the
tr
potential transmitter locations that can communicate with receiver
r.

A receiver r € R is assumed to be jammed if JSR/(x, y)>¢;
see lellamo et al. (2015). On the other hand, for a receiver to be
deemed communicating, not only JSR/(x, y) <& should hold but
there should also exist a transmitter located within its communi-
cation range, i.e., 3t € 7(r) such that x; = 1.

The mathematical formulation of RCIP then becomes the fol-
lowing.

W* =max t(x) (4)
St Y X =<p (5)
teT
x € {0,1) teT (6)
where
T(x)=min Y z (7)
reR
st. Y X <wp rer (8)
teT(r)
1
A Yjes dfﬁ)’j
- ———>w, rer
€ MaXeer(r) @ Xt
9)
dyi<q (10)
jeg
yje{O,l} jeJg (11)
zr, wr € {0, 1} rerk (12)

The above bilevel formulation (4)-(12) is composed of the up-
per level DF’'s problem (4)-(6) and the lower level AT’s problem
(7)-(12). DF locates at most p transmitters (constraints (5) and (6))
so as to maximize the number of receivers that are able to com-
municate with these transmitters hedging against the best loca-
tion decisions of AT. For a given set of transmitter locations, AT in
turn solves model (7)-(12) and locates at most g jammers (con-
straints (10) and (11)) in order to minimize the number of com-
municating receivers of DF (objective (7)). Note that once the x
values are fixed, constraints (9) become linear. For a given receiver
r € R, if one of the locations in 7(r) has a transmitter, constraints
(8) will force wy = 1. If wy =1 and JSR:(x, y) <¢&, then constraints
(9) will force z; =1, i.e., if there is a close transmitter and the
JSR is low, then receiver r will communicate. On the other hand,
if Xx =0 Vt € T(r), then w; may take value 0 or 1 through con-
straints (8). However, through constraints (9) and the objective
function (7), one can deduce that there exists an optimal solution
with w; = 0. In other words, without loss of generality, one may
assume that wy = fw1 and these auxiliary w variables sim-
ply indicate whether any transmitter in set 7(r) is located or not.
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4.1. Solving RCIP using decomposition

To solve RCIP, we present an equivalent single level formula-
tion and propose an exact solution method that decomposes the
single level formulation into a master problem and a subproblem.
The master problem and the subproblem provide upper and lower
bounds, respectively. We solve each problem sequentially until the
lower and upper bounds coincide. A similar approach under a dif-
ferent context is used by Alekseeva et al. (2010).

Let Y={ye{0, 1}V | Y jesYj<4q} represent all possible AT
strategies. For each receiver r € R, we introduce a new decision
variable sy, which is defined as follows.

1 if receiver r ¢ R is able to communicate when
AT’s strategy isy € Y
0 otherwise.

Sry =

With the addition of an exponential number of such decision vari-
ables and an exponential number of constraints, we may reformu-
late RCIP as the following linear mixed integer programming (MIP)
problem, say MP()’), to stand for the master problem.

MP(Y) Oup(V) =max o (13)

st. @< sy yey (14)
reR
Sy< Y. X% TeR, ye) (15)
teT(ry)

> x<p (16)
teT
xe €{0,1} teT (17)
0<sy=<1 reRr, ye)y (18)

In this model, w is an auxiliary variable that will correspond to the
number of communicating receivers when hedging against all pos-
sible AT strategies. Set 7 (r,y) represents the transmitter location
sites that will enable the communication of receiver r € R when
AT's strategy is y, i.e, T(ry) ={teT() | A /Y7 dﬁyj <¢eh
Constraints (15) enforce one such transmitter to be located when
sry variable takes value one. Through constraints (14), (18) and the
objective function, the auxiliary variable @ will be equal to the
minimum number of receivers that will be communicating when
considering all possible AT strategies. Constraint (16) limits the
number of transmitters to be located by p. Constraints (17) are do-
main restrictions for x; variables. Note that constraints (18) relax
the binary requirements of s, variables since once the transmitter
location variables take integer values, the objective function and
constraints (15) imply the integrality of these variables.

Set ) has ({1) elements and as such MP(Y) is a huge model
to solve directly. To this end, we propose a decomposition ap-
proach for its solution. At every iteration, we shall solve this mas-
ter problem with only a subset of AT strategies, say with Y € ).
Then, MP(Y) restricted to only the strategies y Y, i.e. MP(Y), con-
stitutes the relaxed master problem. Its optimal solution will pro-
vide an upper bound (UB) for RCIP. Let X be the optimal solution
of the relaxed master problem MP(Y). In order to generate new AT
strategies to include in the relaxed master problem, we identify
AT's optimal response to X by solving model (7)-(12) when x =X
and the auxiliary w variables are eliminated as discussed. In other
words, we solve the following equivalent subproblem SP(X) where
R={remr: > ter(ry & > 0} is the set of all receivers having trans-
mitters located within their communication ranges, i.e., set of all

potential communicating receivers.

SP(R) Bsp(X) = min Yz (19)
rek

Zjej di/?-yf R

st. A ————5—-2>¢(1-z) reR (20)
MaXier(ry gt
> yi<q (21)
jeJg

y;je{0,1} jeg (22)
z- € {0, 1} reR (23)

Let § be the optimal solution to SP(X). Obviously, (X,¥) is a fea-
sible solution of RCIP and Osp(X) is a lower bound (LB) to its opti-
mal objective function value.

Until LB = UB, we solve the master and subproblems sequen-
tially in this fashion, each time augmenting the set Y in the re-
laxed master problem with the optimal solution of the current
subproblem. The proposed solution method is formalized with
Algorithm 1.

Algorithm 1: Decomposition method to solve RCIP.
Data: 7, R, J, &, ¥
Result: x*, W*
begin
LB<«—0, UB<«—R, Y «—¢;
Select an arbitrary y € ) as an initial solution;
Y —Yulyh
while LB < UB do
Solve MP(Y) for %;
if OMP(Y) < UB then UB «— QMP(Y):
if LB =UB then
L x* «— XW* « UB:;
break;
Solve SP(X) for § ;
if Os5p(X) > LB then LB = 65p(X);
if LB = UB then
LX* «— X, W* «— LB;
break;
Y «—YUY¥;

Print(“x* is the optimal strategy for DF that will enable
| W* receivers to communicate”)

4.2. Enhancements to the decomposition method

We propose three types of enhancements to our decomposition
algorithm.

4.2.1. Initial solution

Our preliminary analyses have indicated that the overall com-
putation time is sensitive to the choice of the initial solution y.
In order to find an initial solution that will provide a tight upper
bound and decrease the overall solution time, we propose a greedy
logic for choosing the initial jammer sites. For each potential jam-
mer site, we keep a count of the number of receivers whose closest
jammer site is this particular site. We then order the jammer sites
in nonincreasing order of their respective count values and simply
choose the first g such sites in our initial solution y.



T. Tanergiilii, O.E. Karasan and L. Akgiin et al./Computers and Operations Research 107 (2019) 200-217 205

4.2.2. Preprocessing

For a fixed DF solution X, among the receivers that have the
potential to communicate, i.e. those defined by the set R, some
might not be jammable and others will be jammable regardless of
AT’s location decisions. Such receivers can be identified with the
following proposition and the corresponding variables can simply
be eliminated from the models.

Proposition. Let X be a given DF solution and consider a particu-
lar receiver r € R. Assume without loss of generality that dj,r <dj, <
..<d T Then, the following statements are valid in any optimal so-

lution to SP(X).

D
Tsisq dj, . . .
LIf | A ——L- | <¢, then z- =1 (i.e, receiver r is able to com-
max - X
teT d”
municate).

> 1
Jaitsisg df

2. If | A — > ¢, then z; = 0 (i.e., receiver r is not able to
tegr ?X[
communicate).

Proof. The first statement establishes that if the cumulative power
of even the closest q jammers to receiver r is not enough to jam
for the specific transmitter locations X, then receiver r will not be
jammed in any optimal solution to SP(X) and the corresponding
decision variable can be fixed to 1 in this model. In contrast, the
second statement considers the farthest g jammer locations to re-
ceiver r. If the jamming to signal ratio is at least the threshold
value even when the jammers are located farthest away, then in
any optimal solution to SP(X) it will not be possible to achieve
zr =1 and thus this variable can be fixed to zero in the model
without loss of generality. For the specific DF solution X and any
feasible AT solution y, i.e,, }_ y; <q, the above results simply fol-

jeJg
low from the following relationships:
Y >
1<i<q dfi' 216‘7 dﬂyl J-q+1<i<] Jx
A S > =JSR(Ry) = A —=50 (24)
max g X max d“ R max g X
teT tr teT teT

O

4.2.3. Dominance

Depending on the relative geographical dispersion of two dis-
tinct potential jammer location sites j/ and j”, one may dominate
the other one. More formally, if d;, < dj». Vr € R, then site j’ dom-
inates site j/ and site j/ cannot be selected unless site j’ is se-
lected. In other words, the constraints y, > y;» for each such pair
j',j” € J can be incorporated into the subproblem without any
loss of generality.

5. RCIP: probabilistic approach (P-RCIP)

Given the location plans x<{0, 1}7 and y {0, 1Y, PJSR:(x, y) is
the probabilistic jamming to signal ratio at receiver r € R, which is
given as

jeJg dﬁ ! ]

max Lx S
teT dg t

PISR;(x.y) = (25)

where S is a random variable corresponding to the random fluctu-
ations in the path loss over the channel from the transmitter to the
receiver. S is modeled as a lognormal distributed random variable,
i.e., log (S) has Gaussian distribution (Rappaport, 2002).

Let x; for t € T indicate transmitter locations, y; for je J in-
dicate jammer locations, and & be the jamming to signal ratio

1 — ]P"(S - a) | 1
o —e-linear approximation | |
0.6} .
041 .
0.2F 1

ol

0 2 4 6 8 10 12 14 16 18 20 22 24
a
—Sa+1 if a <0.99
—la +0.655 if 0.99 < a <249
PS> a) = ~ M4 40366 if 2.49 < a <5.26
—:ha+0172  if5.26 <a <104
%Oa +0.0625 if 104 <a <20
0 ifa>20

Fig. 1. Cumulative distribution function and linear approximation of P(S > a).

threshold value, respectively, as in Section 4. The binary decision
variables z; for r € R indicating communicating receivers will be
replaced with their probabilistic variants called pz.. In this set-
ting, pz; corresponds to the probability that receiver r is commu-
> i
jeg d-

nicating, i.e., P(PJSR;(x,y) < €). Letting a= A 715, we de-

note P(PJSR;(x,y) < €) as P(S > a) and the shape of thls probabil-
ity function is depicted in Fig. 1. This nonlinear function can be
approximated with a piecewise linear function and after a prelim-
inary computational analysis, we chose to do this approximation
using six segments as can be seen in the same figure.

A solution approach similar to that of Section 4.1 can be facil-
itated for this variation of RCIP. For each receiver r € R, we intro-
duce a new decision variable ps;y, which is defined as follows.

psry = the probability that receiver r € Ris able to
communicate when AT’s strategy is y € ).

To this end, the probabilistic master problem becomes

MPp(Y)  Owp(Y) =max pw (26)
st. pw <) psy yey (27)
rerR

psry <P(PISR;(x,y) <€) TeR, yel
(28)
> x<p (29)

teT

X € {0,1} teT  (30)
0<psy<1 reR, yel (31)
where ¥ ={ye{0,1} | ¥;.;¥;<q} and the auxiliary variable

pw keeps track of the expected number of receivers that are not
jammed with respect to all possible AT solutions in V.



206 T. Tanergiiglii, O.E. Karasan and L. Akgiin et al./Computers and Operations Research 107 (2019) 200-217

Due to constraints (28), MPp(Y) is a nonlinear MIP model. In
order to linearize MPp(Y), we introduce the parameter Pgy, which
denotes the probability that receiver r € R is able to communi-
cate when AT’s strategy is y € Y and a transmitter is located on
possible transmitter location site t € 7. The formal definition of
Ptry is

Y Y
Py =P )\'Mijrl<g ) (32)
y did S

Additional variables to linearize MPp()’) are as follows.

&r = power level of the strongest transmitter signal received
by receiverr € R (33)

1 if transmitter t € 7 transmits the strongest
transmitter signal to receiver r € R (34)
0 otherwise

Uty =

With these new parameters and variables, the MIP probabilistic
master model is formalized as:

MPpl(Y) Oup(Y)

=max pw (35)
st pw<) psy yey (36)
rer
PSry < ) Poyller reRr, yey (37)
teT
Zu[r =1 rer (38)
teT
Upr < Xt reR, teT (39)
8 = X reR, teT (40)
dtr
8r§dlax[+M(l—un) reR, teT (41)
tr
Y xe<p (42)
teT
x €{0,1} teT (43)
uq € {0, 1} reR, teT (44)
O0<psy=<1 rer, ye)y (45)

By constraints (38) and domain restrictions (44), only one ug
variable takes a value of 1 for each receiver and with constraints
(39), (40), and (41) ug =1 only for the transmitter that transmits
the strongest transmitter signal to receiver r (M is a large enough
number). Note that we no longer use set 7(r) as we did in the de-
terministic formulation since any transmitter has a positive proba-
bility of transmitting to any receiver. By constraints (37), psy will
be bounded from above with the probability value corresponding
to the strongest located transmitter signal and will be equal to this
bound value at an optimal solution. The rest of the formulation is
the same as that of MPp(}).

Let ® be the optimal solution of the relaxed master problem
MP,,(Y) where the set of all AT strategies ¥ is replaced with a
subset Y and define the constant

o A
(X)) = — forre R.
€ Max =X
teT tr

The subproblem to be solved for this variant then becomes:

SP(X)  Osp (%)

reR
2Ry 1 47
st pzrz—gga(®MY it rer  (47)
JjeJ “jr
1 . 1
Pz > —écr(X)Z d—ﬁyj+0.655 rer  (48)
jeg “jr
2> — o 69) ! 40366 R (49)
pr—_ﬁcrxzdjgyﬂr . re
jeJ “jr
e *® LERY>) R (50)
pr—_ﬂcrxzdj}y}Jr . re
Jeg “jr
2z — o ) ! 400625 R (51)
pr__%(frxzd—ﬁy]q— . re
jed “jr
per=0 reRr,  (52)
D Visa (53)
jeg
yjeio.1} jeg (54

Note that we would like pz, take the probability value corre-
sponding to the interval where P(PJSR;(X,y) < ¢) falls, however,
due to convexity, by taking the maximum of all these function val-
ues as in inequalities (47)-(52) we can guarantee that pz, will take
the correct value.

6. Computational results

In this section, we first investigate the performance of the de-
composition method for the deterministic and probabilistic ap-
proaches in terms of number of iterations, solution times, and ob-
jective function values on different problem instances with varying
parameter settings that are defined on a brigade level DF unit with
three battalions and test the efficacy of the proposed enhance-
ments. In an attempt to provide tactical insights from the com-
mander’s perspective, we test the performance of the decomposi-
tion method on larger instances with four battalions by consider-
ing different scenarios that reflect not only the initial but also the
probable subsequent phases of a military operation. Additionally,
two heuristic methods are proposed to assess the value of the ex-
act solution method. Finally, we analyze how parameters like the
Jamming to Signal Ratio threshold value (¢) and the path loss ex-
ponent rates (¢, 8) affect the performance of the solution method
and the decisions. All experiments are executed on a Lenovo Z580
computer with a 2.2 GHz Intel Core i7-3632QM processor and 6GB
RAM by implementing the proposed solution method using Java
and CPLEX 12.5.

6.1. Experimental setting

The number of receivers, R, largely depends on the number of
battalions. Each battalion is supposed to have three companies and
each company is composed of three platoons. Platoon, being the
smallest combat unit, consists of four armored personnel carri-
ers and/or tanks and each of them has a military radio mounted
on its vehicle. Hence, a company with three platoons has 12 re-
ceivers. In addition to these maneuver units, for each company we
include one command and control vehicle and two combat sup-
port/combat service support vehicles with mounted military ra-
dios. In total, the number of receivers in a company sum up to 15
and a battalion with three companies, two command and control
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vehicles and three combat support/combat service support vehicles
has 50 receivers. Finally, with 50 additional receivers regarding the
combat support units such as artillery, air defense, corps of en-
gineers and various combat service support units, the value of R
is approximately 200 for a brigade with three battalions and 250
for a brigade with four battalions. Nevertheless, the number of re-
ceivers in a battalion may be incremented according to the type
of operation to be conducted with military units having different
capabilities so we let R vary from 200 to 245 and from 250 to 310
for the brigade with three battalions and four battalions, respec-
tively, in our experiments. The number of potential transmitter (T)
and jammer location (J) sites are considered to range from 100 to
130 in proportion to the number of receivers.

For the test problems with three battalions, we assume that p
ranges from 3 to 6 and for each p value q is assumed to range
from 2 to (p + 2). Similarly, for the test problems with four battal-
ions, p ranges from 4 to 7 and q ranges from 2 to (p + 2). Unless
otherwise stated, we use o =2 and B = 2, i.e., propagation is as-
sumed to take place in free space, € = —3 dB, i.e., the received sig-
nal power should be twice the received jammer power for proper
reception, y = —10 dBm, i.e., the received signal power should be
at least 100uW for proper reception required by challenging tacti-
cal applications, and A = 1, i.e., the transmitter power and antenna
gain are the same as the jammer’s transmitted power and antenna
gain, as the values of the parameters used in the computations.

6.2. Experimental results for the brigade with three battalions

The generic scenario is depicted in Fig. 2. The first and the sec-
ond battalions are located along the frontline and the third battal-
ion is located behind them. The border of transmitter location site
surrounds the borders of the battalions and the jammer location
site lies approximately 1km away from the frontline with a depth
of 2 km.

In an attempt to evaluate the proposed decomposition method,
we solved both the deterministic and the probabilistic RCIP mod-
els with this scenario. For each parameter setting provided in
Section 6.1, we generated 10 different problem instances by ran-

domly determining the locations of receivers, possible transmitter
and jammer location sites depending on the given width, depth
and borders of the military unit’s deployment on the battlefield.
Each row in Table 1 displays the average number of iterations, so-
lution times (in CPU seconds) and the objective function values
of 10 randomly generated problem instances. The results for the
deterministic and probabilistic approaches are depicted in sepa-
rate multicolumns. The objective function value of the determinis-
tic RCIP refers to the minimum number of receivers (out of R) that
will be covered even under the smartest jamming attack, whereas
that of the probabilistic RCIP expresses the expected coverage. We
also preface the average percentage coverages these objective val-
ues correspond to. The breakdown of solution times into master
and subproblems as well as the average number of iterations dur-
ing the decomposition method are also depicted under columns
MP, SP and # iterations in each approach, respectively.

It is readily observed that the coverage improves as the num-
ber of transmitters increases and worsens as the number of jam-
mers increases. The results clearly show that both the determin-
istic and the probabilistic approaches are able to solve all the in-
stances to optimality within reasonable solution times (under five
minutes). As expected, solution times increase in both approaches
as problem dimensions R, T, and ] increase. On the average, 88.3%
of the total solution time is spent for solving the subproblems in
the deterministic approach, while 97.9% of the total solution time
is spent for solving the master problems in the probabilistic ap-
proach. This is an expected result as the master problem models
for P-RCIP and the subproblem models for RCIP involve extra bi-
nary variables when compared with their counterpart variants and
hence are computationally more challenging.

6.3. Effects of proposed enhancements

We applied each enhancement proposed in Section 4.2 both in-
dividually and collectively, solved RCIP with the same instances
presented in Table 1 and observed the results in Table 2. The ex-
periments reveal that starting with the initial AT solution provided
by our heuristic reduces the average number of iterations by 14.9%.

Frontline between DF and AT

L1

Border of battalions (receiver location site) Jammer location site

Transmitter location site

Fig. 2. Sketch of the scenario for a brigade with 3 battalions.



Table 1
Solution statistics of deterministic and probabilistic RCIP for the brigade with 3 battalions.

Deterministic Probabilistic
Solution times (seconds) Objective value Solution times (seconds) Objective value
R T J p q  #iterations MP SP Total # of receivers covered  Coverage percentage #iterations ~ MP SP Total # of receivers covered  Coverage percentage
200 100 100 3 2 61 14 10.5 11.9 143.2 71.6% 1.7 28.0 0.5 285 1333 66.7%
3 51 09 16.8 17.6 119.3 59.7% 2 41.6 0.7 423 115.1 57.6%
4 62 1.2 10.1 113 106.3 53.2% 23 475 08 483 102.7 51.4%
5 45 0.5 33 3.8 99.5 49.8% 2 38.6 0.6 392 93.8 46.9%
215 110 10 4 2 64 3.2 21.7 249 169.6 78.9% 24 60.3 11 61.4 160.6 74.7%
3 73 3.6 78.9 825 152.6 70.9% 23 60.4 09 613 142.4 66.2%
4 98 8.8 57.1 65.9 136.5 63.5% 2.6 73.8 11 74.9 129.1 60.1%
5 93 7.3 339 41.2 127.5 59.3% 24 67.8 0.8 68.6 119.2 55.4%
6 71 29 213 24.2 119.4 55.5% 2.6 100.1 09 1010 1113 51.8%
230 120 120 5 2 96 187 356 54.3 206.7 89.8% 24 98.8 1.0 9938 181.8 79.1%
3 89 129 1439 1568 194.8 84.7% 2 68.0 1.0 69.0 164.2 71.4%
4 107 77 119.6 127.3 184.0 80.0% 19 51.8 08 526 1511 65.7%
5 111 136 655 79.1 155.1 67.4% 25 85.9 12 870 140.4 61.1%
6 102 9.4 46.5 55.9 146.3 63.6% 3 103.7 13 105.0 131.6 57.2%
7 82 43 443 48.6 137.2 59.7% 3.2 1224 14 1239 124.5 54.1%
245 130 130 6 2 85 135 326 46.1 2341 95.5% 31 2089 1.7 2106 203.8 83.2%
3 108 384 2631 3015 2159 88.1% 2.8 1485 14 1499 1871 76.4%
4 92 142 2852 2994 199.9 81.6% 1.7 58.5 09 594 174.3 71.1%
5 92 122 2095 2217 188.2 76.8% 22 78.1 12 793 163.8 66.9%
6 88 6.6 136.1 142.7 176.8 72.2% 2.6 98.0 1.3 993 155.1 63.3%
7 17 34 1213 124.7 165.4 67.5% 2.7 1055 12 106.7 147.3 60.1%
8 87 5.2 82.1 873 154.9 63.2% 25 121.2 16 1228 140.6 57.4%

Table 2
Effects of proposed enhancements.
Heuristic initial solution Preprocessing Dominance relation All enhancements
Solution times (seconds) # preprocessed z, variable Solution times (seconds) Solution times (seconds) Iteration Solution times (seconds)

R T ] p q #iter. MP SP Total z2=0 z =1 Total MP SP Total MP SP Total #iter.  imp.% MP SP Total imp.%

200 100 100 3 2 43 0.9 75 83 0.8 108.9 109.6 1.0 1.9 29 11 1.8 29 4.1 33 0.6 0.6 1.2 90
3 41 0.5 123 129 5.1 93.1 98.2 0.9 11.3 12.2 0.9 49 5.7 4.2 18 0.6 31 3.7 79
4 49 0.9 5.7 6.6 113 89.9 101.2 0.9 49 5.8 0.9 2.6 35 4.7 24 0.6 0.8 1.5 87
5 33 0.3 1.5 1.8 22.0 84.8 106.9 0.5 2.1 2.7 0.4 13 1.6 34 24 0.2 0.3 0.5 87

215 110 1m0 4 2 53 23 18.8 211 0 148.7 148.7 3.2 5.9 9.1 44 41 85 5.5 14 2.6 0.9 34 86
3 62 32 63.2 66.4 11 1174 118.5 3.9 449 489 44 263 307 5.8 21 2.3 136 159 81
4 92 8.1 46.8 54.9 6.4 106.2 112.6 9.3 26.1 354 9.3 152 244 9.6 2 8.8 9.8 18.5 72
5 88 83 253 33.6 14.9 98.7 113.6 8.1 14.7 22.8 5.7 8.6 14.3 7.9 15 4.1 3.8 7.9 81
6 57 1.6 14.9 16.5 28.9 96.8 125.7 33 11.9 15.2 2.8 6.2 9.0 5.7 20 13 19 33 87

230 120 120 5 2 75 71 29.6 36.6 7.8 164.7 172.5 134 49 18.3 75 41 11.7 72 25 5.7 1.0 6.7 88
3 73 5.5 102.6  108.1 14.8 1321 146.9 8.4 50.3 58.7 8.4 396 48.0 7.4 17 7.9 1.0 8.8 93
4 104 136 1296 1432 19 122.2 1241 138 598 73.7 173 441 614 7.7 28 6.2 21.7 279 82
5 103 147 582 72.8 7.7 155.1 162.8 134 321 45.5 11.2 224 336 10 10 11.7 134 251 68
6 85 5.9 422 48.1 18.2 108.5 126.7 6.2 20.2 26.4 6.5 146 211 8.7 15 6.9 9.2 16.1 71
7 65 2.5 304 329 26.1 95.5 121.6 34 18.7 221 4.8 15.1 18.9 7 15 2.8 75 10.4 79

245 130 130 6 2 79 135 321 45.6 0 201.3 201.3 14.1 3.6 17.7 148 54 20.3 8.2 4 153 09 16.3 65
3 101 30.1 2235 2536 0 163.6 163.6 389 1175 156.4 431 825 1256 10 7 29.7 404 701 77
4 74 133 1514 164.6 0.1 1544 154.5 16.0 1576  173.6 178 981 116.1 8.2 1 226 337 563 81
5 73 5.6 108.6 1141 31 1421 145.2 9.8 78.5 88.3 8.8 438 527 7.2 22 49 19.7 247 89
6 75 34 89.6 93.1 8.2 131.5 139.7 6.4 68.5 74.9 5.4 40.5 459 7.9 10 39 213 25.1 82
7 67 2.4 82.4 84.8 12.9 1211 134.0 39 63.2 67.1 2.7 365 393 6.1 21 1.6 171 18.6 85
8 86 5.6 79.8 85.4 249 113.9 138.8 5.7 414 471 4.2 234 277 7.3 16 39 133 17.2 80

80¢
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Through preprocessing, 59.4% of the z, variables are fixed and the
average solution time reduces by 49.6%. Finally, identifying dom-
inance relations between possible jammer locations yields an av-
erage of 64.9% reduction in solution times. Table 2 also presents
the results obtained by applying all enhancements simultaneously,
which provides an average of 16.8% reduction in the number of
iterations and 81.3% reduction in solution times. Additionally, the
results show that after applying all the enhancements, the percent-
age of the total solution time spent to solve the subproblems re-
duced from 88.3% to 59.4%.

6.4. Experimental results for the brigade with four battalions

We solved RCIP and P-RCIP for a brigade level military unit with
four battalions and tested the performance of the proposed decom-
position method on four different probable scenarios. While all en-
hancements were utilized for RCIP models, the preprocessing en-
hancement was not available for P-RCIP models.

6.4.1. Scenarios

We designed scenarios to reflect not only the initial but also the
probable subsequent phases of a military operation. Sketches of all
the scenarios are depicted in Fig. 3. Scenario 1 (Fig. 3(a)) reflects

the initial phase of a military operation. We assume that three bat-
talions are positioned along the frontline and the fourth battalion
positioned behind serves as a reserve unit. In Scenario 2 (Fig. 3(b)),
we assume that the brigade improves its attacks from the north
and thereupon the brigade commander deploys the reserve battal-
ion to the north in order to support the improvement or exploit
a possible breakthrough. A symmetric scenario can be visualized
to represent a southern improvement. To investigate the effects of
improvement from the middle of the frontline we provide Scenario
3 (Fig. 3(c)). Finally, we investigate the effects of a withdrawal
operation conducted by the brigade in Scenario 4 (Fig. 3(d)). We
assume that the battalions of DF, especially the second battalion,
strive hard to prevent an AT breakthrough. Hence, the commander
is keeping the reserved battalion very close to the second battalion
in order to quickly exploit the situation in case of emergency.

6.4.2. Numerical results

Table 3 presents the solution statistics of RCIP and P-RCIP based
on the scenarios described above. Each row depicts the average re-
sults obtained by solving 10 randomly generated problem instances
with the specified parameter choices.

For fixed R,T,] and p values, solution times for RCIP increase
rapidly as q increases in the beginning but decrease gradually
afterwards. The main reason of this pattern is the number of

(c) Scenario 3

(d) Scenario 4

== Frontline between DF and AT

I:l Border of battalions (receiver location site)

Transmitter location site

Jammer location site

Fig. 3. Scenario sketches.
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Solution statistics of deterministic and probabilistic approaches on different scenarios.

Objective function value

Solution time (seconds)

Scenario 4

det.

Scenario 3

det.

Scenario 2

det.

Scenario 3 Scenario 4 Scenario 1
det.

Scenario 2

Scenario 1

det.

prob.
151.6
128.4
117
99.1

prob.
1519

prob.
154.5
129.9
113.2
101.1

prob.
156.1
1312

prob.
7

det.

prob.
48.2

det.
34

prob.
55.5

det.
8.4

prob.
58.2

166.9
130.3
102.1
8

167.3
125.7
101.4
86.6

165.1

172.6
1314
1155
102.6
94.5

6.1

19.2

77
313

47

100 100

250

129.7
112.8
101.2

126.5
103.5

91.6

771

5221
87.8
276
79

56.4
56.2

60.5

54.8

117.7
55.1

70.7

1144
103.1

1135
1158
90.3
7

303

64.5

873

6.9

77.8
76.1

14.9
5.4

80.6
971

12.7
49

3

142.5
116.5
1239
95.5

4.2

90.3

79.3

921

771

91.8

829

94.8

17
7.7

179.8
154.9
1372

201.8

183.7
155.7
139.6
125.9
115.3
1071

205.5

184.1
157.2
138.5
124.8
114.6

203.2

182.1

193.7
159.2
1379

26.1 57.7 73.6 0.4

88.9
8

3.2

110 110

270

159.5
132.8
116.9
107.8
101.1

155.8
1235
113.6

160.3
131.2

155.5
1373
124.7
115.1

107.5

101.2

952.6
410.9
166.5
26.8

89.8

739.9
513.2
2504
336

952.3 13

3876

117.6
34.2

3

1225
1253

753
126.3
106.2
131.2
88.4

112.7
1249
186.5

129.5
217.7
2244
326.1
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123.8
1142

114.8
104.1
98.6

125.0
113.7
107.1

110.7
341

17.6

104
41

102.7
95.7

148.5
123.6
83.8

172.4
1429

106.7
209.8

106.6
206.1

16.6

21.2

2534
1341
150.1

1.7

233.6

210.8

235.1

2276

206.7
179.6
161.1

2314

1715

273

146.3

207.6
165.1

120 120 24.2
893.6

290

183.3
163.2
148.8
1376
1291
121.6
2319

195.2
164.0
1449
1301
1214
113.2

185.4
164.9
150.5
139.4
130.7
1235

200.8
162.9
1431

179.8
161.8

185.3

190.3
162.7
1474
135.7
126.7
1203
260.0

4005.3

161.5
92,6

1007.2

2745.9

3
4

159.0
142.6
131.6

3729.6

12544
5915

133.7
158.5

1049.8
359.6
1021

160.1
186.1
2249
365.9

1394
441

1483
137.8
1293
1223

147.6
137.2

156.7
1411

1405.9
3358

150.5
100.2
147.8
1575
139.8
195.8
170.6
2134
168.8
143.2
1471
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132.0
122.8
1153

96.7

286.7
372.8

221

123.9
17.7

128.9
1221
230.5
204.1

216.8
2169
161.7

147.6
52.8

49.2

45.5

20.6
8.9

390.5 387

24

23.7

477.5

265.9

235.6
208.9
187.7
172.5

265.9

236.5
209.1

264.9
2281

1172

28.8

104.6

3729
220.8
2152
2254
269.3
4181

221

130 130

310

205.8

2248
191.6

2329
196.6
169.1
155.1

219.0

330.5

31074

1463.3

228.7
170.2
179.8
142.9
155.6
190.5
215.6

27873

683.7

3
4

186.6
171.7
159.7
149.9
141.8

189.1

195.4
1734
159.8
1474

185.1

195.4
178.9
165.6
155.2
146.6
1376

190.7
130.8
144.9
179.1

4875.4

4583.5
689.8
326.1

4244.6

266.5

1735
1573
145.9
136.5
128.6

174.4
162.7
153.2
1451

170.7
159.5
150.1
142.6

2466.8
715.8

1640.7
498.2

89.6
473

160.4
150.8

144.6
135.0
1271

258.8
238.6
116.3

158.8
76.5

278.6
1125
94.8

26.7
153

1424
1355

138.3
126.6

189.3

202.6

267.4
435.1

134.8

1379

136.4

299.1

66.4

12.3

preprocessed z, variables as given in Fig. 4, which directly af-
fects the sizes of subproblems in RCIP. For small q values, DF is
at a greater advantage and many receivers are identified as non-
jammable. On the other hand, as q increases, AT gains power and
the number of receivers that are surely jammed increases. Thus,
for small and large values of g, a large number of z; variables are
fixed, reducing the subproblem sizes and thus resulting in smaller
CPU times. In general, the overall solution time attains its maxi-
mum value (printed bold in the table) when the algorithm identi-
fies the least number of preprocessed z. variables. We do not see
this trend in the probabilistic case since the majority of the so-
lution time is spent for tackling the master problem. When com-
pared with the deterministic approach, we observe that 81.2% of
the instances in which ¢ =3 or q =4 are solved in shorter times
by the probabilistic approach.

The optimal solution values in different scenarios are also pre-
sented in Table 3. As expected, coverages in both the deterministic
and the probabilistic models decrease as g increases. The marginal
loss in the coverage due to the incremental change in the number
of available jammers is high for small g values but gradually de-
creases as q increases. The reason of this gradual decrease stems
from the fact that AT is restricted to locate all jammers in a par-
ticular area. Hence, as q increases AT wants to jam the commu-
nicating receivers that are far behind the frontline, but restriction
on the location area causes more overlap on the jammer cover-
age. Also, we observe that the optimal solution value of the de-
terministic approach is greater than the optimal solution value of
the probabilistic approach in 88% of the instances with g<3 and
less than the optimal solution value of the probabilistic approach
in 90% of the instances with q> 6. For small g values many of the
receivers are counted as communicating (z- = 1) in the determin-
istic case but only communicating with a high probability (pz; ~ 1)
in the probabilistic case. A similar reasoning explains the difference
in large g values.

6.5. Heuristic methods for RCIP

RCIP is a fairly large bilevel programming problem with binary
variables both in the first and the second stages. Although, we are
able to solve large instances in reasonable times, in order to ob-
tain quick solutions for the aforementioned instances and evaluate
the exact solution method, we also propose two heuristic solution
methods.

6.5.1. Heuristic 1

In this method, we ignore the adversarial effect and the bilevel
structure of RCIP and solve the maximum covering location prob-
lem (Church and ReVelle, 1974) by the communication range cov-
ering criteria.

As in the bilevel formulation of RCIP, we let 7(r)={te
T | PthGrdi?,r >y} denote the potential transmitter locations that

can communicate with receiver r € R and use the following deci-
sion variables.

X = 1 if a transmitter is located on transmitter site t € 7
0 otherwise

Z — 1 if receiver r € R is communicating
0 otherwise.

The maximum covering location problem then becomes:

Max >z (55)
reR
st zr< Y X% TeR (56)

teT (r)
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Fig. 4. #preprocessed z. variables against ¢ in different scenarios for RCIP.

Zx[ <p reR (57)
teT
x €{0,1} teT (58)
zr €{0,1} rerk (59)

This mathematical model maximizes the total number of re-
ceivers (55) that are determined as covered (56) by locating at
most p transmitters (57).

6.5.2. Heuristic 2

Inspecting the optimal transmitter locations as output by our
exact solution method, we observed that each battalion has at least
one transmitter located to cover the receivers within the battalion
site and nearby. This observation is also in sync with the current
practices that are used to locate transmitters in the field. Our sec-
ond heuristic solution method relies on these principles while lo-
cating transmitters. For each battalion, a transmitter with the high-
est cumulative signal power on the receivers of that battalion is
chosen. If p is greater than the number of battalions, the remain-
ing transmitters are sequentially located in nonincreasing order of
their additional signal power considering all the receivers in the
field. Algorithm 2 formalizes our method.

The optimality gaps (100 x RClP=Heuristicy of hoth of the heuris-
tics for each scenario of Table 3 are presented in Table 4. The op-
timal and heuristic objective values are also depicted in Fig. 5. In-
specting these results, we observe that Heuristic 2 clearly outper-
forms Heuristic 1. The main reason behind this difference is the
fact that the coverage criteria in Heuristic 1, a simple yes or no
value, ignores the level of signal power on receivers, which is uti-
lized in Heuristic 2. Another apparent observation is that for both
heuristics, the optimality gaps increase with increasing g values

Algorithm 2: Heuristic 2.
Result: Transmitter Location Decision
Let B be the number of battalions and R, be the set of
receivers of battalion b;
forte7T and r e R do
L SPy = PthGrd%xr;

b« 1;
while b < p do
if b < B then
fort e 7T and re Ry do
| total_SP; « total_SP; + SPy;
f = argmax{total_SP};
teT:x=0
X <1,
b<b+1;
else

for r ¢ R do
L current_SP. < max SPx;;
teT

fort e 7 and r e R do
additional _SP; «
L additional_SP; + max{0, SP; — current_SP};
f = arg max{additional_SP:};
teT:x=0
X< 1;
b<b+1;

(with the adversary getting stronger) as well as with the dimen-
sions of the instances. In conclusion, even though the heuristic ap-
proaches are very efficient in terms of solution times, both of them
fail to reflect the adversarial structure of the problem. For some
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Table 4
Optimality gaps of heuristic approaches in each scenario.
Gap values
Scenario 1 Scenario 2 Scenario 3 Scenario 4

R T J P q Heuristic 1 Heuristic 2 Heuristic 1 Heuristic 2 Heuristic 1 Heuristic 2 Heuristic 1 Heuristic 2

250 100 100 2 266 45 12.2 29 222 2.0 17.9 154
3 290 10.1 19.2 7.7 28.6 55 234 183
4 361 239 271 15.2 34.2 121 30.7 18.6
5 400 30.9 35.5 25.0 39.7 21.2 388 216
6 438 38.0 414 31.0 44.7 29.2 46.3 28.2

270 110 110 5 2 264 72 24.8 16.9 25.5 129 18.8 18.5
3 345 16.1 349 215 26.5 16.3 24.0 224
4 393 255 43.0 255 28.6 208 30.0 25.0
5 461 349 49.7 323 38.6 299 35.6 281
6 495 423 54.8 371 42.6 35.0 42.5 32.7
7 532 46.5 58.7 44.0 479 39.6 48.6 378

290 120 120 6 2 303 222 26.4 23.0 284 235 214 20.0
3 339 335 339 30.1 36.0 31.7 275 24.8
4 378 38.6 40.1 338 38.1 325 318 279
5 431 42.7 44.8 35.8 42.8 354 37.8 336
6 475 46.4 49.0 38.6 472 40.1 43.0 38.7
7 509 47.8 51.9 424 50.2 433 48.0 441
8 558 49.8 54.5 45.9 521 46.6 51.1 46.9

310 130 130 7 2 285 14.5 28.0 17.2 24.0 16.5 26.6 22.0
3  36.0 20.2 35.5 241 321 24.5 33.6 243
4 424 272 38.6 274 348 29.1 38.0 26.0
5 472 323 40.5 314 375 319 43.2 28.5
6 504 36.8 44.2 359 399 376 46.6 30.5
7 532 409 46.9 383 435 414 50.4 33.0
8 555 44.0 50.2 40.9 453 44.7 53.6 35.2
9 572 453 515 41.6 470 48.2 56.6 36.5

parameter settings, the average gaps can be as large as 50%, which
clearly indicate the value of the bilevel solution approach for RCIP.

6.6. Tactical insights

One of the 10 instances where R =250 and T =J = 100 is cho-
sen for each scenario in the first multirow of Table 3 and the op-
timal transmitter and jammer locations for RCIP and P-RCIP cor-
responding to different choices of p and q values are depicted in
Fig. 6.

For Scenario 1, it is observed that if p is equal to the number of
battalions, then we have one transmitter located within the bor-
derline of each battalion. With p value exceeding the number of
battalions, the surplus transmitters are placed within the border-
line starting from the locations that are closer to the frontline since
they are exposed to more powerful jamming signals compared to
the receivers far from the frontline.

When we investigate the deterministic and probabilistic solu-
tions in Scenario 2, different from Scenario 1 we observe that as
q increases, DF locates the surplus transmitter to the 4th battalion
that serves as a reserved battalion rather than locating to the 3rd
battalion that improved inwards the enemy lines. This result im-
plies that if a battalion accelerates its attacks and moves further
forward than the others, it typically becomes more susceptible to
jamming.

In Scenario 3, we observe that optimal jammer locations are
dispersed on the northern and southern parts of the possible jam-
mer location site and as q increases, jammers are located collec-
tively in order to increase their additive effect. To cope with the
situation, the defender locates one transmitter to each battalion
when p =4 and generally locates more transmitters to the central
region when p > 5.

In Scenario 4, we realize that optimal jammer locations are
gathered in the center of the possible jammer location site since

AT has the advantage of controlling the center of the tactical area
in this scenario and uses this advantage to jam a larger portion of
receivers. This makes the receivers in the center very susceptible
to jamming. Therefore, defender locates more transmitters in the
central region, especially when p > 5.

In conclusion, the results indicate that transmitter location de-
cisions are getting complicated for scenarios 2,3, and 4 that re-
flect the subsequent phases of a military operation. We suggest
that rather than using the transmitters homogeneously, comman-
ders must concentrate the effects of available transmitters in the
decisive place by allocating minimum essential power to secondary
places. To this end, RCIP can provide very useful courses of actions
in a very short time, especially for complex situations as in scenar-
ios 2,3, and 4.

One very fruitful observation common to all scenarios is the
closeness of location decisions in RCIP and P-RCIP. Depending on
the problem parameters, the approach more advantageous in solu-
tion time may be utilized to guide the commander.

6.7. Sensitivity analysis on JSR threshold value (&)

Table 5 presents the solution times and the optimal solution
values of the deterministic approach when JSR threshold value (&)
varies between —3 dB and -7 dB for specific problem instances
in each scenario. The results show that the algorithm attains the
maximum solution time (highlighted in bold for each parameter
setting) when & = —3 dB except for two sets of 10 instances in
Scenario 4 and decreases dramatically for each 1dB decrement in
€. This decrease in solution times largely depends on the num-
ber of preprocessed z; variables. As ¢ decreases, receivers become
more susceptible to jamming and therefore the number of re-
ceivers that cannot be protected from jamming (i.e. z- = 0) in-
creases and the number of receivers that are not jammed (i.e.
zr = 1) decreases. Since the number of receivers that are close to
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Table 5

Sensitivity analysis of JSR threshold value (¢).

Solution times (seconds)

Scenario 1 Scenario 2 Scenario 3 Scenario 4
¢ in dB ¢ in dB ¢ in dB ¢ in dB
R T ] q -3 -4 -5 -6 -7 -3 -4 -5 -6 -7 -3 -4 -5 -6 -7 -3 -4 -5 -6 -7
250 100 100 3 1400 672 336 56 3.8 261.8 190.9 1015 641 22.5 136.9 1043 60.5 26.0 10.0 278.5 435.5 740.5 1786 384
4 1121 10.8 44 4.8 33 194.5 100.1 484 109 7.9 101.9 67.0 303 13.8 5.5 700.5 566.8 135.8 278 104
5 85 3.0 34 22 0.8 111.6 54.0 15.8 54 32 70.9 324 19.7 6.4 29 502.4 100.5 34.7 8.6 45
270 110 110 4 5561 1070 392 146 6.6 1476.2 1296.0 4474 1696 372 14232 10366 348.0 193.0 483 1865.1 2850.8 595.6 188.9 351
5 1187 266 190 73 3.7 1867.5 4495 1380 322 11.5 1165.9  608.5 261.8 470 17.6 2139.6 504.3 282.0 384 23.0
6 285 12.2 162 3.2 14 604.0 212.0 40.0 12.1 11.0 849.7 299.1 441 216 13.1 750.1 80.8 36.0 18.2 11.2
290 120 120 5 7654 24577 471 305 12.7 5776.7 13261 4521 1233 436 2818.7 25275 7153 1168 1013 8408.7 7501.0 31451 396.8 1144
6 1376 602 249 100 54 11946  756.0 1098 571 339 25370 5832 131.8 733 45.1 9011.7 22923  335.6 1586 589
7 859 311 217 57 5.8 431.8 155.6 85.5 25.0 304 1019.6  188.7 67.6 53.5 331 2583.5 3185 161.0 64.9 443
310 130 130 6 4146 901 639 269 167 25243 17801 5284 2325 1915 5761.0 23409 3819 2023 799 2930.6 26143 10961 1383 399
7 1329 712 299 194 115 19670 792.6 309.6 221.8 418 2892.7 3422 249.7 86.2 70.8 15,029.7 3823.0 559.7 2646 98.2
8 587 355 176 83 53 775.0 325.3 163.7 106.7 35.0 573.2 259.1 106.5 69.5 34.7 4989.5 615.2 3109 1254 855
Coverages
Scenario 1 Scenario 2 Scenario 3 Scenario 4
¢ in dB ¢ in dB ¢ in dB ¢ in dB
R T J q -3 -4 -5 -6 -7 -3 -4 -5 -6 -7 -3 -4 -5 -6 -7 -3 -4 -5 -6 -7
250 100 100 3 1753 1526 1314 1187  105.7 1684 1472 1265 1083 939 168.6 1484 1257 106.1 89.6 171.7 1482 1291 106.5 90.6
4 144.8 1275 115.5 1021 913 140.6 120.9 103.5 91.1 79.6 142.4 120.6 101.4 86.2 74.6 143.9 120.4 1021 871 772
5 1281 1159 1026 918 814 1209 103.5 916 80.3 72.6 121.7 101.8  86.6 751 68.2 120.5 1008 86.9 777 69.6
270 110 110 4 1758 1533 1379 1246 1113 1823 1583 1312 114.1 101.7 186.1 1599 1329 1133 100.1 1754 1505 1328 1161 105.3
5 1539 1383 1252 1148 100.7 158.7 1319 1148 1021 93.6 161.6 137.2 1136 1004  89.5 151.3 1313 1168 1054 951
6 1411 1276 1137 1033 931 136.2 1185 104.1 95.8 86.8 137.7 1169 1027 924 81.7 134.1 119.9 107.8 979 86.2
290 120 120 5 1839 163.1 1474 1331 120.2 180.7 1583 1426 1291 117.2 1924 1635 1431 1262 1118 1852 162.6 1449 1441 1143
6 1667 1505 1357 1225 1121 1649 1447 1316 1199 108.7 169.6 1469 1324 1148 101.2 166.6 1455 1301 117.8 105.3
7 1558 1407 126.7 116.7 104.4 1514 1359 1239 1127 100.7 1534 1364 1228 1059 931 153.2 1356 1214 1089 96.6
310 130 130 6  199.1 1819 165.6 1499 1335 1988 1785 1598 1419 126.5 202.8 173.7 1551 1388 1225 2008 1765 1573 1446 1241
7 1878 1711 155.2 1388 1231 184.7  166.1 1474 1315 1174 182.7 1612 1446 1283 1117 186.8 1648 1459 1321 117.7
8 1785 1622 1466 1294 1161 1726 1555 1383 1228 1098 169.6 1513 1349 1189 103.1 1723 1525 1365 1224  108.6
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Fig. 7. Sensitivity analysis for the path loss exponent.

the frontline is larger than the number of receivers located at the
rear parts of the battlefield, the increment in the number of re-
ceivers for which z = 0 is more than the decrement in the num-
ber of receivers for which z- = 1. Consequently, this enables the
algorithm to preprocess more variables as ¢ decreases. Another
consequence of this fact is that the optimal solution value uni-
formly decreases as € decreases since receivers are more prone to
jamming.

6.8. Sensitivity analysis on path loss exponent rates (c, B)

In order to discuss the effects of the path loss exponent rates,
we conducted experiments for different values of ¢ and B on
a specific problem instance (R=290,T =] =120,P=6,q=4) in
Scenario 1. We let o and B vary between 2 and 4 to be able to
reflect the situations in which the propagation losses are low and
high, respectively. Fig. 7 depicts the solution times and the opti-
mal solution values obtained from these experiments. The results
indicate that solution times are larger for intermediate values of
B (B =2.5 and B = 3) but considerably lower for other values of
B because the proposed solution algorithm can identify more z;
variables to preprocess when 8 =2 (more jamming so rounding
down to z; = 0) or when B8 =4 (less jamming so rounding up to
zr=1).

As expected, we obtain the highest coverage when o« =2, 8 =4
and the lowest coverage when o = 4, 8 = 2. We also conclude that
the optimal value is more sensitive to AT’s path loss exponent 8
rather than DF's path loss exponent o because  becomes more
decisive as we add jammer signals in calculating JSR when com-
pared to single transmitter signal effect. In order to find out how
path loss exponent rates o and f affect the location decisions of
DF and AT, we solved an exemplary instance of Scenario 1 with
parameters R =250, T =] =100, p=4, and q =3 and presented
the optimal locations of transmitters and jammers in Fig. 8. The
chosen locations indicate that DF locates transmitters very close
to the frontline for high B values but prefers the interior of pos-
sible transmitter location area for low § values. The location deci-
sions of DF are more sensitive to path loss exponent 8 and optimal
transmitter locations differ only a little for different o values. For
a fixed value of «, transmitter locations get closer to the frontline
as B increases, i.e., jamming effect decreases. Moreover, we estab-
lish that optimal jammer locations of AT are independent from the
path loss exponent rate and are always very close to the frontline.
The average distance of transmitter locations to the frontline de-
creases gradually from 2.81 to 0.73km with a slope of —1.03 as
we increase 8 from 2 to 4. In contrast, the average distance of
transmitter locations to the frontline increases from 0.96 to 2.18 km
with a slope of 0.61 as we increase « from 2 to 4. When we com-
pare the absolute values of both slopes we conclude that location
decisions of transmitters are more sensitive to 8 than «.
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Fig. 8. Optimal transmitter and jammer locations for different values of & and 8
when R=250, T =] =100, p=4, and q = 3 in Scenario 1.

7. Conclusions

This paper presented results on the Radio Communications In-
terdiction Problem (RCIP), which identifies the optimal locations of
transmitters to construct a robust radio communications network
among all military units on the battlefield by anticipating the prob-
able jamming attacks of an intelligent adversary. We incorporated
the probabilistic jamming to signal ratio and introduced the prob-
abilistic variant, P-RCIP, in order to include the possible deviation
in the received signal power due to geographical obstacles on the
battlefield.

Adopting a game theoretic approach, RCIP and P-RCIP were for-
mulated as binary bilevel programming problems and solved by
decomposition. In order to improve the solution times, we pro-
posed three enhancements that utilize the dominance relations
between possible location sites, preprocessing, and initial starting
heuristics. In anticipation of different probable subsequent phases
of military operations, we presented four different scenarios and
investigated the computational efficacy of the proposed solution
methods with different parameters based on these scenarios.

We showed that our treatment of formulating the problem with
a bilevel formulation that incorporates the adversarial effect yields
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considerably better decisions when compared against two fast so-
lution methods, a traditional one in the location literature and one
that mimics the decision making process in practice.

We provided some useful tactical insights on transmitter and
jammer location decisions by analyzing optimal solutions under
varying p and q values in each scenario. The results showed that
even though the optimal locations obtained in Scenario 1 are con-
sistent with the expected layout, for other scenarios that reflect
the subsequent phases of a military operation, solutions obtained
by RCIP outperform the experiential results, highlighting the value
of our treatment of RCIP especially in complex military situations.
We also presented sensitivity analyses for problem parameters to
provide invaluable tactical insights in military communication net-
work design.

Considering that armies are not willing to use a wide variety
of transmitters and jammers, we assumed that all the transmitters
and jammers are mutually identical in our study. However, as a
future research direction, our treatment can be adapted not only
to include non-identical transmitters and jammers having differ-
ent technical and tactical capabilities but also to incorporate so-
phisticated jammers and transmitters that are far more proficient
thanks to new emerging technologies. For instance, rather than us-
ing constant jamming, which is energy inefficient, easy to detect
but also easy to launch and disruptive, deceptive, random or re-
active jammers that can perform advanced jamming techniques
may also be considered as a future research direction. The mod-
eling framework will have to be enhanced to consolidate these
type of jammers, which are harder to detect and more energy ef-
ficient. A challenging future research direction would be to inves-
tigate cutting-edge technology function-specific and smart-hybrid
jammers, which can either work on a single channel or jam mul-
tiple channels and maximize jamming throughput by having fre-
quency and channel hopping capabilities, irrespective of the energy
usage (Grover et al., 2014). Finally, integrating transmitters that are
capable to use state-of-the-art approaches to avoid jamming at-
tacks such as channel and frequency hopping, jam mapping, spatial
retreat, and hybrid techniques may certainly enrich the insights of
such a research direction.

Another fruitful research area can be the extension of the static
version of RCIP in a setting where receivers are considered as mo-
bile in the direction of the development of the operation. Reflect-
ing the dynamism on the battlefield, not only the location but also
the relocation decisions of transmitters and jammers may be in-
cluded in the analyses.
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