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#### Abstract

We revisit the classical formulation of the discrete time Bayesian online change detection problem in which the common distribution of an observed sequence of random variables changes at an unknown point in time. The objective is to detect the change with a stopping time of the observations and minimize a given Bayes risk. When the change time has a zero-modified geometric prior distribution, the first crossing time of the oddsratio process over a threshold is known to be an optimal solution. In the current paper, we consider a modeler who misspecifies some of the elements of this formulation. Because of this misspecification, the modeler computes a wrong stopping threshold and follows an incorrect odds-ratio process in implementation. To find her actual Bayes risk, which is different from the value function evaluated with the wrong choices, one needs to compute the expected costs accumulated by the true odds-ratio process until modeler's odd-ratio process crosses this wrong boundary. In the paper, we carry out these computations in the extended state space of both processes, and we illustrate these computations on examples. In those examples, we construct tolerance regions for the parameters to be estimated by the modeler. For a given choice by the modeler, the tolerance region is the set of true values for which her relative loss is less than or equal to a predetermined level.
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## 1. Introduction

Detecting an unobservable change in the probability law of a random sequence is one of the fundamental problems in sequential analysis. Parallel to its rich and diverse application areas, there has been a well-developed literature studying various models with both Bayesian and non-Bayesian aprooaches. We invite the reader to refer to Shiryaev [40, 43], Lorden [25], Zacks [53], Moustakides [29], Basseville and Nikiforov [2], Poor and Hadjiliadis [36], Tartakovsky [46, 48], Dayanik et al. [12], Tartakovsky and Moustakides [50], Polunchenko and Tartakovsky [34], Tartakovsky et al. [47] and their references for a comprehensive treatment of these models and their applications. For some of the latest contributions, Moustakides [30], Fuh and Tartakovsky [19], Tartakovsky [49], Zou et al. [55], Dayanik and Kazutoshi [15], Xu et al. [51] and the references therein can be consulted.

As noted in some of the references above, the main focus in the existing literature is either on finding optimal solutions for relatively simpler formulations or bringing easily implementable solutions with certain desirable (asymptotic) properties for more realistic and difficult formulations. Even though model misspecification issues are of utmost importance from an implementation point of view, they have been discussed in only a small number of papers so far. The exceptions in the non-Bayesian framework include Srivastava and Wu [45], Pollak and Siegmund [33], Molloy and Timothy [27], and Du et al. [16] which

[^0]bring theoretical and numerical results for the performance of a modeler/decision maker who misspecifies especially the post-change probability law of the observations. On the Bayesian side, Ekström and Vaicenavicius [17, Section 3] and Blanchet-Scalliet et al. [7] (see also Blanchet-Scalliet et al. [6]) discuss certain misspecification issues in continuous time settings with Brownian observations. Ekström and Vaicenavicius [17, Section 3] brings certain error bounds for the detection problem under some ordering assumptions, and Blanchet-Scalliet et al. [7] numerically compares in a utility maximization problem (with misspecified parameters) the performance of a detection based investment strategy against those of others. The exact computation of modeler's Bayes risk and her error have never been investigated before in any Bayesian model. This is the contribution of the current paper in the well-known discrete time setting studied in Shiryaev [42, 39]. Similar analyses could also be provided for the analogous continuous time formulations with Brownian motions and (compound) Poisson processes. These analyses require different techniques, and they will be presented in subsequent papers.

The notion of model misspecification generally refers to setting up certain parameters or distributions incorrectly. It does not exclude the existence of parameters or distributions unknown to a modeler/practitioner. Such formulations are given in the literature by means of nuisance parameters or variables; see Hadjiliadis [22], Hadjiliadis and Moustakides [23], Bayraktar et al. [4], Dayanik and Goulding [11], Banerjee and Veeravalli [1], Muravlev and Shiryaev [31], Yang et al. [52] for some examples. In Bayesian formulations, nuisance variables have their own prior distributions, and these distributions may be determined incorrectly. In non-Bayesian settings, on the other hand, unknown parameters may be replaced with their (maximum likelihood) estimates, and this may be based on wrong assumptions on the distributions or uncertainy sets. Overall, misspecifications may exist in any type of model irrespective of how simple or complex it may be.

Studying the consequences of a misspecification in a detection problem requires more than carrying out a sensitivity analysis. In a sensitivity analysis, we investigate how the optimal solution is affected by a change in the parameters/distributions. This does not tell us the magnitude of a loss because of selecting them incorrectly. Even though we still need to solve the problem with modeler's choices to derive her detection policy, additional work is needed to compute the resulting loss.

In the current paper, we address this issue in the classical Bayesian model studied in Shiryaev [42, 39] (see Chapter 4.3 in the latter). As our analysis illustrates, dealing with a misspecification is non-trivial even in this relatively simple setting. The model assumes that we observe a sequence of random variables $X_{1}, X_{2}, \ldots$ having a common distribution $\nu_{0}$. At some unobservable random time $\Theta$ having a zero-modified geometric prior

$$
\begin{equation*}
\mathbb{P}\{\Theta=0\}=\pi \quad \text { and } \quad \mathbb{P}\{\Theta=n\}=(1-\pi)(1-p)^{n-1} p, \quad n \geq 1 \tag{1}
\end{equation*}
$$

for some $\pi \in[0,1)$ and $p \in(0,1)$, the common distribution changes to some other distribution $\nu_{1}$. The objective is to find a stopping time of our observations which will detect the change as accurately as possible by minimizing a Bayes risk. When the Bayes risk is a linear combination of the expected delay in detection and the probability of a false alarm, the analyses in Shiryaev [42, 39] show that the first crossing time of the posterior probability process $\Pi$ over some critical threshold $\pi^{*}$ is an optimal alarm time. This stopping time can equivalently be expressed as the first crossing time of the odds-ratio process $\Phi=\Pi /(1-\Pi)$ over the threshold $\phi^{*}=\pi^{*} /\left(1-\pi^{*}\right)$. In our main analysis in the paper, we use the latter representation since we work with an auxiliary probability measure under which the detection problem translates into an optimal stopping problem for the odds-ratio process.

When it comes to implementation, a modeler has to estimate/set the parameters $\pi, p$ and the distributions $\nu_{0}, \nu_{1}$ in the formulation above. To our best knowledge, there is no single approach that applies to all possibly different applications, and some ad-hoc methods may be relied upon depending on the specific situation under consideration. Estimation based on past data (if available), asking experts' opinions, running candidate detection algorithms (for each possible parameter set) in parallel, and even some simple trial and error are among the available options. For example, as in Shiryaev et al. [41, 44], Zhitlukhin and Ziemba [54], and Buonaguidi et al. [8] (studying different models), if the modeler has a clear idea on when the window for a disorder opens, then she may simply set $\pi=0$. We also make this choice in our numerical examples in Section 4. Buonaguidi et al. [8] studies a credit card fraud detection problem using a continuous time model with compound Poisson arrivals. Authors set the arrival rate of the fraudulent
attacks by expert opinion in a way to match an average for the number of attacks per year (per cardholder). In Shiryaev et al. [41], a financial application (to close a market position) is considered using a discrete time adaptation of a continuous time formulation. Authors consider different values for pre- and post-disorder drift parameters and compare the performances of these choices on the available data. This approach of trying different combinations is also used in Shiryaev et al. [44] and Zhitlukhin and Ziemba [54] for similar applications.

All these methods above and others are naturally prone to errors, and it is important to compute the resulting Bayes risks in order to understand how severe these mistakes can be, should the true parameters/distributions be different. A modeler with incorrect parameters and/or distributions obtains a wrong stopping threshold $\widetilde{\phi}^{*}$ from her model, and she evaluates a different odds-ratio process $\widetilde{\Phi}$. Therefore, she applies a sub-optimal stopping rule in practice. Finding her Bayes risk requires computing the expected costs incurred in the true model by the true odds-ratio process until this incorrect stopping time. In the paper, we show how the resulting Bayes risk can be computed in the extended state space of both processes after noting that they are jointly Markov and therefore standard arguments of dynamic programming apply. Using the observation that the true odds-ratio $\Phi$ is linearly dependent on its initial value, we reduce these computations to a pair of one dimensional function iterations. We give the details in Sections 2 and 3 , and we illustrate the computations in Section 4 on some examples.

In practice, a modeler usually does not know all parameters and distributions exactly. Our analysis here does not provide a method for selecting them either. In fact, there can be multiple methods as indicated above. Regardless of the method(s) she prefers, the modeler can use the results of this paper to compute her potential error against alternative candidates. In particular, she can construct tolerance ranges/intervals for the parameters to be estimated. Given modeler's estimates, the $\alpha \%$ tolerance region denotes the set of true values for which her percentage loss

$$
\begin{equation*}
\frac{\text { Modeler's Bayes risk - True minimal Bayes risk }}{\text { True minimal Bayes risk }} \tag{2}
\end{equation*}
$$

is less than or equal to a given value $\alpha$. If this region is relatively large or includes other potential candidates, this gives the modeler some confidence for implementation. In that respect, the computation of the modeler's Bayes risk and the construction of such tolerance regions are the contributions of the current paper from a practical point of view. In Section 4, we construct such regions and intervals in some of our numerical examples.

Clearly, some or all of the modeler's choices may be incorrect in implementation. We do not make any specific assumption regarding which of her parameters/distributions match the correct ones (except that at least one of her choices is incorrect). We assume, however, that her distributions $\widetilde{\nu}_{0}$ and $\widetilde{\nu}_{1}$ are respectively equivalent (as measures) to true distributions $\nu_{0}$ and $\nu_{1}$. That is, we exclude the problematic and rather unexpected cases in practice where at each observation the modeler may realize with a positive probability that her assumptions are wrong. Dealing with such a model requires further assumptions on the actions taken by the modeler upon such an observation. In particular, one should specify how the distributions $\widetilde{\nu}_{0}$ and $\widetilde{\nu}_{1}$ would be revised in this case. Posterior probabilities should be re-calculated accordingly, and a penalty term may be added to the Bayes risk for changing/updating the modeling assumptions. We leave the study of the effects of various updating rules in different models/applications as future research.

As for the true distributions $\nu_{0}$ and $\nu_{1}$, in Sections 2 and 3 , we give our analysis for the case where $\nu_{1}$ is absolutely continuous with respect to $\nu_{0}$. Many interesting applications in practice satisfy this condition; see also our examples in Section 4. The absolute continuity of the post-change distribution allows us to restate the problem as an optimal stopping problem for the odds-ratio process under an auxiliary probability measure as mentioned above. This approach of changing the measure and working with the odds-ratio has the major advantages that i) the computations are relatively simpler since all observations have the distribution $\nu_{0}$ under this measure, ii) joint Markov property of the pair ( $\Phi, \widetilde{\Phi}$ ) under the new measure and with the observation filtration follows naturally, and iii) linear dependence of the modeler's Bayes risk on the initial point of the process $\Phi$ is an immediate consequence of the linear dependence of this process on this point. Therefore, our main analysis in the paper is based on the convenient and reasonably realistic assumption of absolute continuity of $\nu_{1}$ with respect to $\nu_{0}$. In Appendix B at the end, we complete the picture, and we give a short analysis under the physical measure without this assumption. Under the
physical measure, we work with the correct conditional probability process $\Pi$ and the incorrect one $\widetilde{\Pi}$ used by the modeler. The process $\Pi$ does not depend on its starting point linearly, and the linearity of the Bayes risk on this point is proved inductively instead.

The rest of the paper is organized as follows. In Section 2, we remind the reader the formulation of the detection problem, and we summarize its solution under our auxiliary probability measure. Results in Section 2 are already known; most of them are simply analogous to the corresponding results given in Shiryaev $[42,39]$ under the physical measure. We include that section for completeness and convenience of the reader as the section sets the notation for the rest of the paper. Section 3 gives our main contribution. In that section, we assume that the modeler selects some of the parameters and/or distributions incorrectly, and we compute her Bayes risk. In Section 4, we illustrate the results of Sections 2 and 3 numerically in three settings with different pre- and post-disorder distributions. In Section 5, we conclude our discussion with final remarks and potential extensions. Appendices at the end include supplementary analyses and proofs.

## 2. DETECTION PROBLEM WITH CORRECT PARAMETERS/DISTRIBUTIONS

In the formulation below, the observations take values on some general measurable space. In Section 4, we give examples with real-valued observations.
2.1. Formulation of the problem. Consider a probability space $(\Omega, \mathcal{H}, \mathbb{P})$ hosting a sequence of observation random variables $X_{1}, X_{2}, \ldots$ taking values on some measurable space $(E, \mathcal{E})$, and also a non-negative integer valued random variable $\Theta$ representing our change time. The random variable $\Theta$ has the zeromodified geometric prior distribution given in (1) above. At time $\Theta$, common distribution of random variables $X_{1}, X_{2}, \ldots$ changes from $\nu_{0}$ to $\nu_{1}$. This means that, conditioned on $\Theta=n$, the observations $X_{1}, \ldots, X_{n-1}$ are independent and identically distributed according to $\nu_{0}$, and $X_{n}, X_{n+1}, \ldots$ are independent with distribution $\nu_{1}$. The post-disorder probability distribution $\nu_{1}$ is absolutely continuous with respect to the pre-change distribution $\nu_{0}$.

Let $\mathbb{F}=\left(\mathcal{F}_{n}\right)_{n \in \mathbb{N}}$ be the filtration generated by the sequence $X_{1}, X_{2}, \ldots$ over time. Our objective is to find an $\mathbb{F}$-stopping time (i.e., an alarm time) $\tau$ which will detect the change optimally in the sense that it will minimize the Bayes risk

$$
\begin{equation*}
R_{\tau}(\pi):=c \mathbb{E}(\tau-\Theta)^{+}+\mathbb{P}(\tau<\Theta) \tag{3}
\end{equation*}
$$

consisting of the expected delay cost and the probability of a false alarm. This probability has a unit coefficient in (3) without loss of generality, and the parameter $c>0$ gives the relative importance of the terms. The Bayes risk in (3) is a common choice in the literature. It can also be considered as the Lagrangian form of a constrained optimization problem where the delay is minimized subject to an upper bound on the false alarm probability. As illustrated in Davis [10] and Bayraktar et al. [3], other alternative Bayes risks can be analyzed similarly once re-written under an auxiliary probability measure in terms of the odds-ratio introduced below. See also Poor [35] and Beibel [5] for a slightly different Bayes risk with an exponential penalty for delay and its generalized odds-ratio.

Let us introduce the conditional probability and odds-ratio processes respectively as

$$
\begin{equation*}
\Pi_{k}:=\mathbb{P}\left(\Theta \leq k \mid \mathcal{F}_{k}\right) \quad \text { and } \quad \Phi_{k}:=\frac{\Pi_{k}}{1-\Pi_{k}}, \quad k \in \mathbb{N} \tag{4}
\end{equation*}
$$

with $\Pi_{0}=\pi$ and $\Phi_{0}=\frac{\pi}{1-\pi}$. In terms of the process $\Phi$, using standard arguments (see for example Bayraktar et al. [3]), the expected delay and early false alarm probability of an $\mathbb{F}$-stopping time can be re-written under an auxiliary probability measure $\mathbb{P}_{\infty}$ as

$$
\begin{equation*}
\mathbb{E}(\tau-\Theta)^{+}=(1-\pi) \mathbb{E}_{\infty} \sum_{k=0}^{\tau-1}(1-p)^{k} \Phi_{k} \quad \text { and } \quad \mathbb{P}(\tau<\Theta)=(1-\pi)-(1-\pi) \mathbb{E}_{\infty} \sum_{k=0}^{\tau-1} p(1-p)^{k} \tag{5}
\end{equation*}
$$

where $\mathbb{E}_{\infty}$ above denotes the expectation under this new measure. Our Bayes risk then becomes

$$
\begin{equation*}
R_{\tau}(\pi)=(1-\pi)+c(1-\pi) \mathbb{E}_{\infty}\left[\sum_{k=0}^{\tau-1}(1-p)^{k}\left(\Phi_{k}-\frac{p}{c}\right)\right] \tag{6}
\end{equation*}
$$

The auxiliary measure $\mathbb{P}_{\infty}$ and the physical measure $\mathbb{P}$ are related locally as

$$
\left.\frac{d \mathbb{P}}{d \mathbb{P}_{\infty}}\right|_{\mathcal{F}_{k} \vee \sigma \Theta}=1_{\{\Theta=0\}} Z_{k}+\sum_{i=1}^{k} 1_{\{\Theta=i\}} \frac{Z_{k}}{Z_{i-1}}+1_{\{\Theta>k\}}, \quad k \in \mathbb{N},
$$

with the likelihood ratio process $Z$ given by

$$
\begin{equation*}
Z_{0}=1 \quad \text { and } \quad Z_{k}:=\prod_{i=1}^{k} f\left(X_{i}\right), \quad \text { for } k \geq 1, \text { where } \quad f(x):=\frac{\nu_{1}(d x)}{\nu_{0}(d x)} \tag{7}
\end{equation*}
$$

is the Radon-Nykodym derivative of $\nu_{1}$ with respect to $\nu_{0} . \mathbb{P}_{\infty}$ has the property that no change occurs in the distribution of our observations (or a change occurs at $\infty$ ). That is, our observations $X_{1}, X_{2}, \ldots$ are independent with the distribution $\nu_{0}$, and furthermore they are independent of $\Theta$. Hence, computations can be carried out more conveniently under $\mathbb{P}_{\infty}$.

Thanks to the new representation in (6), the minimal Bayes risk can be expressed as

$$
\begin{equation*}
U(\pi):=\inf _{\tau} R_{\tau}(\pi)=(1-\pi)+c(1-\pi) V\left(\frac{\pi}{1-\pi}\right) \tag{8}
\end{equation*}
$$

in terms of the value function of the optimal stopping problem

$$
\begin{equation*}
V(\phi):=\inf _{\tau} \mathbb{E}_{\infty}^{\phi}\left[\sum_{k=0}^{\tau-1}(1-p)^{k} g\left(\Phi_{k}\right)\right] \quad \text { with the running cost function } g(\phi):=\phi-\frac{p}{c} \tag{9}
\end{equation*}
$$

where $\mathbb{E}_{\infty}^{\phi}$ denotes the expectation under $\mathbb{P}_{\infty}$ for which the underlying process $\Phi$ starts from the point $\phi \in \mathbb{R}_{+}$with probability one.

As in, for example, Shiryaev [40, Chapter 2.3], it can be shown that the odds-ratio process has the explicit form

$$
\begin{equation*}
\Phi_{k}=\frac{Z_{k}}{(1-p)^{k}}\left(\phi+p \sum_{i=1}^{k}(1-p)^{i-1} \frac{1}{Z_{i-1}}\right), \quad k \geq 1, \quad \text { with } \phi=\Phi_{0} \tag{10}
\end{equation*}
$$

and it is easy to verify that $\Phi$ satisfies the recursive relation

$$
\begin{equation*}
\Phi_{k}=\frac{f\left(X_{k}\right)}{1-p}\left(\Phi_{k-1}+p\right), \quad k \geq 1 \tag{11}
\end{equation*}
$$

which is useful for simulating its sample path realizations. The relation (11) also shows that $\Phi$ is a $\left(\mathbb{P}_{\infty}, \mathbb{F}\right)$-Markov process (starting from any point $\left.\phi \in \mathbb{R}_{+}\right)$.
2.2. Solution of the detection problem. It follows by the linear dependence of $\Phi$ in (4) on the initial point $\Phi_{0}=\phi$ and the non-negativity of the coefficient of $\phi$ that the function $\phi \mapsto V(\phi)$ is non-decreasing and concave. We have the bounds

$$
0 \geq V(\phi) \geq-\frac{p}{c} \sum_{k=0}^{\infty}(1-p)^{k}=-\frac{1}{c},
$$

where the upper bound follows by taking $\tau=0$, and the lower bound is due to the non-negativity of $\Phi$. More importantly, it can be shown that there exists a point $\phi^{*} \in\left[\frac{p}{c}, \frac{1}{c}\right]$ such that $V(\phi)<0$ for $\phi<\phi^{*}$ and $V(\phi)=0$ for $\phi \geq \phi^{*}$. Using standard arguments of optimal stopping theory (see Shiryaev [39]) one can verify that

$$
\tau^{*}=\inf \left\{k \in \mathbb{N}: V\left(\Phi_{k}\right)=0\right\}=\inf \left\{k \in \mathbb{N}: \Phi_{k} \geq \phi^{*}\right\}
$$

is an optimal stopping rule. Due to one-to-one relation between processes $\Pi$ and $\Phi$, the optimal stopping time can equivalently be expressed as the first time the process $\Pi$ exceeds the threshold $\pi^{*}=\phi^{*} /\left(1+\phi^{*}\right)$. In plain words, we stop and announce the new regime when its posterior probability or its odds-ratio is sufficiently large. Since $\nu_{0}\{x: f(x) \geq 1\}>0$ and $X_{i}$ s are i.i.d. under $\mathbb{P}_{\infty}$, the arguments in Appendix A.1. (given for modeler's odds-ratio process introduced in Section 3 below) can be modified easily to show that $\tau^{*}$ has (over all starting points) uniformly bounded first moment under $\mathbb{P}_{\infty}$.

From a computational point of view, the function $V$ is the limit of a non-increasing sequence of functions $V_{n}$ s defined as

$$
\begin{equation*}
V_{n}(\phi):=\inf _{\tau \in \mathbb{F}} \mathbb{E}_{\infty}^{\phi}\left[\sum_{k=0}^{(\tau \wedge n)-1}(1-p)^{k} g\left(\Phi_{k}\right)\right], \quad \phi \in \mathbb{R}_{+}, \tag{12}
\end{equation*}
$$

with the notation $a \wedge b=\min \{a, b\}$. The convergence is uniform on $\mathbb{R}_{+}$with error bounds

$$
\begin{equation*}
0 \leq V_{n}(\phi)-V(\phi) \leq(1-p)^{n} / c \quad \text { for all } \phi \in \mathbb{R}_{+} \text {and } n \in \mathbb{N}, \tag{13}
\end{equation*}
$$

and consecutive members of the sequence are computed via the recursive relation

$$
\begin{equation*}
V_{n}(\phi):=\min \left\{0, g(\phi)+(1-p) \mathbb{E}_{\infty}^{\phi}\left[V_{n-1}\left(\Phi_{1}\right)\right]\right\}, \quad n \geq 1, \tag{14}
\end{equation*}
$$

starting from $V_{0}(\phi)=0$. The function $V$ and therefore the point $\phi^{*}$ can be computed/approximated iterating (14) for a large value of $n$. We can select $n$ so that the convergence error in (13) is negligible.
2.3. Computing the delay and false alarm components. Using the optimal time $\tau^{*}$, we define

$$
C(\phi):=\mathbb{E}_{\infty}^{\phi} \sum_{k=0}^{\tau^{*}-1}(1-p)^{k} \quad \text { and } \quad C_{n}(\phi):=\mathbb{E}_{\infty}^{\phi} \sum_{k=0}^{\tau^{*} \wedge n-1}(1-p)^{k}, \quad n \in \mathbb{N}
$$

for which, we have

$$
C_{n}(\phi)=1_{\left[0, \phi^{*}\right)}(\phi)\left\{1+(1-p) \mathbb{E}_{\infty}^{\phi}\left[C_{n-1}\left(\Phi_{1}\right)\right]\right\}, \quad n \geq 1
$$

Here, $1_{\left[0, \phi^{*}\right)}(\phi)$ is the indicator function which is equal to 1 when $\phi<\phi^{*}$ and zero otherwise. The functions $C_{n} \mathrm{~s}$ are non-decreasing and they converge to $C$ uniformly with the error bounds

$$
0 \leq C(\phi)-C_{n}(\phi) \leq(1-p)^{n} / p, \quad \phi \in \mathbb{R}_{+}, n \in \mathbb{N},
$$

and clearly all functions are zero for $\phi \geq \phi^{*}$.
Once $C$ is computed/approximated, the false alarm probability is obtained thanks to (5) as

$$
\mathbb{P}\left(\tau^{*}<\Theta\right)=(1-\pi)-(1-\pi) p C\left(\frac{\pi}{1-\pi}\right)
$$

and the expected delay associated with the optimal alarm rule is then given by

$$
\mathbb{E}\left(\tau^{*}-\Theta\right)^{+}=\frac{1}{c}\left[U(\pi)-\mathbb{P}\left(\tau^{*}<\Theta\right)\right]=(1-\pi)\left[V\left(\frac{\pi}{1-\pi}\right)+\frac{p}{c} C\left(\frac{\pi}{1-\pi}\right)\right]
$$

## 3. A modeler using incorrect parameters/distributions

Consider now a modeler/decision maker who selects some of the parameters or distributions in the formulation above incorrectly. Following the notational convention in the introduction, we use the tilde symbol $\sim$ throughout the rest of the paper to denote the parameters, distributions she chooses and also the resulting expressions she computes. For example, we let $\widetilde{\pi}$ and $\widetilde{p}$ be the parameters she selects for the prior distribution of the change time, and we define $\widetilde{\phi}=\widetilde{\pi} /(1-\widetilde{\pi})$. Similarly, we let $\widetilde{f}$ be the Radon-Nykodym derivative of her pre- and post-disorder distributions $\widetilde{\nu}_{0}$ and $\widetilde{\nu}_{1}$, and $\widetilde{Z}_{n}$ denotes the corresponding likelihood ratio process in (7). As noted in the introduction above, we make the natural assumption that $\widetilde{\nu}_{0}$ and $\widetilde{\nu}_{1}$ are respectively equivalent to $\nu_{0}$ and $\nu_{1}$.

In line with the solution given in Section 2.2 above, the modeler computes the odds-ratio process in (10) with her parameters/distributions, and she stops at the first time $\widetilde{\tau}^{*}$ this process $\widetilde{\Phi}$ exceeds the incorrectly computed threshold $\widetilde{\phi}^{*}$. That is, her alarm time is

$$
\begin{equation*}
\widetilde{\tau}^{*}=\inf \left\{k \geq 0: \widetilde{\Phi}_{k} \geq \widetilde{\phi}^{*}\right\}=\inf \left\{k \geq 0: \frac{\widetilde{Z}_{k}}{(1-\widetilde{p})^{k}}\left(\widetilde{\phi}+\widetilde{p} \sum_{i=1}^{k}(1-\widetilde{p})^{i-1} \frac{1}{\widetilde{Z}_{i-1}}\right) \geq \widetilde{\phi}^{*}\right\}, \tag{15}
\end{equation*}
$$

and the boundary $\widetilde{\phi}^{*}$ is the smallest point at which her value function $\widetilde{V}$ is equal to zero. In Appendix A.1., we show that the exit time of $\widetilde{\Phi}$ from an interval of the form $[0, \alpha)$, for $\alpha>0$, has uniformly bounded first moment over all starting points $\widetilde{\phi} \in \mathbb{R}_{+}$.

Recall that the expressions in (5) hold for any choice of $\mathbb{F}$-stopping time, and it is obvious that $\widetilde{\tau}^{*} \in \mathbb{F}$. Therefore, the resulting Bayes risk is

$$
\begin{equation*}
R_{\widetilde{\tau}^{*}}(\pi)=(1-\pi)+c(1-\pi) \mathbb{E}_{\infty}\left[\sum_{k=0}^{\tilde{\tau}^{*}-1}(1-p)^{k} g\left(\Phi_{k}\right)\right] \tag{16}
\end{equation*}
$$

computed, however, with correct parameters $\pi, p$, and true odds-ratio process $\Phi$. In order to find modeler's Bayes risk and her error, we need to compute the expectation in (16) above.

Observe that the processes $\Phi$ and $\widetilde{\Phi}$ are jointly driven by our observations as

$$
\left[\begin{array}{c}
\Phi_{k}  \tag{17}\\
\widetilde{\Phi}_{k}
\end{array}\right]=\left[\begin{array}{cc}
f\left(X_{k}\right) /(1-p) & 0 \\
0 & \widetilde{f}\left(X_{k}\right) /(1-\widetilde{p})
\end{array}\right]\left[\begin{array}{l}
\Phi_{k-1} \\
\widetilde{\Phi}_{k-1}
\end{array}\right]+\left[\begin{array}{l}
p /(1-p) \\
\widetilde{p} /(1-\widetilde{p})
\end{array}\right] .
$$

Since our observations are i.i.d. under $\mathbb{P}_{\infty}$, it follows easily from (17) that $(\Phi, \widetilde{\Phi})$ is a Markov pair under this measure (and with the filtration $\mathbb{F}$ ). Hence, we can express the expectation in (16) as a function of their initial values $\phi$ and $\widetilde{\phi}$ respectively as

$$
\begin{equation*}
W(\phi, \widetilde{\phi}):=\mathbb{E}_{\infty}^{(\phi, \widetilde{\phi})}\left[\sum_{k=0}^{\widetilde{\tau}^{*}-1}(1-p)^{k} g\left(\Phi_{k}\right)\right], \quad(\phi, \widetilde{\phi}) \in \mathbb{R}_{+}^{2} \tag{18}
\end{equation*}
$$

where, similar to the notation $\mathbb{E}_{\infty}^{\phi}$ in the previous section, $\mathbb{E}_{\infty}^{(\phi, \tilde{\phi})}$ denotes the expectation under the measure $\mathbb{P}_{\infty}$ for which $\Phi_{0}=\phi$ and $\widetilde{\Phi}_{0}=\widetilde{\phi}$ with probability one. In the sequel, we omit the first argument in the superscript if the random variable whose expectation we compute depends only on the process $\widetilde{\Phi}$ and its initial point $\widetilde{\phi}$. We also adopt the same convention for the measure $\mathbb{P}_{0}$ introduced in Lemma 1 below.

Inside the expectation in (18), $\widetilde{\tau}^{*}$ depends on $\widetilde{\phi}$ and it is free of $\phi$; see (15). Clearly, $\Phi_{k}$ is a function of $\phi$ and it is free of $\widetilde{\phi}$. Using now the explicit form of $\Phi$ in (10), it is easy to verify that we can write $W$ as

$$
\begin{equation*}
W(\phi, \widetilde{\phi})=\phi A(\widetilde{\phi})+B(\widetilde{\phi}) \tag{19}
\end{equation*}
$$

with

$$
\begin{equation*}
A(\widetilde{\phi}):=\mathbb{E}_{\infty}^{(\cdot, \tilde{\phi})}\left[\sum_{k=0}^{\widetilde{\tau}^{*}-1} Z_{k}\right] \quad \text { and } \quad B(\widetilde{\phi}):=\mathbb{E}_{\infty}^{(\cdot, \tilde{\phi})}\left[\sum_{k=0}^{\tilde{\tau}^{*}-1}(1-p)^{k}\left(\frac{Z_{k}}{(1-p)^{k}} \sum_{i=1}^{k} \frac{p(1-p)^{i-1}}{Z_{i}}-\frac{p}{c}\right)\right] . \tag{20}
\end{equation*}
$$

Hence, the computation of the function $W$ on $\mathbb{R}_{+}^{2}$ boils down to the computation of the one dimensional functions $A$ and $B$ on $\mathbb{R}_{+}$.
Lemma 1. The function $\widetilde{\phi} \mapsto A(\widetilde{\phi})$ is non-negative and non-increasing. Let $\mathbb{P}_{0}$ denote a different probability measure under which the observations all have the distribution $\nu_{1}$ (as if the change happens at time 0) and $\mathbb{E}_{0}^{(\phi, \widetilde{\phi})}$ be the corresponding expectation operator with $\left(\Phi_{0}, \widetilde{\Phi}_{0}\right)=(\phi, \widetilde{\phi})$ with probability one. Then we have the identity

$$
\begin{equation*}
A(\widetilde{\phi})=\mathbb{E}_{0}^{(\cdot, \widetilde{\phi})}\left[\widetilde{\tau}^{*}\right], \quad \widetilde{\phi} \in \mathbb{R}_{+} \tag{21}
\end{equation*}
$$

with uniform upper bound

$$
\begin{equation*}
\mathbb{E}_{0}^{(\cdot, \tilde{\phi})}\left[\widetilde{\tau}^{*}\right] \leq k_{\tilde{\phi}^{*}} / \gamma^{k_{\tilde{\phi}^{*}}}<+\infty \quad \text { where } \quad k_{\tilde{\phi}^{*}}:=\left\lceil-\ln \left(1+\widetilde{\phi}^{*}\right) / \ln (1-\widetilde{p})\right\rceil \text { and } \gamma:=\mathbb{P}_{0}\left(\widetilde{f}\left(X_{i}\right) \geq 1\right)>0 \text {. } \tag{22}
\end{equation*}
$$

The other function $\widetilde{\phi} \mapsto B(\widetilde{\phi})$ in (20) is uniformly bounded as $-\frac{1}{c} \leq B(\cdot) \leq A(0)$, and we have

$$
\begin{equation*}
B(\widetilde{\phi})=\mathbb{E}_{\infty}^{(\cdot, \tilde{\phi})}\left[\sum_{k=0}^{\tilde{\tau}^{*}-1}(1-p)^{k}\left(p\left[A\left(\widetilde{\Phi}_{k}\right)-1\right]-\frac{p}{c}\right)\right], \quad \widetilde{\phi} \in \mathbb{R}_{+} \tag{23}
\end{equation*}
$$

The measure $\mathbb{P}_{0}$ in Lemma 1 and the auxiliary measure $\mathbb{P}_{\infty}$ are related locally via their Radon-Nykodym process

$$
\begin{equation*}
\left.\frac{d \mathbb{P}_{0}}{d \mathbb{P}_{\infty}}\right|_{\mathcal{F}_{n} \vee \sigma \Theta}=Z_{n}, \quad n \in \mathbb{N} . \tag{24}
\end{equation*}
$$

The identity in (21) is then a natural consequence of (24) and the explicit form of A in (20). We use this identity to establish the uniform upper bound for the function $A$ given in (22); see Appendix A at the end.
3.1. A recursive approach. Using a truncation idea as in (12), let us introduce

$$
\begin{equation*}
W_{n}(\phi, \widetilde{\phi}):=\mathbb{E}_{\infty}\left[\sum_{k=0}^{\left(\widetilde{\tau}^{*} \wedge n\right)-1}(1-p)^{k} g\left(\Phi_{k}\right)\right], \quad(\phi, \widetilde{\phi}) \in \mathbb{R}_{+}^{2}, n \in \mathbb{N} . \tag{25}
\end{equation*}
$$

As $n \nearrow \infty$, we have by monotone convergence theorem

$$
\begin{aligned}
& \mathbb{E}_{\infty}\left[\sum_{k=0}^{\left(\tilde{\tau}^{*} \wedge n\right)-1}(1-p)^{k} \Phi_{k}\right] \nearrow \mathbb{E}_{\infty}\left[\sum_{k=0}^{\tilde{\tau}^{*}-1}(1-p)^{k} \Phi_{k}\right] \text { and } \\
& \mathbb{E}_{\infty}\left[\sum_{k=0}^{\left[\tilde{\tau}^{*} \wedge n\right)-1}(1-p)^{k} \frac{p}{c}\right] \nearrow \mathbb{E}_{\infty}\left[\sum_{k=0}^{\tilde{\tau}^{*}-1}(1-p)^{k} \frac{p}{c}\right] \leq \frac{1}{c},
\end{aligned}
$$

therefore $W_{n}(\phi, \widetilde{\phi}) \rightarrow W(\phi, \widetilde{\phi})$ pointwise. Markov property of the pair $(\Phi, \widetilde{\Phi})$ gives us the recursive relation

$$
\begin{equation*}
W_{n}(\phi, \widetilde{\phi})=1_{\left[0, \tilde{\phi}^{*}\right)}(\widetilde{\phi}) \cdot\left[g(\phi)+(1-p) \mathbb{E}_{\infty}\left(W_{n-1}\left(\Phi_{1}, \widetilde{\Phi}_{1}\right)\right)\right], \quad n \geq 1 \tag{26}
\end{equation*}
$$

with $W_{0}(\phi, \widetilde{\phi})=0$. Similar to (19), the functions $W_{n}$ s also depend linearly on $\phi$. That is, we have

$$
\begin{equation*}
W_{n}(\phi, \widetilde{\phi})=\phi A_{n}(\widetilde{\phi})+B_{n}(\widetilde{\phi}) \tag{27}
\end{equation*}
$$

where $A_{n}$ and $B_{n}$ are respectively similar to $A$ and $B$ in (20) with $\widetilde{\tau}^{*}$ is replaced by $\widetilde{\tau}^{*} \wedge n$. Plugging this linear form into (27), then using (17), and finally matching the coefficients of $\phi^{0}$ and $\phi^{1}$, we obtain

$$
\begin{align*}
& A_{n}(\widetilde{\phi})=1_{\left[0, \widetilde{\phi}^{*}\right)}(\widetilde{\phi})\left\{1+\mathbb{E}_{0}\left[A_{n-1}\left(\widetilde{\Phi}_{1}\right)\right]\right\}  \tag{28}\\
& B_{n}(\widetilde{\phi})=1_{\left[0, \widetilde{\phi}^{*}\right)}(\widetilde{\phi})\left\{-\frac{p}{c}+p\left[A_{n}(\widetilde{\phi})-1\right]+(1-p) \mathbb{E}_{\infty}\left[B_{n-1}\left(\widetilde{\Phi}_{1}\right)\right]\right\}
\end{align*}
$$

These recursions can be established alternatively after showing

$$
\begin{equation*}
A_{n}(\widetilde{\phi})=\mathbb{E}_{0}^{(\cdot, \widetilde{\phi})}\left[\widetilde{\tau}^{*} \wedge n\right] \quad \text { and } \quad B_{n}(\widetilde{\phi})=\mathbb{E}_{\infty}^{(\cdot, \tilde{\phi})}\left[\sum_{k=0}^{\tilde{\tau}^{*} \wedge n-1}(1-p)^{k}\left(p\left[A_{n-k}\left(\widetilde{\Phi}_{k}\right)-1\right]-\frac{p}{c}\right)\right] \tag{29}
\end{equation*}
$$

by modifying the corresponding arguments in the proof of Lemma 1 given for the identities (21-23).
Starting with $A_{0}(\widetilde{\phi})=B_{0}(\widetilde{\phi})=0$, we successively iterate (28) to compute/approximate $A$ and $B$ and obtain $W$ by (19). The true Bayes risk of the modeler is then given by

$$
\begin{equation*}
R_{\widetilde{\tau}^{*}}(\pi)=(1-\pi)+c(1-\pi)\left[\frac{\pi}{1-\pi} A\left(\frac{\widetilde{\pi}}{1-\widetilde{\pi}}\right)+B\left(\frac{\widetilde{\pi}}{1-\widetilde{\pi}}\right)\right] \tag{30}
\end{equation*}
$$

thanks to (16). This gives us the percentage error in (2) as

$$
\begin{equation*}
\frac{R_{\widetilde{\tau}^{*}}(\pi)-U(\pi)}{U(\pi)} \cdot 100 \%=\frac{c(1-\pi)\left[\frac{\pi}{11-\pi} A\left(\frac{\tilde{\pi}}{1-\tilde{\pi}}\right)+B\left(\frac{\tilde{\pi}}{1-\tilde{\pi}}\right)-V\left(\frac{\pi}{1-\pi}\right)\right]}{(1-\pi)+c(1-\pi) V\left(\frac{\pi}{1-\pi}\right)} \cdot 100 \% \tag{31}
\end{equation*}
$$

Number of iterations can be determined using Proposition 2 below. An alternative approach would be to stop the iterations when the supnorm of the difference of consecutive functions becomes negligible.

The representation in (30) implies that the Bayes risk is linear in $\pi$ on the interval $[0,1]$. We verify this result for the general case without the absolute continuity of $\nu_{1}$ with respect to $\nu_{0}$ in Appendix B by induction.

Proposition 2. The collection of functions $A_{n} s$ and $B_{n} s$ converge to $A$ and $B$, respectively, with the uniform error bounds

$$
\begin{equation*}
0 \leq A(\widetilde{\phi})-A_{n}(\widetilde{\phi}) \leq \mathbb{E}_{0}^{(\cdot, \widetilde{\phi})}\left[1_{\left\{\tilde{\tau}^{*}>n\right\}} \widetilde{\tau}^{*}\right] \leq \mathbb{E}_{0}^{(\cdot, 0)}\left[1_{\left\{\tilde{\tau}^{*}>n\right\}} \widetilde{\tau}^{*}\right] \tag{32}
\end{equation*}
$$

and

$$
\begin{equation*}
-\frac{1}{c}(1-p)^{n} \leq B(\widetilde{\phi})-B_{n}(\widetilde{\phi}) \leq A(0)(1-p)^{n}+\sum_{k=0}^{n}(1-p)^{k} p\left\|A-A_{n-k}\right\| \tag{33}
\end{equation*}
$$

where $\left\|A-A_{n-k}\right\|:=\sup _{\tilde{\phi} \in\left[0, \tilde{\phi}^{*}\right]}\left(A(\widetilde{\phi})-A_{n-k}(\widetilde{\phi})\right)$. We have $\sum_{k=0}^{n}(1-p)^{k} p\left\|A-A_{n-k}\right\| \rightarrow 0$ as $n \rightarrow \infty$.
3.2. Modeler's expected delay and false alarm probability. The expected delay and the false alarm probability associated with modeler's stopping time can be computed by replicating similar computations as in Section 2.3, with careful modifications using $\widetilde{\Phi}$ and its hitting time $\widetilde{\tau}^{*}$. If we define

$$
\widetilde{C}(\widetilde{\phi}):=\mathbb{E}_{\infty}^{(\cdot, \widetilde{\phi})} \sum_{k=0}^{\tilde{\tau}^{*}-1}(1-p)^{k} \quad \text { and } \quad \widetilde{C}_{n}(\widetilde{\phi}):=\mathbb{E}_{\infty}^{(\cdot, \widetilde{\phi})} \sum_{k=0}^{\widetilde{\tau}^{*} \wedge n-1}(1-p)^{k}, \quad n \in \mathbb{N},
$$

we have the iterations

$$
\begin{equation*}
\widetilde{C}_{n}(\widetilde{\phi})=1_{\left[0, \widetilde{\phi}^{*}\right)}(\widetilde{\phi})\left\{1+(1-p) \mathbb{E}_{\infty}^{\phi}\left[\widetilde{C}_{n-1}\left(\widetilde{\Phi}_{1}\right)\right]\right\}, \quad n \geq 1, \tag{34}
\end{equation*}
$$

with convergence bounds $0 \leq \widetilde{C}(\cdot)-\widetilde{C}_{n}(\cdot) \leq(1-p)^{n} / p$, for $n \in \mathbb{N}$. In terms of the function $\widetilde{C}$, modeler's false alarm probability is $\mathbb{P}\left(\widetilde{\tau}^{*}<\Theta\right)=(1-\pi)-(1-\pi) p \widetilde{C}\left(\frac{\widetilde{\pi}}{1-\widetilde{\pi}}\right)$, and her expected delay is obtained as

$$
\begin{equation*}
\mathbb{E}\left(\widetilde{\tau}^{*}-\Theta\right)^{+}=\frac{1}{c}\left[R_{\widetilde{\tau}^{*}}(\pi)-\mathbb{P}\left(\widetilde{\tau}^{*}<\Theta\right)\right]=(1-\pi)\left[\frac{\pi}{1-\pi} A\left(\frac{\widetilde{\pi}}{1-\widetilde{\pi}}\right)+B\left(\frac{\widetilde{\pi}}{1-\widetilde{\pi}}\right)+\frac{p}{c} C\left(\frac{\widetilde{\pi}}{1-\widetilde{\pi}}\right)\right] \tag{35}
\end{equation*}
$$

## 4. Examples

In this section, the computations and results of Section 3 are illustrated in three different settings.
4.1. Example I: Bernoulli observations with misspecified post-disorder success probability. Consider a model where the obervations $X_{1}, X_{2}, \ldots$ are $\{0,1\}$-valued Bernoulli random variables whose common success probability changes from $q_{0}$ to $q_{1}$ at the disorder time. In this setup, we have

$$
\begin{equation*}
f(x)=\left(\frac{q_{1}}{q_{0}}\right)^{x}\left(\frac{1-q_{1}}{1-q_{0}}\right)^{1-x} \text { for } x \in\{0,1\}, \text { and } Z_{k}=\left(\frac{q_{1}}{q_{0}}\right)^{S_{k}}\left(\frac{1-q_{1}}{1-q_{0}}\right)^{k-S_{k}} \text { with } S_{k}:=\sum_{i=1}^{k} X_{i} \text {. } \tag{36}
\end{equation*}
$$

The odds-ratio process has the form

$$
\begin{equation*}
\Phi_{k}=\frac{1}{(1-p)^{k}}\left(\frac{q_{1}}{q_{0}}\right)^{S_{k}}\left(\frac{1-q_{1}}{1-q_{0}}\right)^{k-S_{k}}\left[\phi+p \sum_{i=1}^{k}(1-p)^{i-1}\left(\frac{q_{0}}{q_{1}}\right)^{S_{i-1}}\left(\frac{1-q_{0}}{1-q_{1}}\right)^{(i-1)-S_{i-1}}\right], \tag{37}
\end{equation*}
$$

and the value function $V$ in (9) and the approximating sequence $V_{n} \mathrm{~s}$ in (12) are obtained via the iterations

$$
\begin{equation*}
V_{n}(\phi)=\min \left\{0, g(\phi)+(1-p)\left[q_{0} \cdot V_{n-1}\left(\frac{q_{1}}{q_{0}} \cdot \frac{\phi+p}{1-p}\right)+\left(1-q_{0}\right) \cdot V_{n-1}\left(\frac{1-q_{1}}{1-q_{0}} \cdot \frac{\phi+p}{1-p}\right)\right]\right\} . \tag{38}
\end{equation*}
$$

Suppose that the modeler chooses a wrong value $\widetilde{q}_{1}$ instead of the true value $q_{1}$, and all other parameters are selected correctly. She evaluates the expressions in (37) with this wrong choice $\widetilde{q}_{1}$ and obtains a different process $\widetilde{\Phi}$. Also, she computes a different value function $\widetilde{V}$ from (38), and this yields a different stopping boundary $\widetilde{\phi}^{*}$. Note however that both $\Phi$ and $\widetilde{\Phi}$ start from $\phi=\widetilde{\phi}=\pi /(1-\pi)$ since the modeler uses the correct value of $\pi$ by assumption.

In Figure 1, we provide a numerical example in which Bernoulli experiments are fair initially; that is, $q_{0}=0.5$. The parameter $p$ of the prior distribution in (1) is set as 0.2 . Consistent with the choices in some of the numerical examples in Dayanik and Sezer [14], Bayraktar et al [4], Dayanik et al. [13], Sezer [37], Buonaguidi et al. [8], we take the delay cost as $c=0.25$. We set the true post-disorder probability as $q_{1}=0.3$ whereas the modeler's choice is $\widetilde{q}_{1}=0.4$. The correct value function $V$ and the one computed by the modeler $\widetilde{V}$ are shown in Panel (a) of the figure. The dashed lines represent the thresholds $\phi^{*}$ and $\widetilde{\phi}^{*}$. Compared to $\widetilde{q}_{1}, q_{1}$ is further away from the pre-disorder probability $q_{0}$. Hence, the orderings $V \leq \widetilde{V}$ and $\phi^{*} \geq \widetilde{\phi}^{*}$ are natural.
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Figure 1. Plots for the examples where pre- and post-disorder observations are Bernoulli random variables whose success probability changes from $q_{0}$ to $q_{1}$. In all plots, we have $q_{0}=0.5$ and $c=0.25$.

Panel (b) is an illustration of the simulated sample paths of $\Phi$ and $\widetilde{\Phi}$ when the sequential observations are $\left(X_{1}, X_{2}, \ldots\right)=(0,1,1,0,0, \ldots)$. Both processes start from the point $\phi=\widetilde{\phi}=0$ corresponding to the value $\pi=0$. The gap between $\phi^{*}$ and $\widetilde{\phi}^{*}$ is not large, and $\Phi$ and $\widetilde{\Phi}$ stop at the same time here (though with different accumulated costs). Depending on the setup, this gap may be larger and these two processes may stop at different times. For example, when modeler's choice is $\widetilde{q}_{1}$ is 0.2 (instead of 0.4 ), same sequence of observations causes $\widetilde{\Phi}$ to stop at time 5 whereas $\Phi$ stops at time 4 ; see Panel (c).

To evaluate the Bayes risk of the modeler, we need to compute the function $W$ in (18), or equivalently the functions $A$ and $B$ in (19). Once $W$ is obtained, we compute $W(\phi, \widetilde{\phi})$ with $\phi=\widetilde{\phi}=\pi /(1-\pi)$, and we use this expression in (16) to obtain the Bayes risk. Since

$$
\widetilde{\Phi}_{1}=\left(\frac{\widetilde{q}_{1}}{\widetilde{q}_{0}}\right)^{X_{1}}\left(\frac{1-\widetilde{q}_{1}}{1-\widetilde{q}_{0}}\right)^{1-X_{1}}\left(\frac{\widetilde{\phi}+\widetilde{p}}{1-\widetilde{p}}\right),
$$

the functions $A$ and $B$ in (18-19) are computed iteratively using (28) as

$$
\begin{align*}
& A_{n}(\widetilde{\phi})=1+q_{1} \cdot A_{n-1}\left(\frac{\widetilde{q}_{1}}{\widetilde{q}_{0}} \cdot \frac{\widetilde{\phi}+\widetilde{p}}{1-\widetilde{p}}\right)+\left(1-q_{1}\right) \cdot A_{n-1}\left(\frac{1-\widetilde{q}_{1}}{1-\widetilde{q}_{0}} \cdot \frac{\widetilde{\phi}+\widetilde{p}}{1-\widetilde{p}}\right) \\
& B_{n}(\widetilde{\phi})=-\frac{p}{c}+p\left[A_{n}(\widetilde{\phi})-1\right]+(1-p)\left\{q_{0} \cdot B_{n-1}\left(\frac{\widetilde{q_{1}}}{\widetilde{q}_{0}} \cdot \frac{\widetilde{\phi}+\widetilde{p}}{1-\widetilde{p}}\right)+\left(1-q_{0}\right) \cdot B_{n-1}\left(\frac{1-\widetilde{q}_{1}}{1-\widetilde{q}_{0}} \cdot \frac{\widetilde{\phi}+\widetilde{p}}{1-\widetilde{p}}\right)\right\} \tag{39}
\end{align*}
$$

for $\widetilde{\phi}<\widetilde{\phi}^{*}$. Clearly, these functions are all zero for $\widetilde{\phi} \geq \widetilde{\phi}^{*}$.
In the last plot of the first row of Figure 1, we show the functions $A$ and $B$ when $q_{1}=0.3$ and $\widetilde{q}_{1}=0.4$ again. First plot of the second row gives the true minimal Bayes risk $U$, the erroneous Bayes risk computed by the modeler $\widetilde{U}$, and the actual Bayes risk of the modeler $R_{\widetilde{\tau}^{*}}$ in (30) as functions of $\pi$. The irregular structure of the function $R_{\widetilde{\tau}^{*}}$ is inherited from the functions $A$ and $B$. The discontinuities of $A$ and $B$ follow by the binary jump behavior of $\widetilde{\Phi}$ reflected in (39).

Observe that $R_{\widetilde{\tau}^{*}}$ is lower than $\widetilde{U}$. In the true model, the post-disorder probability $q_{1}=0.3$ is further away from the pre-disorder probability $q_{0}=0.5$ compared to her choice $\widetilde{q}_{1}=0.4$. As a result, the observations signal the change better compared to what her model expects. Hence, her actual Bayes risk is lower than what she thinks she incurs. We observe the opposite ordering when $\widetilde{q}_{1}=0.2$ (and $q_{1}=0.3$ ). This is illustrated in Panel (f). This time, the post-disorder observations are less vocal and we have $R_{\widetilde{\tau}^{*}} \geq \widetilde{U}$.

Panel (g) gives the percentage loss in (30) with $\pi=0$ as modeler's choice $\widetilde{q}_{1}$ varies. The plot does not show a definite uniform advantage of overestimating $q_{1}$ compared to an underestimation by the same amount on this range in terms of the percentage losses. Panel (h) and (i) looks at the losses from the perceptive of the KL-divergence. Panel (h) shows the Kullback-Leibler (KL) divergence of the Bernoulli distributions as $\widetilde{q}_{1}$ deviates from $q_{1}$

$$
D_{K L}\left(q_{1} \| \widetilde{q}_{1}\right)=q_{1} \ln \left(\frac{q_{1}}{\widetilde{q}_{1}}\right)+\left(1-q_{1}\right) \ln \left(\frac{1-q_{1}}{1-\widetilde{q}_{1}}\right)
$$

as $\widetilde{q}_{1}$ varies. Clearly, the divergence is an increasing function of the modeler's error $\left|\widetilde{q}_{1}-q_{1}\right|$ (in Panel (h)). Panel (i) shows, as $\widetilde{q}_{1}$ varies on the range [ $\left.0.15,0.85\right]$, the monotone dependence of the percentage loss in the KL divergence as expected.

In Panels (j-k), we give the expected delay and the false alarm probability components of modeler's Bayes risk (again as functions of her choice of $\widetilde{q}_{1}$ and for $\pi=0$ ). Horizontal dashed lines show the values in the true model, and the vertical dashed lines indicate the location of the true probability $q_{1}=0.3$. Intuitively speaking, when $\widetilde{q}_{1}$ is lower than $q_{1}=0.3$, the modeler expects to observe 0 s even more frequently with the post-change regime. However, such outcomes are relatively less likely in the true post-disorder regime, and she would therefore potentially stop later. Furthermore, as $\widetilde{q}_{1}$ gets lower, there is a greater mismatch between her anticipations and what the actual post-disorder environments offers, and this should cause higher expected delays. The plots confirm this intuition; we observe that the expected delay is decreasing, and the false probability is increasing on this range indeed. By a similar intuition, we would expect higher (compared to the value in the true model) and increasing expected delays on the other side of the $\widetilde{q}_{1}$ range; this time, modeler anticipates more 1 s after the change. This is indeed what we observe in the plot of expected delays. Since $q_{1}<0.5$, higher expected delays for large $\widetilde{q}_{1}$ values are natural. For the false alarm
probabilities, on the other hand, we observe a symmetry around $\widetilde{q}_{1}=0.5$. It is easy to verify that, when $\widetilde{q}_{0}=q_{0}=0.5$, the probability law of the process $\widetilde{\Phi}$ under $\mathbb{P}_{\infty}$ remains the same if $\widetilde{q}_{1}$ is replaced by $1-\widetilde{q}_{1}$. We have the same value function iterations for $\widetilde{V}$, we obtain the same threshold $\widetilde{\phi}^{*}$, and the iterations in (34) for the false alarm probabilities are again the same. This gives us the symmetry in the plot. Note that we don't have such a symmetry in the computation of modeler's expected delay. Recall that the value of $q_{1}$ is fixed in both plots and the expected delay is given by the expectation $(1-\pi) \mathbb{E}_{\infty}\left[\sum_{k=0}^{\widetilde{\tau}^{*}-1}(1-p)^{k} \Phi_{k}\right]$; see (5). When we change $\widetilde{q}_{1}$ only, we change the joint law of $\Phi$ and $\widetilde{\Phi}$, and this gives us a different expected value. We can also check that the recursions in (39) are not the same. Hence, the modeler's Bayes risk and her expected delay are different.

In panel (l), we fix the modeler's choice $\widetilde{q}_{1}=0.4$, and we plot the relative loss in (31) as a function of true value of $q_{1}$ (again with $\pi=0$ ). Horizontal line segments show $1 \%$ and $5 \%$ tolerance intervals. Clearly, the error is zero when $q_{1}=0.4$, and it increases as $q_{1}$ deviates from this value. The plot indicates that the error becomes more severe as the deviation from the true value increases. Nevertheless, $1 \%$ tolerance interval is, relatively speaking, non-negligible, and $5 \%$ tolerance interval is considerably larger. This gives a certain level of confidence to the modeler in implementation. In Panel ( m ), where the y -axis is for $q_{1}$ values, we show $1 \%$ tolerance intervals at various choices of $\widetilde{q}_{1}$ by the modeler. We observe that the lengths of these intervals do not vary significantly. However, this is not always the case as the last panel illustrates where we change the value of $p$ as 0.5 . In this case, we have a greater fluctuation depending on the choice of $\widetilde{q}_{1}$.

Clearly, we can always re-label the success/failure (or $0 / 1$ ) outcomes in our Bernoulli experiments, in which case the success and failure probabilities are interchanged in both true and incorrect models. This would only change the notation in our analysis. We would obtain the same values for the true minimal Bayes risk $U(\pi)$ and the Bayes risk $R_{\widetilde{\tau}^{*}}(\pi)$ incurred by the modeler; see (38) and (39). When $q_{0}=\widetilde{q}_{0}=0.5$, this observation gives us a symmetry in the computation of these functions for the $\left(q_{1}, \widetilde{q}_{1}\right)$ values around the point $(0.5,0.5)$. In the last two panels of Figure 1 , the diagonal symmetry in the tolerance ranges is a consequence of this symmetry.
4.2. Example II: Gaussian observations with misidentified post-disorder mean and variance. Suppose now that observations before the change time have a normal distribution with mean $\mu_{0}$ and variance $\sigma_{0}^{2}$. After the change, they are again normally distributed with a different pair of parameters $\mu_{1}$ and $\sigma_{1}^{2}$ respectively. We assume that the modeler incorrectly sets one or both of these post-disorder parameters as $\widetilde{\mu}_{1}$ and $\widetilde{\sigma}_{1}^{2}$ respectively and her other choices are correct.

Under the correct formulation of the model, we have

$$
\begin{equation*}
f(x)=\left(\frac{\sigma_{0}^{2}}{\sigma_{1}^{2}}\right)^{\frac{1}{2}} e^{-\frac{\left(x-\mu_{1}\right)^{2}}{2 \sigma_{1}^{2}}+\frac{\left(x-\mu_{0}\right)^{2}}{2 \sigma_{0}^{2}}}, \text { for } x \in \mathbb{R}, \text { and } Z_{k}=\left(\frac{\sigma_{0}^{2}}{\sigma_{1}^{2}}\right)^{\frac{k}{2}} e^{-\frac{1}{2 \sigma_{1}^{2}} \sum_{i=1}^{k}\left(X_{i}-\mu_{1}\right)^{2}+\frac{1}{2 \sigma_{0}^{2}} \sum_{i=1}^{k}\left(X_{i}-\mu_{0}\right)^{2}} \tag{40}
\end{equation*}
$$

The process $\Phi$ is as in (10) with the explicit form of the process $Z$ above. The value function iterations in (14) can be written as

$$
\begin{equation*}
V_{n}(\phi)=\min \left\{0, g(\phi)+(1-p) \int_{-\infty}^{\infty} V_{n-1}\left(f(x)\left(\frac{\phi+p}{1-p}\right)\right) \frac{1}{\sqrt{2 \pi \sigma_{0}^{2}}} e^{-\frac{\left(x-\mu_{0}\right)^{2}}{2 \sigma_{0}^{2}}} d x\right\} \tag{41}
\end{equation*}
$$

and the iterations start with $V_{0}(\phi)=0$. Replacing $\mu_{1}$ and $\sigma_{1}^{2}$ in $(40-41)$ with $\widetilde{\mu}_{1}$ and $\tilde{\sigma}_{1}^{2}$, we obtain the expressions computed by the modeler.

In Figure 2, we give examples where the observations before the change have the standard normal distribution; that is, $\mu_{0}=0, \sigma_{0}^{2}=1$. In the first row, true post-disorder parameters are $\mu_{1}=1.25$, $\sigma_{1}^{2}=1.75^{2}$ whereas the modeler incorrectly assumes $\widetilde{\mu}_{1}=1.5, \widetilde{\sigma}_{1}^{2}=2^{2}$. Similar to the first plot in Figure 1 in the previous subsection, Panel (a) here shows functions $V$ and $\widetilde{V}$ with the corresponding thresholds $\phi^{*}$ and $\widetilde{\phi}^{*}$ respectively.


Figure 2. Plots for the examples where pre- and post-disorder observations are normally distributed. Prior to the change point, they have the standard normal distribution. As in Section 4.1, we set $p=0.2$ and $c=0.25$ in our calculations.

The Bayes risk of the modeler is given by the expressions in (16) and (18-19) with $\pi=\widetilde{\pi}$. The recursive relations (28) in the current setup become

$$
\begin{align*}
& A_{n}(\widetilde{\phi})=1+\int_{-\infty}^{\infty} A_{n-1}\left(\widetilde{f}(x)\left(\frac{\widetilde{\phi}+p}{1-p}\right)\right) \frac{1}{\sqrt{2 \pi \sigma_{1}^{2}}} e^{-\frac{\left(x-\mu_{1}\right)^{2}}{2 \sigma_{1}^{2}}} d x \\
& B_{n}(\widetilde{\phi})=-\frac{p}{c}+p\left[A_{n}(\widetilde{\phi})-1\right]+(1-p) \int_{-\infty}^{\infty} B_{n-1}\left(\widetilde{f}(x)\left(\frac{\widetilde{\phi}+p}{1-p}\right)\right) \frac{1}{\sqrt{2 \pi} \sigma_{0}^{2}} e^{-\frac{\left(x-\mu_{0}\right)^{2}}{2 \sigma_{0}^{2}}} d x \tag{42}
\end{align*}
$$

for $\widetilde{\phi}<\widetilde{\phi}^{*}$, and clearly, $A_{n}=B_{n}=A=B=0$ for $\widetilde{\phi} \geq \widetilde{\phi}^{*}$.
Panel (b) in Figure 2 illustrates the functions $A$ and $B$ (again for $\mu_{0}=0, \sigma_{1}^{2}=1^{2}, \mu_{1}=1.25, \sigma_{1}^{2}=1.75^{2}$, $\widetilde{\mu}_{1}=1.5, \widetilde{\sigma}_{1}^{2}=2^{2}$ ). In the next panel, we have the true minimal Bayes risk and the one incurred by the modeler. Compared to Figure 1, the functions $A, B$, and $R_{\widetilde{\tau}^{*}}$ have a more regular structure here. Unlike the binary jump structure of the Bernoulli case, the integrals in (42) have a smoothing effect on the computations.

In Panels (d) and (e), we show 3d scatter plots, for $\pi=0=\widetilde{\pi}$, of the percentage loss in (2) as modeler's choices $\widetilde{\mu}_{1}, \widetilde{\sigma}_{1}^{2}$ vary jointly around the true values $\mu_{1}, \sigma_{1}^{2}$ in two different problem instances. In both panels, we see that the plotted surface has a steeper curvature along the $\widetilde{\mu}_{1}$-axis. We observe a similar pattern also in other examples in our numerical experiments. Here, we give two plots only. Recall that the mean of the normal distribution is a location parameter and the variance is a non-negative scale parameter. Hence, unit errors in their estimated values have naturally different consequences.

For the first problem instance (with $\mu_{1}=1.25$ and $\sigma_{1}=1.75$ ), Panels (f-i) illustrates the KL-divergence of a modeler selecting either the post-change mean or variance incorrectly. Plots are similar to those in Panels (h-i) in Figure (1). The KL-divergence for the distribution of the modeler with an incorrect postchange mean is simply $D_{K L}\left(\mu_{1} \| \widetilde{\mu}_{1}\right)=\left(\widetilde{\mu}_{1}-\mu_{1}\right)^{2} / 2 \sigma_{1}^{2}$. In Panels (f-g), we see the KL-divergence on the range $\widetilde{\mu}_{1} \in[-2.5,2.5]$ and the percentage loss in Bayes risk as a function of this divergence. Similarly, the KL-divergence for a modeler with an incorrect post-disorder variance is

$$
D_{K L}\left(\sigma_{1}^{2} \| \widetilde{\sigma}_{1}^{2}\right)=\frac{1}{2}\left[\ln \left(\frac{\widetilde{\sigma}_{1}^{2}}{\sigma_{1}^{2}}\right)+\frac{\sigma_{1}^{2}}{\widetilde{\sigma}_{1}^{2}}-1\right]
$$

Panels (h-i) illutrate this divergence and its effect on the percentage loss in the Bayes risk. Naturally, we see in Panels (g) and (i) that as the KL divergence increases, so does the loss of the modeler with an incorrect parameter.

The next four plots in Panels ( $\mathrm{j}-\mathrm{m}$ ) show in the same problem instance (for $\pi=0$ again) the expected delay and false alarm probability when one of the parameters is misselected. Horizontal dashed lines show the correct values under the true model, and vertical dashed lines point to the correct parameter value in each case. When the mean is overestimated, even though the post-disorder regime makes larger observations more likely, the modeler would expect to observe higher values. However, such observations are relatively less likely in the true post-change environment. Hence, this potentially causes a further delay in her detection decisions. We see this behavior in Panel (j) for values $\widetilde{\mu}_{1}>\mu_{1}$. For negative values of $\widetilde{\mu}_{1}$, since $\mu_{1}=1.25>0$, there is a greater mismatch between her expectations for the observations and what the actual post-disorder regime offers. Hence, we see that expected delay increases as $\widetilde{\mu}_{1}$ decreases, and we observe higher values on this range.

The symmetry in Panel ( k ) for the false alarm probabilities is a natural consequence of the zero mean for observations in both the true pre-change regime and the one assumed by the modeler. In this case, reverting the sign of $\widetilde{\mu}_{1}$ does not change the probability law of $\widetilde{\Phi}$ under $\mathbb{P}_{\infty}$. Hence, we have the same function $\widetilde{V}$, same threshold $\widetilde{\phi}^{*}$, and the same iterations in (34) for the false alarm probability. Her expected delay, however, is effected by this change as $\mu_{1}$ is fixed. As noted in the previous subsection with Bernoulli observations for changing the value of $\widetilde{q}_{1}$ only (when $q_{0}=\widetilde{q}_{0}=0.5$ ), changing only the value of $\widetilde{\mu}_{1}$ in this setup yields a different joint law for the pair $(\Phi, \widetilde{\Phi})$. Hence, the expected delay in (5) with $\tau=\widetilde{\tau}^{*}$ is different, and therefore there is no symmetry in the plot of expected delays.

The shape of the plots in Panels (l) and (m) could also be explained intuitively by using the mismatch again between the likelihoods of the post-change observations in the true and incorrect models. When $\widetilde{\sigma}_{1}^{2}$
is large, the incorrect model anticipates more outliers with the new regime. On the other hand, when $\widetilde{\sigma}_{1}^{2}$ is very small, observations are expected to be rather concentrated around the post-disorder mean value. In both cases, the modeler potentially stops later, and this yields higher delays and smaller probabilities for early false alarms.

In Panels (n) and (o), we see the effect of the level of a parameter on the percentage loss. In the first one, the x-axis is the error $\widetilde{\mu}_{1}-\mu_{1}$ of the modeler. Clearly, the loss increases as the absolute error increases. The curves for different values of $\mu_{1}=1.5,2.5$, and 3.5 show that the same amount of (small) error in the estimation yields a lower percentage loss when $\mu_{1}$ is higher (i.e., further away from its pre-disorder value). Although we use a different formulation, what we observe here is analogous to similar observations in Du et al. [16] which considers a non-Bayesian framework with Gaussian observations and presents a case study for the effect of drift misspecification on the problem of minimizing the stationary average detection delay (subject to a lower bound constraint on the average run length on false alarms) using the Shiryaev-Roberts procedure. In the numerical examples in Tables 2-4 in Du et al. [16], we see that the same error in the post-change drift gives smaller percentage changes in the stationary average detection delay (for fixed average run length) as the true drift increases.

We observe a similar pattern in Panel (o) for the error in estimating the variance. Once again, the percentage loss increases with higher estimation error, and as the post-disorder variance is further away from its pre-disorder value, the same (small) error yields a lower loss.

Finally, in the last plot, we construct $1 \%$ joint tolerance regions for three different choices of $\left(\widetilde{\mu}_{1}, \widetilde{\sigma}_{1}^{2}\right)$ by the modeler. Consistent with our observations in the paragraph above, the regions enlarge (with different central points) when one of the parameters gets further away from its pre-change value.
4.3. Example III: Post-disorder Erlang distribution misclassified as exponential. As a last example, we assume that the observations $X_{1}, X_{2}, \ldots$ are at first exponentially distributed with rate $\lambda_{0}$, and after the change time, they are Erlang distributed with parameters $\left(m, \lambda_{1}\right)$, for some integer $m \geq 1$. The modeler correctly sets up her formulation except that she erroneously selects an exponential distribution for the post-disorder regime with a possibly different rate; that is, she sets $\widehat{m}=1$ and take $\widehat{\lambda}_{1}$ as the rate. A possible mistake is to set $\widehat{\lambda}_{1}=\lambda_{1} / m$ so that both the correct post-disorder distribution and her choice have the same mean $1 / \lambda_{1}$. This means that the modeler ignores the change in the distribution and focuses only on the change in the mean.

In the true formulation, we have

$$
f(x)=\beta_{m} x^{m-1} e^{-\left(\lambda_{1}-\lambda_{0}\right) x}, \text { for } x \in \mathbb{R}_{+}, \text {and } Z_{k}=\beta_{m}^{k} P_{k}^{m-1} e^{-\left(\lambda_{1}-\lambda_{0}\right) S_{k}}
$$

where

$$
\beta_{m}:=\frac{\lambda_{1}^{m}}{\lambda_{0}(m-1)!}, \quad P_{k}:=\prod_{i=1}^{k} X_{i}, \quad \text { and } \quad S_{k}=\sum_{i=1}^{k} X_{i} \text { as in }(36)
$$

The odds-ratio process is updated as in (14), and the recursive equations (11) to compute the value function have the form

$$
V_{n}(\phi)=\min \left\{0, g(\phi)+(1-p) \int_{0}^{\infty} V_{n-1}\left(f(x)\left(\frac{\phi+p}{1-p}\right)\right) \lambda_{0} e^{-\lambda_{0} x} d x\right\}
$$

Replacing $m$ and $\lambda_{1}$ above with $\widetilde{m}=1$ and $\widetilde{\lambda}_{1}$, we obtain the computations from the perspective of the modeler. The first panel in Figure 3 illustrates the functions $V$ and $\widetilde{V}$ on an example where $\lambda_{0}=1, m=3$, $\lambda_{1}=2, \widetilde{\lambda}_{1}=2 / 3$. Vertical lines point to the thresholds $\phi^{*}$ and $\widetilde{\phi}^{*}$.

In the current setup, iterations in (28) become

$$
\begin{align*}
& A_{n}(\widetilde{\phi})=1+\int_{0}^{\infty} A_{n-1}\left(\widetilde{f}(x)\left(\frac{\widetilde{\phi}+p}{1-p}\right)\right) \frac{\lambda_{1}^{m} x^{m-1}}{(m-1)!} e^{-\lambda_{1} x} d x  \tag{43}\\
& B_{n}(\widetilde{\phi})=-\frac{p}{c}+p\left[A_{n}(\widetilde{\phi})-1\right]+(1-p) \int_{0}^{\infty} B_{n-1}\left(\widetilde{f}(x)\left(\frac{\widetilde{\phi}+p}{1-p}\right)\right) \lambda_{0} e^{-\lambda_{0} x} d x
\end{align*}
$$
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Figure 3. Plots for the examples where pre-disorder observations are exponentially distributed with rate $\lambda_{0}$. Post-disorder observations have the Erlang distribution with parameters $m$ and $\lambda_{1}$. In each plot, common parameters are $p=0.2, \lambda_{0}=1$, and $c=0.25$.
for $\widetilde{\phi}<\widetilde{\phi}^{*}$, and the functions are zero for $\widetilde{\phi} \geq \widetilde{\phi}^{*}$. With $\widetilde{\phi}=\phi$, we compute the function $W(\phi, \phi)=$ $\phi A(\phi)+B(\phi)$ as in (19), and modeler's Bayes risk is given by $R_{\widetilde{\tau}^{*}}=(1-\pi)+c(1-\pi) W\left(\frac{\pi}{1-\pi}, \frac{\pi}{1-\pi}\right)$ as in (30).

Panel (b) of Figure 3 shows the functions $A$ and $B$ (again for the case $\lambda_{0}=1, m=3, \lambda_{1}=2, \widetilde{\lambda}_{1}=2 / 3$ ). As in Section 4.2, in comparison to Figure 1, the functions $A$ and $B$ have a more regular structure due to the integral terms in (43). Panel (c) in the row gives the functions $U, \widetilde{U}$, and the actual Bayes risk $B_{\tilde{\tau}}$.

For a fixed mean level, the consequence of ignoring the correct nature of the post-disorder distribution (and assuming an exponential distribution instead) is illustrated in the second row of the figure. Here, we fix the ratio $\lambda_{1} / m$ as $2 / 3$; as $m$ gets higher, we also increase the value of $\lambda_{1}$ by the same factor. The modeler's choice $\widetilde{\lambda}_{1}$ remains the same as $2 / 3$. As shown in Panel (d), as $m$ increases, the Erlang distribution differs significantly from modeler's exponential distribution. We observe in the last panel that the percentage error (shown for $\pi=0$ ) indeed increases considerably.

## 5. Concluding remarks

The current paper shows how to compute the actual Bayes risk when a modeler sets up pre- and post-disorder distributions and/or other parameters incorrectly in the classical Bayesian change detection problem studied in Shiryaev [42, 39]. To the best of our knowledge, this is the first paper which considers the computation of a modeler's exact Bayes risk and therefore her error in a Bayesian formulation. The paper shows that this is a challenging task even in such a relatively simple formulation. This formulation has the advantage that the true solution is one dimensional. Therefore, the computation of the modeler's Bayes risk can be carried out in the two dimensional state space of true and wrong odds-ratio processes. Linear dependence of the true odds-ratio process on its initial value allows us to reduce the computations to a pair of one dimensional computations as shown in Section 3.

In implementation, a modeler can use the method of this paper to compare her choices with other alternatives. In particular, she can construct tolerance regions for estimated parameters as illustrated in Section 4. Each of the three examples/settings considered in this section can potentially be explored further, especially numerically, as the subject of a separate paper. Other specific examples can also be considered depending on the application area. Our purpose here is mainly to illustrate our method and highlight some key observations.

In practice, as an alternative to constructing tolerance regions, the modeler could also use a robust change detection formulation in which the pre- and post-change parameters/distributions belong to some uncertainty sets, and the aim is to minimize the worst case Bayes risk. In such an approach, these uncertainty sets could also be misidentified; that is, they may not include true values/distributions. Therefore the misspecification issue could also arise in that approach, and we leave the investigation of this case as a future research subject.

The analysis in this paper can be extended for other change detection problems. As already mentioned in the introduction section, continuous time formulations with Brownian motion and compund Poisson processes will be discussed in subsequent papers. For the classical change detection problem for a Wiener process, Shiryaev [38, 42] can be consulted. The corresponding formulation with simple Poisson observations is given by Gal'chuk and Rozovskii [20] and later solved by Peskir and Shiryaev [32]. Dayanik and Sezer [14] gave the solution for compound Poisson processes; see also Gapeev [21]. Clearly, more complex change detection problems and more generally other sequential diagnosis problems can be studied as further extensions. In diagnosis problems, we are interested in not only detecting a change but also identifying its type; see Lai [24], Dayanik et al. [12], Ma et al. [26], and Dayanik and Kazutoshi [15] for some examples. In such problems, the parameters and distributions are subject to misidentification as well, and it is important to understand the consequences of these errors.

As a final remark, we would like to note that similar misspecification issues may be also be considered in various other stochastic optimization problems in which certain parameters or distributions need to be estimated prior to implementation. In particular, Bayesian formulations involving unobservable processes whose probability laws depend on these parameters/distributions bring new and interesting challenges. Problems employing hidden Markov models form a well-known class of such problems for which a short list of citations would be insufficient to highlight all important contributions. The reader may consider referring to the recent review paper Mor et al. [28] and the books Elliot et al. [18], Cappé et al. [9] for a good starting point to discover a much richer literature. We believe that the current paper provides a new perspective for researchers working on these problems as well.

## Appendix A: Auxiliary results and proofs for Section 3

A.1. Uniform bounds for the first moments of the exit times of $\widetilde{\Phi}$ under $\mathbb{P}_{0}$ and $\mathbb{P}_{\infty}$. We show here that the exit time $\widetilde{\tau}_{\alpha}=\inf \left\{k \in \mathbb{N}: \widetilde{\Phi}_{k} \geq \alpha\right\}$, for $\alpha>0$, has uniformly bounded first moment (over all starting points $\widetilde{\phi} \in \mathbb{R}_{+}$) under the measures $\mathbb{P}_{0}$ and $\mathbb{P}_{\infty}$ and under the assumptions that $\nu_{1}$ is absolutely continuous with respect to $\nu_{0}, \nu_{0}$ and $\widetilde{\nu}_{0}$ are equivalent, and also so are $\nu_{1}$ and $\widetilde{\nu}_{1}$. The arguments are similar for both measures. We first give the proof for $\mathbb{P}_{0}$. Note that $X_{i}$ s are i.i.d. random variables under both measures (with different distributions).

Since i) $\nu_{1}$ is absolutely continuous with respect to $\nu_{0}$, ii) $\nu_{0}$ and $\widetilde{\nu}_{0}$ are equivalent, and iii) $\nu_{1}$ and $\widetilde{\nu}_{1}$ are also equivalent, it follows that $\widetilde{\nu}_{1}$ is absolutely continuous with respect to $\widetilde{\nu}_{0}$. Clearly,

$$
1=\int \widetilde{f}(x) \widetilde{\nu}_{0}(d x)=\int \widetilde{f}(x) 1_{\{\widetilde{f}(x)>0\}} \widetilde{\nu}_{0}(d x)
$$

and therefore $\{\widetilde{f}(x) \geq 1\}$ is a non-negligible set under the restriction of $\widetilde{\nu}_{0}$ to the set $\{\widetilde{f}(x)>0\}$. Hence, $\{\widetilde{f}(x) \geq 1\}$ is a non-negligible subset under $\widetilde{\nu}_{1}$ as well and also under $\nu_{1}$ by the equivalence of these two measures. This gives us (see (22))

$$
0<\mathbb{P}_{0}\left(D_{i}\right)=\gamma_{0}, \quad \text { if we define } \quad D_{i}:=\left\{\omega \in \Omega: \widetilde{f}\left(X_{i}(\omega)\right) \geq 1\right\}, \quad i \in \mathbb{N} .
$$

Applying the recursion in (11) with modeler's choices, we have for any $\ell, k \in \mathbb{N}$

$$
\begin{equation*}
\widetilde{\Phi}_{\ell+k}=\frac{\prod_{i=1}^{k} \widetilde{f}\left(X_{\ell+i}\right)}{(1-\widetilde{p})^{k}} \widetilde{\Phi}_{\ell}+\sum_{i=1}^{k} \frac{\widetilde{p}}{(1-\widetilde{p})^{i}} \prod_{j=k-i+1}^{k} \widetilde{f}\left(X_{\ell+j}\right) \geq \sum_{i=1}^{k} \frac{\widetilde{p}}{(1-\widetilde{p})^{i}} \prod_{j=k-i+1}^{k} \widetilde{f}\left(X_{\ell+j}\right) \tag{44}
\end{equation*}
$$

The sum $\sum_{i=1}^{\infty} \frac{\widetilde{p}}{(1-\widetilde{p})^{i}}$ is divergent, and for $k \geq k_{\alpha}:=\lceil-\ln (1+\alpha) / \ln (1-\widetilde{p})\rceil$, the finite sum $\sum_{i=1}^{k} \frac{\widetilde{p}}{(1-\widetilde{p})^{i}}$ is greater than or equal to $\alpha$. Taking $\ell=0$ in (44), this gives

$$
\left\{\widetilde{\tau}_{\alpha}>k_{\alpha}\right\} \subset\left(\cap_{i=1}^{k_{\alpha}} D_{i}\right)^{c} \quad \text { and therefore } \quad \mathbb{P}_{0}^{(\cdot,, \widetilde{\phi})}\left\{\widetilde{\tau}_{\alpha}>k_{\alpha}\right\} \leq 1-\gamma_{0}^{k_{\alpha}}<1
$$

Since $X_{i}$ s are independent and identically distributed (with distribution $\nu_{1}$ ) under $\mathbb{P}_{0}$, we obtain similarly by taking $\ell=m k_{\alpha}$ in (44) for an integer $m \geq 1$ that

$$
\mathbb{P}_{0}^{(\cdot, \tilde{\phi})}\left\{\widetilde{\tau}_{\alpha}>(m+1) k_{\alpha} \mid \widetilde{\tau}_{\alpha}>m k_{\alpha}\right\} \leq 1-\gamma_{0}^{k_{\alpha}}
$$

from which the inequality

$$
\mathbb{P}_{0}^{(\cdot \cdot \widetilde{\phi})}\left\{\widetilde{\tau}_{\alpha}>m k_{\alpha}\right\} \leq\left(1-\gamma_{0}^{k_{\alpha}}\right)^{m}, \quad m \geq 1
$$

follows inductively. The inequality is also valid trivially for $m=0$. Hence, it holds for all $m \in \mathbb{N}$. Using this inequality, we write

$$
\mathbb{E}_{0}^{(\cdot, \widetilde{\phi})}\left[\widetilde{\tau}_{\alpha}\right]=\sum_{k \in \mathbb{N}} \mathbb{P}_{0}^{(\cdot, \widetilde{\phi})}\left\{\widetilde{\tau}_{\alpha}>k\right\} \leq k_{\alpha} \sum_{m \in \mathbb{N}} \mathbb{P}_{0}^{(\cdot, \widetilde{\phi})}\left\{\widetilde{\tau}_{\alpha}>m k_{\alpha}\right\} \leq k_{\alpha} \sum_{m \in \mathbb{N}}\left(1-\gamma_{0}^{k_{\alpha}}\right)^{m}=k_{\alpha} / \gamma_{0}^{k_{\alpha}}<\infty
$$

which shows that the expectation of $\widetilde{\tau}_{\alpha}$ under $\mathbb{P}_{0}$ is uniformly bounded over $\widetilde{\phi}$ for any fixed $\alpha>0$.
The result for $\mathbb{P}_{\infty}$ can be established similarly by computing the probabilities above under this measure. Because of $\widetilde{\nu}_{0}$ and $\nu$ are equivalent, $\{\widetilde{f}(x) \geq 1\}$ is also a non-negligible set of $\nu$. This gives $\gamma_{\infty}=\mathbb{P}_{\infty}\left(D_{i}\right)>0$. Hence, replicating the steps above, we obtain $\mathbb{E}_{\infty}^{(\cdot, \widetilde{\phi})}\left[\widetilde{\tau}_{\alpha}\right] \leq k_{\alpha} / \gamma_{\infty}^{k_{\alpha}}<\infty$.

## A.2. Proofs.

Proof of Lemma 1. The non-negativity and monotonicity of the function $A$ is an immediate consequence of the non-negativity of the likelihood process $Z$ and the monotone dependence of the exit time $\widetilde{\tau}^{*}$ in (15) on the starting point $\widetilde{\phi}$. To establish (21), we recall that the measure $\mathbb{P}_{0}$ and $\mathbb{P}_{\infty}$ are related locally as in (24). Then, we have

$$
\mathbb{E}_{\infty}^{(\cdot, \widetilde{\phi})}\left[\sum_{k=0}^{\widetilde{\tau}^{*}-1} Z_{k}\right]=\sum_{k \in \mathbb{N}} \mathbb{E}_{\infty}^{(\cdot, \widetilde{\phi})}\left[1_{\left\{k<\widetilde{\tau}^{*}\right\}} Z_{k}\right]=\sum_{k \in \mathbb{N}} \mathbb{E}_{0}^{(\cdot, \widetilde{\phi})}\left[1_{\left\{k<\widetilde{\tau}^{*}\right\}}\right]=\mathbb{E}_{0}^{(\cdot, \widetilde{\phi})}\left[\sum_{k \in \mathbb{N}} 1_{\left\{k<\widetilde{\tau}^{*}\right\}}\right]=\mathbb{E}_{0}^{(\cdot, \widetilde{\phi})}\left[\widetilde{\tau}^{*}\right]
$$

where the first and third equalities are due to monotone convergence theorem. Second equality follows by the usual change of measure arguments since $\left\{k<\widetilde{\tau}^{*}\right\} \in \mathcal{F}_{k}$. Last equality is self-evident. The uniform bounds in (22) follows by the arguments in Appendix 5 above on the finiteness of the first moments of the exit times.

The lower bound $-\frac{1}{c}$ on the function $B$ is an immediate consequence of its definition in (20). The upper bound $A(0)$ follows easily from (23). To prove (23), it is sufficient to verify that

$$
\begin{equation*}
\mathbb{E}_{\infty}^{(\cdot, \widetilde{\phi})} \sum_{k=0}^{\widetilde{\tau}^{*}-1} Z_{k} \sum_{i=1}^{k} \frac{(1-p)^{i-1}}{Z_{i-1}}=\mathbb{E}_{\infty}^{(\cdot \widetilde{\phi})} \sum_{k=0}^{\widetilde{\tau}^{*}-1}(1-p)^{k}\left[A\left(\widetilde{\Phi}_{k}\right)-1\right] \tag{45}
\end{equation*}
$$

To that end, we note by the Markov property that

$$
\mathbb{E}_{\infty}^{(\cdot, \widetilde{\phi})}\left[\left.\sum_{k=i}^{\widetilde{\tau}^{*}-1} \frac{Z_{k}}{Z_{i}} \right\rvert\, \mathcal{F}_{i}\right]=A\left(\widetilde{\Phi}_{i}\right) \quad \text { and } \quad 1_{\left\{i<\widetilde{\tau}^{*}\right\}} A\left(\widetilde{\Phi}_{i}\right)=1_{\left\{i<\widetilde{\tau}^{*}\right\}}\left(1+\mathbb{E}_{\infty}^{(\cdot, \widetilde{\phi})}\left[f\left(X_{i+1}\right) A\left(\widetilde{\Phi}_{i+1}\right) \mid \mathcal{F}_{i}\right]\right), \quad \mathbb{P}^{(\cdot, \widetilde{\phi})} \text {-a.s. }
$$

where the second equality uses the recursion $A(\widetilde{\phi})=1_{\left[0, \widetilde{\phi}^{*}\right]}\left(1+\mathbb{E}_{\infty}^{(\cdot, \widetilde{\phi})}\left[f\left(X_{1}\right) A\left(\widetilde{\Phi}_{1}\right) \mid \mathcal{F}_{i}\right]\right)$, which can be shown easily using the definition of $A$. Then, we write the left hand side of (45) by repeated application of the monotone convergence theorem as

$$
\begin{aligned}
& \mathbb{E}_{\infty}^{(\cdot, \cdot \tilde{\phi})} \sum_{k=0}^{\tilde{\tau}^{*}-1} Z_{k} \sum_{i=1}^{k} \frac{(1-p)^{i-1}}{Z_{i-1}}=\sum_{k=1}^{\infty} \sum_{i=1}^{\infty} \mathbb{E}_{\infty}^{(\cdot, \widetilde{\phi})} 1_{\left\{i \leq k\left\langle\tilde{\tau}^{*}\right\}\right.}(1-p)^{i-1} \frac{Z_{k}}{Z_{i-1}} \\
& =\sum_{i=1}^{\infty} \mathbb{E}_{\infty}^{(\cdot(\cdot \tilde{\phi})} 1_{\left\{i<\tilde{\tau}^{*}\right\}} \sum_{k=i}^{\tilde{\tau}^{*}-1}(1-p)^{i-1} \frac{Z_{k}}{Z_{i-1}}=\sum_{i=1}^{\infty} \mathbb{E}_{\infty}^{(\cdot, \tilde{\phi})} 1_{\left\{i<\tilde{\tau}^{*}\right\}}(1-p)^{i-1} f\left(X_{i}\right) \mathbb{E}_{\infty}^{(\cdot, \tilde{\phi})}\left[\left.\sum_{k=i}^{\tilde{\tau}^{*}-1} \frac{Z_{k}}{Z_{i}} \right\rvert\, \mathcal{F}_{i}\right] \\
& =\sum_{i=1}^{\infty} \mathbb{E}_{\infty}^{(\cdot, \widetilde{\phi})} 1_{\left\{i \leq \tau^{*}\right\}}(1-p)^{i-1} f\left(X_{i}\right) A\left(\widetilde{\Phi}_{i}\right)=\sum_{i=0}^{\infty} \mathbb{E}_{\infty}^{(\cdot, \widetilde{,})} 1_{\left\{i<\widetilde{\tau}^{*}\right\}}(1-p)^{i} f\left(X_{i+1}\right) A\left(\widetilde{\Phi}_{i+1}\right) \\
& =\sum_{i=0}^{\infty} \mathbb{E}_{\infty}^{(\cdot, \tilde{\phi})} 1_{\left\{i<\widetilde{\tau}^{*}\right\}}(1-p)^{i} \mathbb{E}_{\infty}^{(\cdot, \tilde{\phi})}\left[f\left(X_{i+1}\right) A\left(\widetilde{\Phi}_{i+1}\right) \mid \mathcal{F}_{i}\right]=\sum_{i=0}^{\infty} \mathbb{E}_{\infty}^{(\cdot, \tilde{\phi})} 1_{\left\{i<\widetilde{\tau}^{*}\right\}}(1-p)^{i-1}\left[A\left(\widetilde{\Phi}_{i}\right)-1\right] .
\end{aligned}
$$

The last expression is the right hand side in (45), and this completes proof.
Proof of Proposition 2. The inequalities in (32) follow directly by the characterizations of the functions $A$ and $A_{n}$ in (21) and (29) respectively. Since $\tau^{*}$ has a uniformly finite first moment under $\mathbb{P}_{0}$, it follows that the upper bound converges to zero thanks to dominated convergence theorem as $n \rightarrow \infty$.

For the bounds on the convergence of $B_{n} \mathrm{~s}$, we note by (23) and (29) that

$$
\begin{align*}
& B(\widetilde{\phi})-B_{n}(\widetilde{\phi})=\mathbb{E}_{\infty}\left[\sum_{k=0}^{\tilde{\tau}^{*} \wedge n-1}(1-p)^{k} p\left[A\left(\widetilde{\Phi}_{k}\right)-A_{n-k}\left(\widetilde{\Phi}_{k}\right)\right]\right]  \tag{46}\\
&+\mathbb{E}_{\infty} 1_{\{\tau>n\}}\left[\sum_{k=n}^{\tau^{*}-1}(1-p)^{k}\left(p\left[A\left(\widetilde{\Phi}_{k}\right)-1\right]-\frac{p}{c}\right)\right]
\end{align*}
$$

The first expectation is non-negative (since $A_{n} \leq A$ ) and it is bounded above by

$$
\begin{equation*}
\sum_{k=0}^{n}(1-p)^{k} p\left\|A-A_{n-k}\right\|=\sum_{k=0}^{\infty}(1-p)^{k} p 1_{\{k \leq n\}}\left\|A-A_{n-k}\right\| . \tag{47}
\end{equation*}
$$

Since $1_{\{k \leq n\}}\left\|A-A_{n-k}\right\| \rightarrow 0$ as $n \rightarrow \infty$ and $1_{\{k \leq n\}}\left\|A-A_{n-k}\right\| \leq A(0)$, it follows by dominated convergence that the sum in (47) converges to zero as $n \rightarrow \infty$ again. For the second expectation in (46), since $A\left(\widetilde{\Phi}_{k}\right)-1 \geq$ 0 on the event $\left\{k<\widetilde{\tau}^{*}\right\}$, the expectation is bounded from below by $-\frac{1}{c} \sum_{k=n}^{\infty}(1-p)^{k} p=-\frac{1}{c}(1-p)^{n}$ and above by $\sum_{k=0}^{n}(1-p)^{k} p A(0)=(1-p)^{n} A(0)$. Inequalities in (33) now follow from the bounds on the expectations in (46).

## Appendix B. The case without the absolute continuity of $\nu_{1}$ with respect to $\nu_{0}$

In this case, the measure $\mathbb{P}_{\infty}$ is not absolutely continuous with respect to the physical measure $\mathbb{P}$ anymore. Therefore, we work with the physical measure. The flow of arguments below is similar to that in Sections 2 and 3. The major difference is that the linearity (in $\pi$ ) is established by induction.

As studied and solved in Shiryaev [42, 39], the detection problem is an optimal stopping problem under $\mathbb{P}$ for the process $\Pi$, and we have

$$
\begin{equation*}
U(\pi)=\inf _{\tau \in \mathbb{F}} \mathbb{E}\left[\sum_{k=0}^{\tau-1} c \Pi_{k}+\left(1-\Pi_{\tau}\right)\right] . \tag{48}
\end{equation*}
$$

The process $\Pi$ can be shown to be a Markov process with the one-step updating rule for $k \geq 0$

$$
\begin{equation*}
\Pi_{k+1}=J\left(X_{k+1}, \Pi_{k}\right) \quad \text { where } \quad J(x, \pi):=\frac{[\pi+(1-\pi) p] f_{1}(x)}{(1-\pi)(1-p) f_{0}(x)+[\pi+(1-\pi) p] f_{1}(x)} . \tag{49}
\end{equation*}
$$

The densities $f_{0}$ and $f_{1}$ are respectively the Radon Nykodym densities of $\nu_{0}$ and $\nu_{1}$ with respect to another measure $\eta$ with the property that both $\nu_{0}$ and $\nu_{1}$ are absolutely continuous with respect to this measure; we can, for example, take $\eta=\nu_{0}+\nu_{1}$.

In (48), truncating the time horizon with the $n$th observation, we obtain as usual a sequence of functions $\left(U_{n}\right)_{n \in \mathbb{N}}$. These functions form a decreasing collection. They converge to $U$ and they satisfy the iterations

$$
\begin{equation*}
U_{n}(\pi)=\min \left\{1-\pi, c \pi+\mathbb{E}\left[U_{n-1}\left(\Pi_{1}\right)\right]\right\}, \quad n \geq 1 \tag{50}
\end{equation*}
$$

There exists a point $\pi^{*}$ such that $U(\pi)=1-\pi$ for $\pi \geq \pi^{*}$ and $U(\pi)<1-\pi$ for for $\pi<\pi^{*}$. The first time the process $\Pi$ exceeds this threshold is an optimal stopping time in (48); see Theorem 7 and its proof in Shiryaev [39, Chapter 4.3] for rigorous justifications of these results.

A modeler with some incorrect parameters/distributions computes the iterations above with her choices and obtains an incorrect function $\widetilde{U}$ with a wrong threshold $\widetilde{\pi}^{*}$. She follows an incorrect conditional process $\widetilde{\Pi}$ updated according to a wrong one-step operator $\widetilde{J}$. The operator $\widetilde{J}$ is obtained by replacing the parameters/densities in the definition of $J$ in (49) with the ones chosen by the modeler.

For a bounded Borel function $h$, one can verify that

$$
\mathbb{E}\left[h\left(\Pi_{k+1}, \widetilde{\Pi}_{k+1}\right) \mid \mathcal{F}_{k}\right]=\mathcal{S}[h]\left(\Pi_{k}, \widetilde{\Pi}_{k}\right) \quad \mathbb{P} \text {-almost surely, }
$$

with the operator

$$
\mathcal{S}[h](\pi, \widetilde{\pi}):=\int_{E} h(J(x, \pi), \widetilde{J}(x, \widetilde{\pi}))\left[(\pi+(1-\pi) p) f_{1}(x)+(1-\pi)(1-p) f_{0}(x)\right] \eta(d x) .
$$

This shows that $(\Pi, \widetilde{\Pi})$ is a Markov pair, and we can define the Bayes risk of the modeler as a function of their starting point $\left(\Pi_{0}, \widetilde{\Pi}_{0}\right)=(\pi, \widetilde{\pi})$ as

$$
L(\pi, \widetilde{\pi}):=\mathbb{E}\left[\sum_{k=0}^{\tilde{\tau}^{*}-1} c \Pi_{k}+\left(1-\Pi_{\tilde{\tau}^{*}}\right)\right],
$$

where $\widetilde{\tau}^{*}$ (as in Section 3) denotes the stopping of the modeler. Once again, truncating the time horizon, we obtain the sequence

$$
L_{n}(\pi, \widetilde{\pi}):=\mathbb{E}\left[\sum_{k=0}^{\tilde{\tau}^{*} \wedge n-1} c \Pi_{k}+\left(1-\Pi_{\tilde{\tau}^{*} \wedge n}\right)\right], \quad n \in \mathbb{N},
$$

converging to $L$ pointwise thanks to monotone and bounded convergence theorems (applied respectively to the separate terms inside the expectation above). By Markov property, we have the iterations

$$
\begin{equation*}
L_{n}(\pi, \widetilde{\pi})=1_{\left\{\tilde{\pi}<\tilde{\pi}^{*}\right\}}\left\{c \pi+\mathbb{E}\left[L_{n-1}\left(\Pi_{1}, \widetilde{\Pi}_{1}\right)\right]\right\}+1_{\left\{\tilde{\pi} \geq \tilde{\pi}^{*}\right\}}(1-\pi), \quad n \geq 1, \tag{51}
\end{equation*}
$$

with the first element $L_{0}(\pi, \widetilde{\pi})=1-\pi$.
Clearly, $L_{0}$ is linear in $\pi$. Next, assume that for an arbitrary $n \geq 1$ we have $L_{n-1}(\pi, \widetilde{\pi})=\pi G_{n-1}(\widetilde{\pi})+$ $H_{n-1}(\widetilde{\pi})$ for some functions $G_{n-1}$ and $H_{n-1}$ on $[0,1]$. Then, by using this linear form on the right hand side in (51) (with the distribution of $X_{1}$ under $\mathbb{P}$ ), one can show after some careful computations that the linearity in $\pi$ also holds for $L_{n}$ and we have $L_{n}(\pi, \widetilde{\pi})=\pi G_{n}(\widetilde{\pi})+H_{n}(\widetilde{\pi})$ where

$$
\begin{equation*}
G_{n}(\widetilde{\pi}):=1_{\left\{\tilde{\pi}<\tilde{\pi}^{*}\right\}}\left\{c+(1-p) \mathbb{E}_{0}\left[G_{n-1}\left(\widetilde{\Pi}_{1}\right)\right]+(1-p) \mathbb{E}_{\infty}\left[H_{n-1}\left(\widetilde{\Pi}_{1}\right)\right]-(1-p) \mathbb{E}_{0}\left[H_{n-1}\left(\widetilde{\Pi}_{1}\right)\right]\right\}-1_{\left\{\tilde{\pi} \geq \tilde{\pi}^{*}\right\}} \tag{52}
\end{equation*}
$$

and

$$
\begin{align*}
H_{n}(\widetilde{\pi}) & \left.:=1_{\left\{\tilde{\pi}<\widetilde{\pi}^{*}\right\}}\left\{p \mathbb{E}_{0}\left[G_{n-1}\left(\widetilde{\Pi}_{1}\right)\right]+p \mathbb{E}_{\infty}\left[H_{n-1}\left(\widetilde{\Pi}_{1}\right)\right]+(1-p) \mathbb{E}_{0}\left[H_{n-1}\left(\widetilde{\Pi}_{1}\right)\right]\right]\right\}+1_{\left\{\tilde{\pi} \geq \widetilde{\pi}^{*}\right\}} \\
& \left.=1_{\left\{\tilde{\pi}<\tilde{\pi}^{*}\right\}}\left\{\frac{p}{1-p}\left[G_{n}(\widetilde{\pi})-c\right]+\mathbb{E}_{0}\left[H_{n-1}\left(\widetilde{\Pi}_{1}\right)\right]\right]\right\}+1_{\left\{\tilde{\pi} \geq \tilde{\pi}^{*}\right\}} . \tag{53}
\end{align*}
$$

In the recursions above, the expectations $\mathbb{E}_{0}$ and $\mathbb{E}_{\infty}$ are respectively according to the measures $\mathbb{P}_{0}$ and $\mathbb{P}_{\infty}$ introduced in Sections 2 and 3. Under $\mathbb{P}_{0}, X_{1}$ has the distribution $\nu_{1}$, and under $\mathbb{P}_{\infty}$ this distribution is $\nu_{0}$.

Pointwise convergence of $\left(L_{n}\right)_{n \in \mathbb{N}}$ and the characterization $L_{n}(\pi, \widetilde{\pi})=\pi G_{n}(\widetilde{\pi})+H_{n}(\widetilde{\pi})$, for $n \in \mathbb{N}$, give us the convergence, again pointwise, of the sequences $\left(G_{n}\right)_{n \in \mathbb{N}}$ and $\left(H_{n}\right)_{n \in \mathbb{N}}$; taking $\pi=0$ establishes the convergence of the former sequence, and then the result for the latter is obvious. Hence, the function $L$ is linear in $\pi$.

The false alarm probability of the true optimal stopping time can be found by the iterations

$$
\left.f_{n}(\pi)=1_{\left\{\pi<\pi^{*}\right\}} \mathbb{E}\left[f_{n-1}\left(\Pi_{1}\right)\right]\right]+1_{\left\{\pi \geq \pi^{*}\right\}}(1-\pi)
$$

starting with $f_{0}(\pi)=1-\pi$. The false alarm probability of the stopping time of the modeler, on the other hand, can be obtained by setting $c=0$ in the iterations in (51) (and (52-53)). For each stopping rule, once we have the Bayes risk and the false alarm probability, the expected delay is computed by subtracting the false alarm probability from the Bayes risk and dividing the resulting expression by $c$.
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