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#### Abstract

In this paper, we investigate in various ways the representation of a large natural number $N$ as a sum of $s$ positive $k$-th powers of numbers from a fixed Beatty sequence. Inter alia, a very general form of the local to global principle is established in additive number theory. Although the proof is very short, it depends on a deep theorem of M. Kneser. There are numerous applications.


## 1 Introduction

The initial motivation for the work described in this memoir was the investigation of a variant of Waring's problem for Beatty sequences. In the process, however, a fundamental version of the local to global principle was established.

Given a set $\mathcal{A}$ of positive integers, the lower asymptotic density of $\mathcal{A}$ is the quantity

$$
\underline{\mathbf{d}}(\mathcal{A})=\liminf _{X \rightarrow \infty} \frac{\# \mathcal{A}(X)}{X}
$$

where $\mathcal{A}(X)=\mathcal{A} \cap[1, X]$. For any natural number $s$, we denote the $s$-fold sumset of $\mathcal{A}$ by

$$
s \mathcal{A}=\underbrace{\mathcal{A}+\cdots+\mathcal{A}}_{s \text { copies }}=\left\{a_{1}+\cdots+a_{s}: a_{1}, \ldots, a_{s} \in \mathcal{A}\right\} .
$$

The following very general form of the local to global principle has many applications in additive number theory.

Theorem 1. Suppose that there are numbers $s_{1}, s_{2}$ such that
(i) For all $s \geqslant s_{1}$ and $m, n \in \mathbb{N}$, the sumset $s \mathcal{A}$ has at least one element in the arithmetic progression $n \bmod m$;
(ii) The sumset $s_{2} \mathcal{A}$ has positive lower asymptotic density, i.e., $\underline{\mathbf{d}}\left(s_{2} \mathcal{A}\right)>0$.

Then, there is a number $s_{0}$ with the property that for any $s \geqslant s_{0}$ the sumset $s \mathcal{A}$ contains all but finitely many natural numbers.

Although the proof of Theorem 1 is very short (see $\S 2$ below), it relies on a deep and remarkable theorem of M. Kneser; see Halberstam and Roth [4, Chapter I, Theorem 18].

Theorem 1 has several interesting consequences. The following result (proved in §3) provides an affirmative answer in many instances to the question as to whether a given set of primes $\mathcal{P}$ is an asymptotic additive basis for $\mathbb{N}$.

Theorem 2. Let $\mathcal{P}$ be a set of prime numbers with

$$
\liminf _{X \rightarrow \infty} \frac{\# \mathcal{P}(X)}{X / \log X}>0
$$

Suppose that there is a number $s_{1}$ such that for all $s \geqslant s_{1}$ and $m, n \in \mathbb{N}$, the congruence

$$
p_{1}+\cdots+p_{s} \equiv n \quad(\bmod m)
$$

has a solution with $p_{1}, \ldots, p_{s} \in \mathcal{P}$. Then, there is a number $s_{0}$ with the property that for any $s \geqslant s_{0}$ the equation

$$
p_{1}+\cdots+p_{s}=N
$$

has a solution with $p_{1}, \ldots, p_{s} \in \mathcal{P}$ for all but finitely many natural numbers $N$.

In 1770, Waring [17] asserted without proof that every natural number is the sum of at most four squares, nine cubes, nineteen biquadrates, and so on. In 1909, Hilbert [5] proved the existence of an $s_{0}(k)$ such that for all $s \geqslant s_{0}(k)$ every natural number is the sum of at most $s_{0}(k)$ positive $k$-th powers. The following result (proved in §3), which we deduce from Theorem 1, can be used to obtain many variants of the Hilbert-Waring theorem.

Theorem 3. Let $k \in \mathbb{N}$, and let $\mathcal{B}$ be a set of natural numbers with $\underline{\mathbf{d}}(\mathcal{B})>0$. Suppose that there is a number $s_{1}$ such that for all $s \geqslant s_{1}$ and $m, n \in \mathbb{N}$, the congruence

$$
b_{1}^{k}+\cdots+b_{s}^{k} \equiv n \quad(\bmod m)
$$

has a solution with $b_{1}, \ldots, b_{s} \in \mathcal{B}$. Then, there is a number $s_{0}$ with the property that for any $s \geqslant s_{0}$ the equation

$$
b_{1}^{k}+\cdots+b_{s}^{k}=N
$$

has a solution with $b_{1}, \ldots, b_{s} \in \mathcal{B}$ for all but finitely many natural numbers $N$.
Our work in the present paper was originally motivated by a desire to establish a variant of the Hilbert-Waring theorem with numbers from a fixed Beatty sequence. More precisely, for fixed $\alpha, \beta \in \mathbb{R}$ with $\alpha>1$, we studied the problem of representing every sufficiently large natural number $N$ as a sum of $s$ positive $k$-th powers chosen from the non-homogeneous Beatty sequence defined by

$$
\mathcal{B}_{\alpha, \beta}=\{n \in \mathbb{N}: n=\lfloor\alpha m+\beta\rfloor \text { for some } m \in \mathbb{Z}\}
$$

Beatty sequences appear in a variety of apparently unrelated mathematical settings, and the arithmetic properties of these sequences have been extensively explored in the literature. In the case that $\alpha$ is irrational, the Beatty sequence $\mathcal{B}_{\alpha, \beta}$ is distributed evenly over the congruence classes of any fixed modulus. As the congruence

$$
x_{1}^{k}+\cdots+x_{s}^{k} \equiv n \quad(\bmod m)
$$

admits an integer solution for all $m, n \in \mathbb{N}$ provided that $s$ is large enough (this follows from the Hilbert-Waring theorem but can be proved directly using Lemmas 2.13 and 2.15 of Vaughan [11] and the Chinese Remainder Theorem; see also Davenport [2, Chapter 5]), it follows that the congruence condition of Theorem 3 is easily satisfied. Since we also have $\underline{\mathbf{d}}\left(\mathcal{B}_{\alpha, \beta}\right)=\alpha^{-1}>0$, Theorem 3 yields the following corollary.

Corollary 1. Fix $\alpha, \beta \in \mathbb{R}$ with $\alpha>1$, and suppose that $\alpha$ is irrational. Then, there is a number $s_{0}$ with the property that for any $s \geqslant s_{0}$ the equation

$$
b_{1}^{k}+\cdots+b_{s}^{k}=N
$$

has a solution with $b_{1}, \ldots, b_{s} \in \mathcal{B}_{\alpha, \beta}$ for all but finitely many natural numbers $N$.

Of course, the value of $s_{0}$ depends on $\alpha$ and a priori could be inordinately large for general $\alpha$. However, by utilising the power of the Hardy-Littlewood method we obtain the asymptotic formula for the number of solutions and show the existence of some solutions for a reasonably small value of $s_{0}$ that depends only on $k$.

Theorem 4. Fix $\alpha, \beta \in \mathbb{R}$ with $\alpha>1$, and suppose that $\alpha$ is irrational. Suppose further that $k \geqslant 2$ and that

$$
s \geqslant \begin{cases}2^{k}+1 & \text { if } 2 \leqslant k \leqslant 5 \\ 57 & \text { if } k=6 \\ 2 k^{2}+2 k-1 & \text { if } k \geqslant 7\end{cases}
$$

Then, the number $R(N)$ of representations of $N$ as a sum of $s$ positive $k$-th powers of members of the Beatty sequence $\mathcal{B}_{\alpha, \beta}$ satisfies

$$
R(N) \sim \alpha^{-s} \Gamma(1+1 / k)^{s} \Gamma(s / k)^{-1} \mathfrak{S}(N) N^{s / k-1} \quad(N \rightarrow \infty)
$$

where $\mathfrak{S}(N)$ is the singular series in the classical Waring's problem.
By [11, Theorems 4.3 and 4.6$]$ the singular series $\mathfrak{S}$ satisfies $\mathfrak{S}(N) \asymp 1$ for the permissible values of $s$ in the theorem.

The lower bound demands on $s$ can be significantly reduced by asking only for the existence of solutions for all large $N$.

Theorem 5. Fix $\alpha, \beta \in \mathbb{R}$ with $\alpha>1$, and suppose that $\alpha$ is irrational. Then, there is a function $H(k)$ which satisfies

$$
H(k) \sim k \log k \quad(k \rightarrow \infty)
$$

such that if $k \geqslant 2$ and $s \geqslant H(k)$, then every sufficiently large $N$ can be represented as a sum of $s$ positive $k$-th powers of members of the Beatty sequence $\mathcal{B}_{\alpha, \beta}$.

In the interests of clarity of exposition, we have made no effort to optimise the methods employed. Certainly many refinements are possible. For instance, in the range $5 \leqslant k \leqslant 20$ it would be possible to give explicit values for the function $H(k)$ by extracting the relevant bounds for Lemma 2 below from Vaughan and Wooley [13, 14, 15, 16], and doubtless the exponent $4 k$ of $S(\vartheta)$ can be replaced by 2 with some reasonable effort.

### 1.1 Notation

The notation $\|x\|$ is used to denote the distance from the real number $x$ to the nearest integer, that is,

$$
\|x\|=\min _{n \in \mathbb{Z}}|x-n| \quad(x \in \mathbb{R})
$$

We denote by $\{x\}$ the fractional part of $x$. We put $\mathbf{e}(x)=e^{2 \pi i x}$ for all $x \in \mathbb{R}$. Throughout the paper, we assume that $k$ and $n$ are natural numbers with $k \geqslant 2$.

For any finite set $S$, we denote by $\# S$ the number of elements in $S$.
In what follows, any implied constants in the symbols $\ll$ and $O$ may depend on the parameters $\alpha, \beta, k, s, \varepsilon, \eta$ but are absolute otherwise. We recall that for functions $F$ and $G$ with $G \geqslant 0$ the notations $F \ll G$ and $F=O(G)$ are equivalent to the statement that the inequality $|F| \leqslant c G$ holds for some constant $c>0$. If $F \geqslant 0$ also, then $F \gg G$ is equivalent to $G \ll F$. We also write $F \asymp G$ to indicate that $F \ll G$ and $G \ll F$.

## 2 The proof of Theorem 1

Let $\delta_{s}=\underline{\mathbf{d}}(s \mathcal{A})$ for each $s$. Note that hypothesis (ii) implies that $\delta_{s}>0$ for all $s \geqslant s_{2}$. We now suppose that $s=\max \left(s_{1}, s_{2}\right)$ and appeal to Kneser's theorem in the form given in $\left[4, \S 1\right.$, Theorem 18]; we conclude that for each $t=1,2, \ldots$, either (case 1) $\delta_{t s} \geqslant t \delta_{s}$ or (case 2) there is a set of integers $\mathcal{A}^{\prime}$ which is worse than $\mathcal{A}_{t s}$ and degenerate $\bmod g^{\prime}$ for some positive integer $g^{\prime}$ (here, worse means that $\mathcal{A}_{t s} \subset \mathcal{A}^{\prime}$ and that the sets $\mathcal{A}_{t s}$ and $\mathcal{A}^{\prime}$ coincide from some point onwards, and degenerate mod $g^{\prime}$ means that $\mathcal{A}^{\prime}$ is a union of residue classes to some modulus $g^{\prime}$ ). Since $\delta_{s}>0$ and $\delta_{t s} \leqslant 1$ it follows that case 2 must occur if $t$ is large enough. Let $t$ be fixed with this property. As $t s \geqslant t s_{1} \geqslant s_{1}$, from the definition of $s_{1}$ we see that for arbitrary $h, m$ and $n$ the residue class $h+m g^{\prime} \bmod n g^{\prime}$ intersects $\mathcal{A}_{t s}$. By a judicious choice of $m$ and $n$ there will be a sufficiently large element of $\mathcal{A}_{t s}$ in the residue class $h+m g^{\prime} \bmod n g^{\prime}$, and this element will also lie in $\mathcal{A}^{\prime}$. Clearly, this element also lies in the residue class $h \bmod g^{\prime}$. Since $h$ is arbitrary and $\mathcal{A}^{\prime}$ is degenerate $\bmod g^{\prime}$, it follows that $\mathcal{A}^{\prime}=\mathbb{Z}$. But $\mathcal{A}_{t s}$ and $\mathcal{A}^{\prime}$ coincide from some point onwards, and therefore, $\mathcal{A}_{t s}$ contains every sufficiently large positive integer.

## 3 The proofs of Theorems 2 and 3

For any set $\mathcal{S} \subset \mathbb{N}$, let $R_{s}(n ; \mathcal{S})$ be the number of $s$-tuples $\left(a_{1}, \ldots, a_{s}\right)$ with entries in $\mathcal{S}$ for which $a_{1}+\cdots+a_{s}=n$.

To prove Theorem 3 we specialise the set $\mathcal{A}$ in Theorem 1 to be the set of $k$-th powers of elements of $\mathcal{B}$. Let $\mathcal{A}^{*}$ denote the set of $k$-th powers of all natural numbers, and suppose that $s>2^{k}$. Using Theorem 2.6 and (2.19) of [11] we have

$$
R_{s}(n ; \mathcal{A}) \leqslant R_{s}\left(n ; \mathcal{A}^{*}\right) \ll n^{s / k-1}
$$

Also, the hypothesis $\underline{\mathbf{d}}(\mathcal{B})>0$ implies that

$$
\# \mathcal{A}(N / s)=\# \mathcal{B}\left((N / s)^{1 / k}\right) \gg(N / s)^{1 / k} \gg N^{1 / k}
$$

provided that $(N / s)^{1 / k}$ is no smaller than the least element of $\mathcal{B}$. Thus, if we write $A_{s}(N)=$ $\#(s \mathcal{A} \cap[1, N])$, then for such $N$ we have

$$
N^{s / k} \ll(\# \mathcal{A}(N / s))^{s} \leqslant \sum_{n=1}^{N} R_{s}(n ; \mathcal{A}) \ll A_{s}(N) N^{s / k-1} .
$$

We can conclude the proof by observing that the congruence condition in Theorem 1 is immediate from that in Theorem 3.

Theorem 2 can be established in the same way. It suffices to show that if $\mathcal{P}^{*}$ is the set of all primes, then for some $s$ we have

$$
R_{s}\left(n ; \mathcal{P}^{*}\right) \ll n^{s-1}(\log 2 n)^{-s} \quad(n \in \mathbb{N})
$$

When $s=3$ this is immediate from Theorem 3 and (3.15) in Chapter 3 of [11], and it would also follow rather easily from a standard application of sieve theory, although none of the standard texts establish the required result explicitly. Alternatively, the standard sieve bound

$$
R_{2}\left(n ; \mathcal{P}^{*}\right) \ll \frac{n^{2}}{\varphi(n)(\log 2 n)^{2}} \quad(n \in \mathbb{N})
$$

(which follows from Halberstam and Richert [3, Corollary 2.3.5], for example) and a simple application of Cauchy's inequality show that $\underline{\mathbf{d}}(2 \mathcal{P})>0$.

## 4 The generating functions

The rest of this memoir is devoted to the study of the special case of sums of $k$-th powers of members of a Beatty sequence via the Hardy-Littlewood method. Let

$$
\mathcal{B}(P)=\left\{n \in \mathcal{B}_{\alpha, \beta}: n \leqslant P\right\} \quad \text { and } \quad \mathcal{A}(P, R)=\{n \leqslant P: p \mid n \Longrightarrow p \leqslant R\}
$$

and put

$$
\begin{array}{ll}
S(\vartheta)=\sum_{n \in \mathcal{B}(P)} e\left(\vartheta n^{k}\right), & T(\vartheta)=\sum_{n \leqslant P} e\left(\vartheta n^{k}\right), \\
U(\vartheta)=\sum_{n \in \mathcal{A}(P, R) \cap \mathcal{B}(P)} e\left(\vartheta n^{k}\right), & V(\vartheta)=\sum_{n \in \mathcal{A}(P, R)} e\left(\vartheta n^{k}\right),
\end{array}
$$

Lemma 1. Suppose that $t$ satisfies

$$
t \geqslant \begin{cases}3 & \text { if } k=2, \\ 2^{k-1} & \text { if } 3 \leqslant k \leqslant 5 \\ 56 & \text { if } k=6, \\ 2 k^{2}+2 k-2 & \text { if } k \geqslant 7 .\end{cases}
$$

If $F$ is one of $S, U$ or $V$, then

$$
\int_{0}^{1}|F(\vartheta)|^{2 t} d \vartheta \leqslant \int_{0}^{1}|T(\vartheta)|^{2 t} d \vartheta \ll P^{2 t-k}
$$

Proof. When $k=2$ the bound on $\int_{0}^{1}|T(\vartheta)|^{2 t} d \vartheta$ follows from a standard application of the Hardy-Littlewood method, when $k=3$ from Vaughan [8, Theorem 2], when $k=4$ or 5 from Vaughan [9], when $k=6$ from Boklan [1], and when $k \geqslant 7$ from Wooley [18, Corollary 4] and a routine application of the Hardy-Littlewood method. The proof is completed by interpreting each integral as the number of solutions of the diophantine equation

$$
x_{1}^{k}+\cdots+x_{t}^{k}=x_{t+1}^{k}+\cdots+x_{2 t}^{k}
$$

with the $x_{j}$ lying in $\mathcal{B}(P), \mathbb{N} \cap[1, P], \mathcal{A}(P, R) \cap \mathcal{B}(P)$ or $\mathcal{A}(P, R)$, respectively.
Lemma 2. There is a number $\eta>0$ and a function $H_{1}(k)$ such that

$$
H_{1}(k) \sim k \log k \quad(k \rightarrow \infty)
$$

with the property that whenever $2 t \geqslant H_{1}(k)$ and $R=P^{\eta}$ we have

$$
\int_{0}^{1}\left|S(\vartheta)^{4 k} U(\vartheta)^{2 t}\right| d \vartheta \leqslant \int_{0}^{1}\left|T(\vartheta)^{4 k} V(\vartheta)^{2 t}\right| d \vartheta \ll P^{2 t+3 k} .
$$

Proof. In view of Lemma 1, it can be supposed that $k \geqslant k_{0}$ for a suitable $k_{0}$. According to [11, Theorem 12.4] we have

$$
\int_{0}^{1}|V(\vartheta)|^{2 s} d \vartheta \ll P^{\lambda_{s}+\varepsilon}
$$

where

$$
\lambda_{s}=2 s-k+k \exp (1-2 s / k)
$$

Let $\mathfrak{m}$ denote the set of real numbers $\vartheta \in[0,1]$ such that if $|\vartheta-a / q| \leqslant q^{-1} P^{3 / 4-k}$ with $(a, q)=1$, then $q>P^{3 / 4}$, and let $\mathfrak{M}=[0,1] \backslash \mathfrak{m}$. Then, by Vaughan [10, Theorem 1.8] we have

$$
\sup _{\vartheta \in \mathfrak{m}}|V(\vartheta)| \ll P^{1-\sigma_{k}+\varepsilon}
$$

where

$$
\sigma_{k}=\max _{\substack{n \in \mathbb{N} \\ n \geqslant 2}} \frac{1}{4 n}\left(1-(k-2)(1-1 / k)^{n-2}\right)
$$

Note that

$$
\sigma_{k} \sim \frac{1}{4 k \log k} \quad(k \rightarrow \infty)
$$

We now put

$$
s=\left\lfloor\frac{1}{2} k \log k+k \log \log k\right\rfloor+1 \quad \text { and } \quad t=s+k
$$

Then,

$$
\int_{\mathfrak{m}}|V(\vartheta)|^{2 t} d \vartheta \ll P^{2 t-k+\mu_{k}+\varepsilon}
$$

where

$$
\mu_{k}=k \exp (1-2 s / k)-2 k \sigma_{k}<e(\log k)^{-2}-2 k \sigma_{k}<0
$$

provided that $k>k_{0}$. Hence

$$
\int_{\mathfrak{m}}\left|T(\vartheta)^{4 k} V(\vartheta)^{2 t}\right| d \vartheta \ll P^{2 t+3 k}
$$

By the methods of [11, Chapter 4] we also have

$$
\int_{\mathfrak{M}}\left|T(\vartheta)^{4 k} V(\vartheta)^{2 t}\right| d \vartheta \ll P^{2 t} \int_{\mathfrak{M}}|T(\vartheta)|^{4 k} d \vartheta \ll P^{2 t+3 k},
$$

and the lemma is proved.
In what follows, we denote

$$
S(q, a)=\sum_{m=1}^{q} e\left(a m^{k} / q\right) \quad \text { and } \quad I(\phi)=\int_{0}^{P} e\left(\phi x^{k}\right) d x
$$

Lemma 3. Suppose that $\alpha$ is irrational. Then, for every real number $P \geqslant 1$ there is a number $Q=Q(P)$ such that
(i) $Q \leqslant P^{1 / 2}$;
(ii) $Q \rightarrow \infty$ as $P \rightarrow \infty$;
(iii) Let $\mathfrak{m}$ denote the set of real numbers $\vartheta$ with the property that $q>Q$ whenever the inequality $|\vartheta-a / q| \leqslant Q q^{-1} P^{-k}$ holds with $(a, q)=1$. Then,

$$
S(\vartheta) \ll P Q^{-1 / k} \quad(\vartheta \in \mathfrak{m})
$$

(iv) If $q \leqslant Q,|\vartheta-a / q| \leqslant Q q^{-1} P^{-k}$, and $(a, q)=1$, then

$$
S(\vartheta)=\alpha^{-1} q^{-1} S(q, a) I(\vartheta-a / q)+O\left(P Q^{-1 / k}\right)
$$

Proof. Since $\alpha \notin \mathbb{Q}$, there is at most one pair of integers $m, n$ such that $n=\alpha m+\beta$ and at most one pair such that $n=\alpha m+\beta-1$. For any other value of $n$ we have

$$
n=\lfloor\alpha m+\beta\rfloor \text { for some } m \quad \Longleftrightarrow \quad 1-\alpha^{-1}<\left\{\alpha^{-1}(n-\beta)\right\}<1
$$

Let $\Psi(x)=x-\lfloor x\rfloor-\frac{1}{2}$ for all $x \in \mathbb{R}$; then $\Psi$ is periodic with period one, and for $x \in[0,1)$ we have

$$
\alpha^{-1}+\Psi(x)-\Psi\left(x+\alpha^{-1}\right)= \begin{cases}1 & \text { if } 1-\alpha^{-1}<x<1 \\ 0 & \text { if } 0<x<1-\alpha^{-1} \\ \frac{1}{2} & \text { if } x=0 \text { or } x=1-\alpha^{-1}\end{cases}
$$

Consequently,

$$
S(\vartheta)=\alpha^{-1} T(\vartheta)+\sum_{n \leqslant P}\left(\Psi\left(\alpha^{-1}(n-\beta)\right)-\Psi\left(\alpha^{-1}(n-\beta+1)\right)\right) e\left(\vartheta n^{k}\right)+O(1)
$$

Now let

$$
\begin{equation*}
T(\vartheta, \phi)=\sum_{n \leqslant P} e\left(\vartheta n^{k}+\phi n\right) \tag{4.1}
\end{equation*}
$$

and

$$
W(\phi)=\sum_{n \leqslant P} \min \left\{1, H^{-1}\left\|\alpha^{-1} n-\phi\right\|^{-1}\right\},
$$

where $H$ is a positive parameter to be determined below. By Montgomery and Vaughan [6, Lemma D.1] we have

$$
\begin{gathered}
S(\vartheta)=\alpha^{-1} T(\vartheta)-\sum_{0<|h| \leqslant H} \frac{e\left(\alpha^{-1}(1-\beta) h\right)-e\left(-\alpha^{-1} \beta h\right)}{2 \pi i h} T\left(\vartheta, \alpha^{-1} h\right) \\
+O\left(1+W\left(\alpha^{-1} \beta\right)+W\left(\alpha^{-1}(\beta-1)\right)\right)
\end{gathered}
$$

Choose $r=r(P)$ maximal and $b$ so that

$$
\begin{equation*}
(b, r)=1, \quad\left|\alpha^{-1}-b / r\right| \leqslant r^{-2} \quad \text { and } \quad r^{2}\left|\alpha^{-1}-b / r\right|^{-1} \leqslant P^{1 / 4} \tag{4.2}
\end{equation*}
$$

This is always possible if $P$ is large enough. Indeed, by Dirichlet's theorem on diophantine approximation, or by the theory of continued fractions, there are infinitely many coprime pairs $b, r$ that satisfy the first inequality, and at least one of the pairs will satisfy the second inequality if $P$ is sufficiently large. Moreover, the two inequalities together imply that $r \leqslant P^{1 / 16}$, so the maximal $r$ exists. Note that $r=r(P)$ tends to infinity as $P \rightarrow \infty$ since $\alpha$ is irrational. Let $\xi=\alpha^{-1} r^{2}-b r$, choose $c$ so that $|\phi r-c| \leqslant \frac{1}{2}$, put $\eta=\phi r-c$, and for every $n \leqslant P$ write $n=u r+v$ with $-r / 2<v \leqslant r / 2$ and $0 \leqslant u \leqslant 1+P / r$. For any given $u$, let $w$ be an integer closest to $u \xi$, and put $\kappa=u \xi-w$. Then,

$$
W(\phi)=\sum_{u, v} \min \left\{1, H^{-1}\left\|\alpha^{-1}(u r+v)-\phi\right\|^{-1}\right\}
$$

Moreover,

$$
\alpha^{-1}(u r+v)-\phi=u b+\frac{v b+w-c}{r}+\frac{\kappa}{r}+\frac{v \xi}{r^{2}}-\frac{\eta}{r},
$$

and for any given $u$ we have

$$
\left\|\alpha^{-1}(u r+v)-\phi\right\| \geqslant\left\|\frac{v b+w-c}{r}\right\|-\frac{3}{2 r} .
$$

Hence the contribution to $W$ from any fixed $u$ is

$$
\ll 1+H^{-1} r \log r,
$$

and so summing over all $u$ we derive the bound

$$
W(\phi) \ll P r^{-1}+P H^{-1} \log r .
$$

The choice $H=r^{1 / 3}$ gives

$$
\begin{equation*}
S(\vartheta)=\alpha^{-1} T(\vartheta)-\sum_{0<|h| \leqslant r^{1 / 3}} \frac{e\left(\alpha^{-1}(1-\beta) h\right)-e\left(-\alpha^{-1} \beta h\right)}{2 \pi i h} T\left(\vartheta, \alpha^{-1} h\right)+O\left(\operatorname{Pr}^{-1 / 4}\right) \tag{4.3}
\end{equation*}
$$

The error term here is acceptable provided that $Q \leqslant r^{1 / 4}$.
Next, we show that the sum over $h$ is also $\ll P Q^{-1}$ provided that $Q=Q(P)$ grows sufficiently slowly. Choose $a, q$ with $(a, q)=1$ such that $|\vartheta-a / q| \leqslant q^{-1} P^{\frac{1}{2}-k}$ and $q \leqslant P^{k-\frac{1}{2}}$. Then, by [11, Lemma 2.4], when $q>P^{1 / 2}$ there is a $\delta=\delta(k)>0$ such that

$$
T(\vartheta, \phi) \ll P^{1-\delta} \quad(\phi \in \mathbb{R})
$$

Since $T(\vartheta)=T(\vartheta, 0)$ and $r \leqslant P^{1 / 16}$, we derive the bound

$$
S(\vartheta) \ll P^{1-\delta} \log P+P r^{-1 / 4} \ll P Q^{-1}
$$

provided that $Q \leqslant \min \left\{P^{\delta} / \log P, r^{1 / 4}\right\}$, and we are done in this case.
Now suppose that $q \leqslant P^{1 / 2}$. We have

$$
\begin{aligned}
T\left(\vartheta, \alpha^{-1} h\right) & =\sum_{m=1}^{q} e\left(a m^{k} / q\right) \sum_{\substack{n \leqslant P \\
n \equiv m(\bmod q)}} e\left((\vartheta-a / q) n^{k}+\alpha^{-1} h n\right) \\
& =q^{-1} \sum_{\frac{h q}{\alpha}-\frac{q}{2}<\ell \leqslant \frac{h q}{\alpha}+\frac{q}{2}} S(q, a, \ell) \sum_{n \leqslant P} e\left((\vartheta-a / q) n^{k}+\left(\alpha^{-1} h-\ell / q\right) n\right),
\end{aligned}
$$

where

$$
S(q, a, \ell)=\sum_{m=1}^{q} e\left(a m^{k} / q+\ell m / q\right)
$$

Let $g$ be the polynomial

$$
g(x)=(\vartheta-a / q) x^{k}+\left(\alpha^{-1} h-\ell / q\right) x .
$$

For $0 \leqslant x \leqslant P$ and $\frac{h q}{\alpha}-\frac{q}{2}<\ell \leqslant \frac{h q}{\alpha}+\frac{q}{2}$ it is easy to verify that

$$
\left|g^{\prime}(x)\right| \leqslant k q^{-1} P^{-1 / 2}+\frac{1}{2}<\frac{3}{4}
$$

if $P$ is large enough. Hence, by Titchmarsh [7, Lemma 4.8] we see that

$$
\begin{equation*}
\sum_{n \leqslant P} e\left((\vartheta-a / q) n^{k}+\left(\alpha^{-1} h-\ell / q\right) n\right)=\int_{0}^{P} e(g(x)) d x+O(1) \tag{4.4}
\end{equation*}
$$

In the case that $\left|\alpha^{-1} h-\ell / q\right| \geqslant 1 /(2 q)$, we have

$$
\left|g^{\prime}(x)\right| \geqslant\left|\alpha^{-1} h-\ell / q\right|-k q^{-1} P^{-1 / 2} \gg\left|\alpha^{-1} h-\ell / q\right|
$$

and therefore by [7, Lemma 4.2] the integral in (4.4) is

$$
\ll\left|\alpha^{-1} h-\ell / q\right|^{-1} .
$$

Also, we have trivially $|S(q, a, \ell)| \leqslant q$. Thus, the total contribution to $T\left(\vartheta, \alpha^{-1} h\right)$ from the numbers $\ell$ with $\left|\alpha^{-1} h-\ell / q\right| \geqslant 1 /(2 q)$ is

$$
\ll \sum_{\substack{\ell \\\left|\alpha^{-1} h-\ell / q\right| \geqslant 1 /(2 q)}}\left|\alpha^{-1} h-\ell / q\right|^{-1} \ll q \log q,
$$

and summing over $h$ with $0<|h| \leqslant r^{1 / 3}$ the overall contribution to the sum in (4.3) is

$$
\ll q \log q \cdot \log r \ll P^{3 / 4}
$$

which is acceptable.
Next, let $\ell$ be a number for which $\left|\alpha^{-1} h-\ell / q\right|<1 /(2 q)$; note that there is at most one such $\ell$ for each $h$. Since $(a, q)=1$, by [11, Theorem 7.1] we have that $S(q, a, \ell) \ll q^{1-1 / k+\varepsilon}$. Hence the total contribution to the sum in (4.3) from such an $\ell$ is $\ll q^{-1 / k+\varepsilon} P \log r$. When $q>r^{1 / 3}$ this is sufficient provided that $Q \leqslant r^{1 / 4}$. Now suppose that $q \leqslant r^{1 / 3}$. Since $\alpha$ is irrational and $r$ is large, we have $b \neq 0$ by (4.2), and we claim that $h b / r \neq \ell / q$. Indeed, suppose on the contrary that $h b q=r \ell$. Then $b \mid \ell$, and we can write $\ell=m b$, and $h q=r m$. Since $h \neq 0$, it follows that $m \neq 0$. But this is impossible since $|h| q \leqslant r^{2 / 3}$, and the claim is proved. Therefore, using (4.2) again, we have

$$
\left|\alpha^{-1} h-\ell / q\right|=\left|h b / r-\ell / q+h\left(\alpha^{-1}-b / r\right)\right| \geqslant|h b / r-\ell / q|-|h| r^{-2} \geqslant(r q)^{-1}-r^{-5 / 3} \gg(r q)^{-1} .
$$

Arguing as before, we see that $\left|g^{\prime}(x)\right| \gg(r q)^{-1}$, the integral in (4.4) is $\ll r q$, and therefore $T\left(\vartheta, \alpha^{-1} h\right) \ll q^{1-1 / k+\varepsilon} r$ for each $h$ associated with such an $\ell$; hence the total contribution to the sum in (4.3) is

$$
\ll q^{1-1 / k+\varepsilon} r \log r \ll r^{4 / 3} \leqslant P^{1 / 12}
$$

It remains only to deal with the single term

$$
\alpha^{-1} T(\vartheta)
$$

By [11, Theorem 4.1] we have

$$
\alpha^{-1} T(\vartheta)=\alpha^{-1} q^{-1} S(q, a) I(\vartheta-a / q)+O(q)
$$

and since $q \leqslant P^{1 / 2}$ the error term here is acceptable. By [11, Lemma 2.8],

$$
I(\vartheta-a / q) \ll \min \left(P,|\vartheta-a / q|^{-1 / k}\right)
$$

and by [11, Theorem 4.2] we have

$$
S(q, a) \ll q^{1-1 / k}
$$

Hence, if $q>Q$ or $|\vartheta-a / q|>Q /\left(q P^{k}\right)$ we see that

$$
\alpha^{-1} T(\vartheta) \ll P Q^{-1 / k}
$$

The only remaining $\vartheta$ to be considered are those for which there exist coprime integers $a, q$ with $q \leqslant Q$ and $|\vartheta-a / q| \leqslant Q q^{-1} P^{-k}$. Thus, we have shown that for all $\vartheta$ in $\mathfrak{m}$ the desired bound holds. For the remaining $\vartheta$, we have established that (iv) holds as required.

For $\varphi \in \mathbb{R}$ and a parameter $A>1$ at our disposal which will eventually be chosen as a function of $\varepsilon$ (only), define

$$
\begin{aligned}
& f_{-}(\varphi)=\max \left\{0,(A+1)\left(1-2 \alpha\left\|1-\frac{1}{2 \alpha}-\varphi\right\|\right)\right\}-\max \left\{0, A-2 \alpha(A+1)\left\|1-\frac{1}{2 \alpha}-\varphi\right\|\right\}, \\
& f_{+}(\varphi)=\max \left\{0, A+1-2 \alpha A\left\|1-\frac{1}{2 \alpha}-\varphi\right\|\right\}-\max \left\{0, A\left(1-2 \alpha\left\|1-\frac{1}{2 \alpha}-\varphi\right\|\right)\right\} .
\end{aligned}
$$

Let

$$
\begin{equation*}
S_{ \pm}(\vartheta)=\sum_{n \leqslant P} f_{ \pm}((n-\beta) / \alpha) e\left(\vartheta n^{2}\right) \tag{4.5}
\end{equation*}
$$

The functions $f_{ \pm}$respectively minorize and majorize the characteristic function of the set $[1-1 / \alpha, 1] \bmod 1$. Thus, following the discussion in the first paragraph of the proof of Lemma 3, with the choice $P=N^{1 / 2}$ we have

$$
\begin{equation*}
\int_{0}^{1} S_{-}(\vartheta)^{s} e(-\vartheta N) d \vartheta \leqslant R(N) \leqslant \int_{0}^{1} S_{+}(\vartheta)^{s} e(-\vartheta N) d \vartheta \tag{4.6}
\end{equation*}
$$

in the case that $k=2$. The functions $f_{ \pm}$have Fourier expansions

$$
\begin{equation*}
f_{ \pm}(\varphi)=\sum_{h=-\infty}^{\infty} c_{ \pm}(h) e(h \varphi) \tag{4.7}
\end{equation*}
$$

whose coefficients are given by

$$
\begin{equation*}
c_{-}(0)=\alpha^{-1}\left(1-\frac{1}{2(A+1)}\right), \quad c_{+}(0)=\alpha^{-1}\left(1+\frac{1}{2 A}\right) \tag{4.8}
\end{equation*}
$$

and for any $h \neq 0$,

$$
\begin{aligned}
& c_{-}(h)=\frac{e\left(\frac{1}{2} \alpha^{-1} h\right)(A+1) \alpha}{\pi^{2} h^{2}}\left(\cos \frac{\pi \alpha^{-1} h A}{A+1}-\cos \pi \alpha^{-1} h\right), \\
& c_{+}(h)=\frac{e\left(\frac{1}{2} \alpha^{-1} h\right) A \alpha}{\pi^{2} h^{2}}\left(\cos \pi \alpha^{-1} h-\cos \frac{\pi \alpha^{-1} h(A+1)}{A}\right) .
\end{aligned}
$$

Note that

$$
\begin{equation*}
c_{ \pm}(h) \ll h^{-2} A \alpha \quad(h \neq 0) \tag{4.9}
\end{equation*}
$$

Lemma 4. Suppose that $(a, q)=1$ and $|\vartheta q-a| \leqslant P^{-1}$. Then

$$
S_{ \pm}(\vartheta) \ll A \alpha\left(\frac{P}{\left(q+P^{2}|\vartheta q-a|\right)^{1 / 2}}+q^{1 / 2}\right) .
$$

Proof. By (4.1), (4.5) and (4.7),

$$
S_{ \pm}(\vartheta)=\sum_{h=-\infty}^{\infty} c_{ \pm}(h) e(-h \beta / \alpha) T(\vartheta, h / \alpha) .
$$

The conclusion then follows from (4.9) and Vaughan [12, Theorem 5].
Lemma 5. Suppose that $\alpha$ is irrational. Then, for every real number $P \geqslant 1$ there is a number $Q=Q(P)$ such that
(i) $Q \leqslant P^{1 / 2}$;
(ii) $Q \rightarrow \infty$ as $P \rightarrow \infty$;
(iii) For any coprime integers $a, q$ with $q \leqslant Q$ and $|\vartheta-a / q| \leqslant Q q^{-1} P^{-2}$ we have

$$
S_{ \pm}(\vartheta)=c_{ \pm}(0) q^{-1} S(q, a) I(\vartheta-a / q)+O\left(P Q^{-1 / 2}\right)
$$

Proof. This can be established in the same way as Lemma 3.

## 5 The proofs of Theorems 4 and 5

When $k>2$, Theorem 4 follows from Lemmas 1 and 3 by a routine application of the Hardy-Littlewood method.

When $k=2$, let $Q$ be as in Lemma 5. Now define

$$
\mathfrak{M}(q, a)=\left\{\vartheta:|\vartheta-a / q| \leqslant Q q^{-1} P^{-2}\right\}
$$

and let $\mathfrak{M}$ denote the union of the $\mathfrak{M}(q, a)$ with $1 \leqslant a \leqslant q \leqslant Q$ and $(a, q)=1$. Put $\mathfrak{m}=\left[Q P^{-2}, 1+Q P^{-2}\right] \backslash \mathfrak{M}$, so that $\mathfrak{m} \subset\left[Q P^{-2}, 1-Q P^{-2}\right)$. Now for any $\vartheta \in \mathfrak{m}$ we choose coprime integers $a, q$ with $1 \leqslant a \leqslant q \leqslant P$ and $|\vartheta-a / q| \leqslant q^{-1} P^{-1}$. Note that, by the definition of $\mathfrak{m}$, we have $|\vartheta-a / q|>q^{-1} P^{-1}$ when $q \leqslant Q$. By Lemma 4 , whenever $s \geqslant 5$ we have

$$
\begin{aligned}
\int_{\mathfrak{m}}\left|S_{ \pm}(\vartheta)\right|^{s} d \vartheta & \ll \sum_{q \leqslant Q} q \int_{Q q^{-1} P^{-2}}^{1 /(q P)}(A \alpha)^{s}\left(q^{-s / 2} \varphi^{-s / 2}+q^{s / 2}\right) d \varphi \\
& +\sum_{Q<q \leqslant P} q \int_{0}^{1 /(q P)}(A \alpha)^{s}\left(P^{s}\left(q+P^{2} q \varphi\right)^{-s / 2}+q^{s / 2}\right) d \varphi \\
& \ll(A \alpha)^{s} \sum_{q \leqslant Q}\left(P^{s-2} Q^{1-s / 2}+P^{-1} q^{s / 2}\right)+(A \alpha)^{s} \sum_{Q<q \leqslant P}\left(q^{1-s / 2} P^{s-2}+P^{-1} q^{s / 2}\right) \\
& \ll(A \alpha)^{s}\left(Q^{-1 / 2} P^{s-2}+P^{s / 2}\right) \ll \alpha^{-s} P^{s-2} Q^{-1 / 4} .
\end{aligned}
$$

Choosing $P=N^{1 / 2}$, a routine application of Lemma 5 shows that

$$
\int_{\mathfrak{M}} S_{ \pm}(\vartheta)^{s} e(-N \vartheta) d \vartheta=c_{ \pm}(0) \Gamma(3 / 2)^{s} \Gamma(s / 2)^{-1} \mathfrak{S}(N) N^{s / 2-1}+O\left(N^{s / 2-1} Q^{-1 / 4}\right)
$$

Now suppose that $A=1 / \varepsilon$, where $\varepsilon$ is positive but small. Then, by (4.6) and (4.8) it follows that

$$
R(N)=\alpha^{-s} \Gamma(3 / 2)^{s} \Gamma(s / 2)^{-1} \mathfrak{S}(N) N^{s / 2-1}+O\left(\varepsilon N^{s / 2-1}\right) \quad\left(N>N_{0}(\varepsilon)\right)
$$

and this completes the proof of Theorem 4.
To prove Theorem 5 we take $P=N^{1 / k}, R$ and $t$ as in Lemma 2 and consider the number $R(N)$ of representations of $N$ in the form

$$
N=x_{1}^{k}+\cdots+x_{4 k+1}^{k}+y_{1}^{k}+\cdots+y_{2 t}^{k}
$$

with $x_{1}, \ldots, x_{4 k+1} \in \mathcal{B}(P)$ and $y_{1}, \ldots, y_{2 t} \in \mathcal{A}(P, R) \cap \mathcal{B}(P)$. Clearly,

$$
R(N)=\int_{0}^{1} S(\vartheta)^{4 k+1} U(\vartheta)^{2 t} e(-N \vartheta) d \vartheta
$$

Let $\mathfrak{M}(q, a)$ denote the set of $\vartheta$ with $|\vartheta-a / q| \leqslant Q q^{-1} P^{-k}$, let $\mathfrak{M}$ be the union of all such intervals with $1 \leqslant a \leqslant q \leqslant Q$ and $(a, q)=1$, and put $\mathfrak{m}=\left(Q P^{-k}, 1+Q P^{-k}\right\rceil \backslash \mathfrak{M}$. By Lemmas 2 and 3 we have

$$
\int_{\mathfrak{m}}\left|S(\vartheta)^{4 k+1} U(\vartheta)^{2 t}\right| d \vartheta \ll P^{3 k+2 t+1} Q^{-1 / k}
$$

Let

$$
Z(\vartheta)= \begin{cases}\alpha^{-1} q^{-1} S(q, a) I(\vartheta-a / q) & \text { if } \vartheta \in \mathfrak{M}(q, a) \\ 0 & \text { if } \vartheta \in \mathfrak{m}\end{cases}
$$

Then, by (iv) of Lemma 3 and a routine argument we have

$$
\int_{\mathfrak{M}} S(\vartheta)^{4 k+1} U(\vartheta)^{2 t} e(-N \vartheta) d \vartheta=\int_{Q P^{-k}}^{1+Q P^{-k}} Z(\vartheta)^{4 k+1} U(\vartheta)^{2 t} e(-N \vartheta) d \vartheta+O\left(P^{3 k+2 t+1} Q^{-1 / k}\right)
$$

By the methods of [11, Chapter 4] we have

$$
\int_{Q P^{-k}}^{1+Q P^{-k}} Z(\vartheta)^{4 k+1} e(-m \vartheta) d \vartheta=\alpha^{-4 k-1} \frac{\Gamma(1+1 / k)^{4 k+1}}{\Gamma(4+1 / k)} m^{3+1 / k} \mathfrak{S}(m)+O\left(P^{3 k+1} Q^{-1 / k}\right)
$$

uniformly for $1 \leqslant m \leqslant N$, and

$$
\int_{Q P^{-k}}^{1+Q P^{-k}} Z(\vartheta)^{4 k+1} e(-m \vartheta) d \vartheta \ll P^{3 k+1} Q^{-1 / k}
$$

uniformly for $m \leqslant 0$. Here $\mathfrak{S}$ is the usual singular series associated with Waring's problem; note that $\mathfrak{S}(m) \asymp 1$. Therefore,

$$
\begin{array}{rl}
\int_{Q P^{-k}}^{1+Q P^{-k}} & Z(\vartheta)^{4 k+1} U(\vartheta)^{2 t} e(-N \vartheta) d \vartheta \\
& =\sum_{y_{1}, \ldots, y_{2 t}} \alpha^{-4 k-1} \frac{\Gamma(1+1 / k)^{4 k+1}}{\Gamma(4+1 / k)}\left(N-y_{1}^{k}-\cdots-y_{2 t}^{k}\right)^{3+1 / k} \mathfrak{S}\left(N-y_{1}^{k}-\cdots-y_{2 t}^{k}\right) \\
\quad \quad \quad O\left(P^{3 k+2 t+1} Q^{-1 / k}\right)
\end{array}
$$

where the sum is taken over those $y_{1}, \ldots, y_{2 t} \in \mathcal{B}(P)$ with $\left(N-y_{1}^{k}-\cdots-y_{2 t}^{k}\right)^{3+1 / k}>0$. By restricting to those $y_{1}, \ldots, y_{2 t}$ that do not exceed $P /(4 t)$, one sees that

$$
R(N) \gg N^{3+1 / k+2 t / k}
$$

if $N$ is sufficiently large, and this completes the proof of Theorem 5.
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