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Abstract—In cooperative UWA systems, due to the low speed
of sound, a node can experience significant time delays among
the signals received from geographically separated nodes. One
way to combat the asynchronism issues is to employ orthogonal
frequency division multiplexing (OFDM)-based transmissions at
the source node by preceding every OFDM block with an
extremely long cyclic prefix (CP) which reduces the transmission
rates dramatically. One may increase the OFDM block length
accordingly to compensate for the rate loss which also degrades
the performance due to the significantly time-varying nature of
UWA channels. In this paper, we develop a new OFDM-based
scheme to combat the asynchronism problem in cooperative
UWA systems without adding a long CP (in the order of the
long relative delays) at the transmitter. By adding a much
more manageable (short) CP at the source, we obtain a delay
diversity structure at the destination for effective processing and
exploitation of spatial diversity by utilizing a low complexity
Viterbi decoder at the destination, e.g., for a binary phase shift
keying (BPSK) modulated system, we need a two-state Viterbi
decoder. We provide pairwise error probability (PEP) analysis
of the system for both time-invariant and block fading channels
showing that the system achieves full spatial diversity. We find
through extensive simulations that the proposed scheme offers a
significantly improved error rate performance for time-varying
channels (typical in UWA communications) compared to the
existing approaches.

Index Terms—Asynchronous communication, cooperative sys-
tems, underwater acoustics, OFDM.

I. INTRODUCTION

COOPERATIVE UWA communications which refers to a
group of nodes, known as relays, helping the source to

deliver its data to a destination is a promising physical layer
solution to improve the performance of UWA systems [1], [2],
[3]. In a UWA cooperative communication system, the time
differences among signals received from geographically sepa-
rated nodes can be excessive due to the low speed of sound in
water. For example, if the relative distance between two nodes
with respect to another one is 500 m, then their transmissions
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experience a relative delay of 333 ms. Considering, for in-
stance, that in an OFDM-UWA cooperative communication
scheme with 512 sub-carriers over a total bandwidth of 8 kHz,
the OFDM block duration is only 64 ms, the excessive delay
of 333 ms becomes problematic. Furthermore, UWA channels
are highly time varying due to the large Doppler spreads
and Doppler shift effects (or Doppler scaling) [4]. Therefore,
a practical non-centralized UWA cooperative communication
system is asynchronous with large relative delays among
the nodes and sees highly time-varying frequency selective
channel conditions.

Our focus in this paper is on asynchronous cooperative
UWA communications where only the destination node is
aware of the relative delays among the nodes. Existing sig-
naling solutions for asynchronous radio terrestrial cooperative
communications rely on quasi-static fading channels with
limited delays among signals received from different relays
at the destination, e.g., see [5] and references therein, in
which every transmitted block is preceded by a time guard
not less than the maximum possible delay among the relays.
Therefore, we cannot directly apply them for cooperative
UWA communications. Our main objective is to develop new
OFDM based signaling solutions to combat the asynchronism
issues arising from excessively large relative delays without
preceding each OFDM block by a large CP (in the order of
the maximum possible relative delay).

In systems employing OFDM, e.g., [6], [7], the existing
solutions are effective when the maximum length of the
relative delays among signals received from various nodes are
less than the length of an OFDM block which is not a practical
assumption for the case of UWA communications. In [6], a
space-frequency coding approach is proposed which is proved
to achieve both full spatial and full multipath diversities. In [7],
OFDM transmission is implemented at the source node and
relays only perform time reversal and complex conjugation.
A trivial generalization of existing OFDM-based results to
compensate for large relative delays may be to increase the
OFDM block lengths. The main drawback in this case is that
inter carrier interference (ICI) is increased due to the time
variations of the UWA channels. Another trivial solution is to
increase the length of the CP. This is not an efficient solution
either, since it dramatically decreases the spectral efficiency
of the system.

There are several single carrier transmission based solutions
reported in the literature as well, e.g., [1], [8], [9], [10],
[11], [12]. In [1] a time reversal distributed space time block
code (DSTBC) is proposed for UWA cooperative commu-
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nication systems under quasi-static multipath fading channel
conditions. In [8], a DSTBC transmission scheme by decode
and forward (DF) relaying is proposed which achieves both
full spatial and multipath diversities. A distributed space time
trellis code with DF relaying is proposed in [9], [10] which
under certain conditions can achieve full spatial and multipath
diversities. In [11], [12], space time delay tolerant codes are
proposed for decode and forward relaying strategies where
in [11] a family of fully delay tolerant codes and in [12]
a family of bounded delay tolerant codes are developed for
asynchronous cooperative systems.

In this paper, we focus on OFDM based cooperative UWA
communication systems with full-duplex AF relays where all
the nodes employ the same frequency band to communicate
with the destination. We assume an asynchronous opera-
tion and potentially very large delays among different nodes
(known only at the destination). We present a new scheme
which can compensate for the effects of the long delays among
the signals received from different nodes without adding an
excessively long CP. We demonstrate that we can extract
delay diversity out of the asynchronism among the cooperating
nodes. The main idea is to add an appropriate CP (much
shorter than the long relative delays among the relays) to
each OFDM block at the transmitter side to combat multipath
effects of the channels and obtain a delay diversity structure
at the destination.

The paper is organized as follows. In Section II, the system
model and the structure of the OFDM signals at the source,
relays and destination are presented. The proposed signaling
scheme which includes appropriate CP addition at the source
and CP removal at the destination is explained in Section III.
Furthermore, it is shown that the proposed scheme gives a
delay diversity structure at the destination for large relative
delays among the relays. In Section IV, we present another
transmission scheme which is also useful for delay values less
than one OFDM block and provides the same delay diversity
structure for longer delay values. In Section V, the PEP
analysis of the system under both quasi-static and block fading
channel models is provided. In Section VI, the performance
of the proposed scheme is evaluated through some numerical
examples. Finally, conclusions are given in Section VII.

II. SYSTEM AND SIGNAL MODELS

We consider a full-duplex AF relay system with two relays,
shown in Fig. 1, in which there is no direct link between source
(S) and destination (D), and the relays help the source deliver
its data to the destination by using the AF method. No power
allocation strategy is employed at the relay nodes and they use
fixed power amplification factors. Note that the model can be
generalized to a system with an arbitrary number of relays and
a direct link between source and the destination, and optimal
power allocation can be used in a straightforward manner. We
assume that the channels from the source to the relays and the
relays to the destination are time-varying multipath channels
where hi(t, τ) and gi(t, τ) represent the source to the i-th
relay and the i-th relay to the destination channel responses
at time t to an impulse applied at time t− τ , respectively.

Before presenting the system model of the new relaying
scheme, we would like to give an example to demonstrate how

1
2

( ) ( )
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Fig. 1. Relay channel with two relays.
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Fig. 2. The structure of the received OFDM blocks from two different relays
of the proposed delay diversity scheme for a relative delay of D seconds.

a delay diversity structure is obtained. For illustration, Fig. 2
shows the received OFDM block structure of the proposed
delay diversity scheme from two different relays with a relative
delay of D seconds. In Fig. 2, D is in a range that each
block relayed through the relay R1 is overlapped with its
preceding block relayed through the relay R2. E.g., under
quasi-static fading scenario, each subcarrier of a received
block is a summation of the corresponding subcarriers from
two successively transmitted blocks which results in a delay
diversity structure [13].

A. Signaling Scheme

At the transmitter, we employ a conventional OFDM trans-
mission technique with N subcarriers over a total bandwidth
of B Hz. We consider successive transmission of M data
blocks of length N symbols. In discrete baseband signaling
form, the m-th (m ∈ {1, . . . ,M}) data vector (in time)
is denoted by Xm = [Xm

0 , . . . , Xm
N−1]

T and the samples
of the m-th transmitted OFDM block are represented by
xm = IFFT(Xm) = [xm

0 , . . . , xm
N−1]

T , where (.)T de-
notes the transpose operation. Therefore, we have xm

n =
1√
N

∑N−1
k=0 Xm

k ej
2πk
N n. After adding a CP of length NCP

to xm, the CP-assisted transmission block x̄m results. By
digital to analog (D/A) conversion of x̄m with sampling period
Ts =

1
B seconds, we obtain the continuous time signal x̄m(t)

with time duration of T = (N +NCP )Ts seconds which can
be written as

x̄m(t) =
1√
N

N−1∑
k=0

Xm
k ej

2πk
NTs

tR(t), (1)

where xm
n = x̄m(nTs), R(t) = u(t+NCPTs)− u(t−NTs)

and u(t) denotes the unit step function. Furthermore, for the
continuous time transmitted signal x̄(t), we can write x̄(t) =∑M

m=1 x̄
m(t− (m− 1)T ).

At the i-th relay (i ∈ {1, 2}), the signal ȳi(t) is received,
hence the part of ȳi(t) corresponding to the m-th transmitted
block, i.e., ȳmi (t) = ȳi(t+ (m− 1)T )R(t), can be written as

ȳmi (t) =

∫ ∞

−∞
x̄m(t− τ)hm

i (t, τ)dτ + zm1,i(t)

+
∑

m′ �=m

∫ ∞

−∞
x̄m′

(t− (m′ −m)T − τ)hm
i (t, τ)dτ

︸ ︷︷ ︸
ISI

, (2)
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where zm1,i(t) = z1,i(t + (m − 1)T )R(t), hm
i (t, τ) = hi(t +

(m− 1)T, τ)R(t) and zm1,i(t) are independent complex Gaus-
sian random processes with zero mean and power spectral
density (PSD) of σ2

1,i. By taking only the resolvable paths

into account, we can write hi(t, τ) =
∑Lhi

l=1 hi,l(t)δ(τ−τhi,l),
where Lhi denotes the number of resolvable paths from the
source to the i-th relay, hi,l(t) are independent zero-mean
(for different i and l) complex Gaussian wide-sense stationary
(WSS) processes with a total envelope power of σ2

hi,l
(i.e.,

independent time-varying Rayleigh fading channel tap gains)
assuming that

∑Lhi

l=1 σ
2
hi,l

= 1, and τhi,l ≥ 0 denotes the
delay of the l-th resolvable path from the source to the i-th
relay. Assuming τhi,Lhi

≤ NCPTs, i.e., the length of the CP
overhead is greater than the delay spread of the channel (the
main job of the CP to guarantee robustness against multipath),
and defining Im1,i(t) =

∑Lhi

l=1 h
m
i,l(t)x̄

m−1(t + T − τhi,l), we
can rewrite (2) as

ȳmi (t) =

Lhi∑
l=1

hm
i,l(t)x̄

m(t− τhi,l) + Im1,i(t) + zm1,i(t). (3)

We assume that the signal passing through the second relay
is received D seconds later than the signal passing through the
first relay and we also assume τhi,1 = τgi,1 = 0 for i = {1, 2},
i.e., the delay spread of the channel hi (gi) is τhi,Lhi

(τgi,Lgi
).

Therefore, by denoting the amplification factor of the i-th relay
by

√
Pi, for the received signal at the destination ȳ(t), we have

ȳ(t) =

∫ ∞

−∞

√
P1ȳ1(t− τ)g1(t, τ)dτ

+

∫ ∞

−∞

√
P2ȳ2(t−D − τ)g2(t, τ)dτ + z2(t), (4)

where z2(t) is a Gaussian random processes with zero mean
and PSD of σ2

2 . By employing gi(t, τ) =
∑Lgi

l=1 gi,l(t)δ(τ −
τgi,l) in (4), we obtain

ȳ(t) =

Lg1∑
l=1

√
P1g1,l(t)ȳ1(t− τg1,l)

+

Lg2∑
l=1

√
P2g2,l(t)ȳ2(t− τg2,l −D) + z2(t).

Defining z(t) = z2(t) +
∑Lg1

l=1

√
P1g1,l(t)z1,1(t − τg1,l) +∑Lg2

l=1

√
P2g2,l(t)z1,2(t − τg2,l) which represents a Guassian

random process conditioned on known gi,l(t) for all i and l,
we can write

ȳ(t)=

Lg1∑
l=1

√
P1g1,l(t)

Lh1∑
q=1

h1,q(t−τg1,l)x̄(t−τg1,l−τh1,q)+z(t)

+

Lg2∑
l=1

√
P2g2,l(t)

Lh2∑
q=1

h2,q(t−D−τg2,l)x̄(t−D−τg2,l−τh2,q).

Note that without conditioning on gi,l(t), z(t) represents
a complex random process with zero mean and PSD of
σ2 = P1σ

2
1,1+P2σ

2
1,2+σ2

2 . Therefore, we define the received
signal to noise ratio (SNR) as P1+P2

σ2 . We also define L =⌈
maxi(τhi,Lhi

+τgi,Lgi
)

Ts

⌉
, where τhi,Lhi

+ τgi,Lgi
is the delay

12 1 2 3 41 2 3 4
time

Fig. 3. The structure of the received signal.
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Fig. 4. The structure of the receiver.

spread of the overall channel experienced at the destination
through Ri.

III. DELAY DIVERSITY STRUCTURE

To achieve a delay diversity structure and overcome ISI at
the destination, we need to add an appropriate CP at the source
and perform CP removal at the destination.

A. Appropriate CP Length

In a conventional OFDM system, if we have a window of
length (N+L)Ts seconds corresponding to one OFDM block,
then by removing the first L samples of the considered window
and feeding the remaining N samples to the FFT block, the ISI
is completely removed. Therefore, in our scheme, to guarantee
robustness of the system against ISI, we need to have an
overlap of length (N+L)Ts seconds between two blocks
received from two different relays at the destination. Fig. 3
shows the structure of the received signal at the destination for
the case that the blocks relayed by R2 are received D seconds
later than the blocks relayed by R1, where T < D < 2T
and d = mod(D,T ) with d = mod(D,T ) denoting the
remainder of division of D by T . To obtain the appropriate
overlap structure, we need to have T − d ≥ (N + L)Ts or
d ≥ (N + L)Ts or both which results in T ≥ 2(N + L)Ts,
i.e., NCP ≥ N + 2L.

B. Received Signal at the Destination

The baseband signaling structure of the receiver is shown
in Fig. 4, where ȳm = [ȳm0 , . . . , ȳmN+NCP−1] denotes the sam-
pled vector of the received signal in the m-th signaling interval
and b is the starting point of the m-th FFT window which is
decided by the destination based on the delay value D. Since
NCP ≥ N + 2L, by defining ȳm(t) = ȳ(t+ (m− 1)T )R(t),
we can write

ȳm(t) = Im1 (t) + Im2 (t) + zm(t)

+

Lg1∑
l=1

√
P1g

m
1,l(t)

Lh1∑
q=1

hm
1,q(t− τg1,l)x̄

m(t− τg1,l − τh1,q)

+

Lg2∑
l=1

√
P2g

m
2,l(t)

[ Lh2∑
q=1

hm−BD
2,q (t− dr − τg2,l)×

× x̄m−BD(t− dr − τg2,l − τh2,q)

]
,
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Fig. 5. Example of different situations for BD and dr .

where

Im1 (t) =
Lg1∑
l=1

√
P1g

m
1,l(t)

Lh1∑
q=1

hm
1,q(t− τg1,l)× x̄m−1(t+ T − τg1,l − τh1,q)

and

Im+BD
2 (t) =

√
P2

Lg2∑
l=1

gm+BD
2,l (t)

Lh2∑
q=1

hm
2,q(t−dr−τg2,l)×

[
x̄m−1(t+T−dr−τg2,l−τh2,q)+x̄m+1(t−T−dr−τg2,l−τh2,q)

]
represent the ISI, and BD and dr, as shown in Fig. 5, denote
the effective OFDM block delay and effective residual delay
observed at the destination, respectively. For BD and dr, we
have

BD =

{ �D
T � , d ≤ (N + L)Ts

�D
T 	 , d > (N + L)Ts

, (5)

and

dr =

{
d , d ≤ (N + L)TS

d− T , d > (N + L)Ts
, (6)

respectively (note that when m−BD < 0, x̄m−BD(t) = 0 for
all values of t). More precisely, BD represents the number of
block delays between two received OFDM blocks which have
at least an overlap of length (N +L)Ts seconds (necessary to
combat the ISI). As discussed in Section III-A, by choosing
NCP ≥ N + 2L, achieving the appropriate overlap between
the received OFDM blocks is guaranteed. By appropriate CP
removal (whose details are explained in Section III-C), ym is
obtained as ym = [ȳm(bTs), . . . , ȳ

m((b+N−1)Ts)]. By tak-
ing FFT of ym, we have Y m = [Y m

0 , . . . , Y m
N−1] = FFT(ym)

where Y m
k are given in (7) at the top of the next page, which

can be written as

Y m
k = GHm

1 (k)Xm +GHm−BD
2 (k)Xm−BD + Zm

k ,

where GHm
i (k) = [GHm

i [k, 0], · · · , GHm
i [k,N − 1]] with

GHm
i [k, k′] given in (8) at the top of the next page and Zm

k =
1√
N

∑b+N−1
n=b zm(nTs)e

− j2πn
N k conditioned on channel state

information are complex Gaussian random variables with zero
mean. Hence, by defining Xm = 0N for m < 1 and m > M
and Xm = [Xm

0 , Xm
1 , · · · , Xm

N−1]
T for 1 ≤ m ≤ M , we can

write

Y m = GHm
1 Xm +GHm−BD

2 Xm−BD +Zm, (9)

where GHm
i =

[
GHm

i (0)
T
, . . . ,GHm

i (N − 1)
T
]T

. In

fact, GHm
i represents the effective S−Ri −D channel seen

by the destination in frequency domain which depends on both
S −Ri −D channel and the position of the FFT window.

( )
( )
( )
( )

+
time

Fig. 6. Different possible FFT windowings for different ranges of d (a) d ≥
(N + 2L)Ts, (b) (N + L)Ts ≤ d < (N + 2L)Ts, (c) NTs < d <
(N + L)Ts, and (d) d ≤ NTs

C. Appropriate CP Removal at the Destination

To take FFT at the destination, we need to choose the
FFT window by appropriate CP removal. Since the received
OFDM blocks are not synchronized, we align the receiver
FFT window with one of the relays. By precise alignment,
an overlap of length (N+L)Ts seconds between the OFDM
blocks received through R1 and R2 can be achieved which
is determined with the value of d. Note that an overlap of
at least N+L samples is necessary to guarantee robustness
of the transmission against ISI. As shown in Fig. 6, for
d ≥ (N + L)Ts, the receiver FFT window is aligned with
R2 and for d < (N + L)Ts it is aligned with R1. The only
effect of unaligned FFT windowing in time at the destination,
as long as appropriate CP removal is done, is phase shift at
the frequency domain included in the definition of GHm

i .

D. Detection by Viterbi Algorithm

For the time-invariant channel scenario the noise samples
Zm
k are independent complex Gaussian random variables for

all m and k and i.i.d. for any specific k. Therefore, for time-
invariant channel conditions, N parallel Viterbi detectors with
MBD states (assuming M-PSK modulation) can be employed
for ML detection of the transmitted symbols, where the k-
th Viterbi detector gets Y k as input to detect the transmitted
symbols over the k-th subcarrier. On the other hand, for the
time-varying channel scenarios, the received noise samples at
each OFDM block are dependent complex Gaussian random
variables conditioned on known channel state information.
Note also that the noise samples corresponding to different
FFT windows at the destination are independent but not nec-
essarily identically distributed. However, by approximating the
received noise samples Zm

k as independent complex Gaussian
random variables, Viterbi algorithm can be employed as a
detector at the destination and extract delay diversity out of
the asynchronous system.

The complexity of the Viterbi algorithm for the time varying
case is prohibitive due to the ICI effects. Therefore, we
implement a suboptimal detector in which we ignore the ICI
effects and assume that Zm

k are i.i.d. for any given subcarrier
k, and employ the same structure as in the time-invariant case.
Hence, Y ′

k = [Y ′1
k , . . . , Y ′M

k ] is given to the k-th Viterbi
decoder where [Y ′m

0 , . . . , Y ′m
N−1] = diag(Y m) and diag(A),

with A being a square matrix, denotes a vector of diagonal
elements of A.
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Y m
k =

1√
N

N−1∑
n=0

ymn e−j 2πn
N k =

1√
N

b+N−1∑
n=b

ȳm(nTs)e
−j 2πn

N k

=
1√
N

b+N−1∑
n=b

[ Lg1∑
l=1

√
P1g

m
1,l(nTs)

Lh1∑
q=1

hm
1,q(nTs − τg1,l)x̄

m(nTs − τh1,q − τg1,l) + zm(nTs)

+

Lg2∑
l=1

√
P2g

m
2,l(nTs)

Lh2∑
q=1

hm−BD
2,q (nTs − dr − τg2,l)x̄

m−BD(nTs − dr − τh2,q − τg2,l)

]
e−j 2πn

N k. (7)

GHm
1 [k, k′] =

√
P1

N

b+N−1∑
n=b

Lg1∑
l=1

gm1,l (nTs)

Lh1∑
q=1

hm
1,q (nTs − τg1,l) e

j 2πn
N (k′−k)e−j 2πk′

NTs
(τg1,l+τh1,q),

GHm−BD
2 [k, k′] =

√
P2

N

b+N−1∑
n=b

Lg2∑
l=1

gm2,l (nTs)

Lh2∑
q=1

hm−BD
2,q (nTs − dr − τg2,l) e

j 2π
NTs

[n(k′−k)Ts−k′(dr+τg2,l+τh2,q)], (8)

IV. A MODIFIED AMPLIFY AND FORWARD RELAYING

SCHEME

In Section III, we presented a new scheme which achieves
the delay diversity structure for BD > 0; however, for
BD = 0, the scheme does not provide spatial diversity. To
address this limitation, we present a slightly modified version
of the proposed scheme in this section which achieves the
delay diversity structure for large values of the relative delay
D, i.e., BD ≥ 1, and also provides diversity for small values
of D, i.e., BD = 0.

We still employ full duplex amplify and forward relay
nodes. Similar to the scheme described in Section III, the
second relay simply amplifies and forwards its received signal.
The only modification is at the first relay in which instead
of forwarding the received signal unchanged, a complex
conjugated version of the received signal is amplified and
forwarded to the destination. At the receiver, if the signal
from the second relay is received D seconds later than the
signal from the first relay, by following the same steps as in
Section III-B, we can write

Y m
k = GHm−BD

2 (k)Xm−BD+Zm
k +

√
P1

N

b+N−1∑
n=b

e−j 2πn
N

k×

[Lg1∑
l=1

gm1,l(nTs)

Lh1∑
q=1

hm
1,q(nTs−τg1,l)

∗x̄m(nTs−τh1,q−τg1,l)
∗
]

=GH
m

1 (k)X̃
m

+GHm−BD
2 (k)Xm−BD + Zm

k , (10)

where GH
m

i (k) = [GH
m

i [k, 0], · · · ,GH
m

i [k,N − 1]] with

GH
m

1 [k, k′] =
√
P1

N

b+N−1∑
n=b

Lg1∑
l=1

gm1,l (nTs)×

×
⎡
⎣Lh1∑

q=1

hm
1,q

∗ (nTs − τg1,l) e
j 2πn

N
(k′−k)e

−j 2πk′
NTs

(τg1,l+τh1,q)

⎤
⎦ ,

GHm−BD
2 (k) is as given in (7), X̃

m
=

[X∗
0 , X

∗
N−1, . . . , X

∗
1 ], and Zm

k has the same statistical
properties as in (7). Obviously, since hm

1,q
∗ (nTs − τg1,l) and

hm
1,q (nTs − τg1,l) have the same probability density function,

then GH
m

1 [k, k′] and GHm
1 [k, k′] have the same density

function as well.
For the block fading scenario, where GH

m

1 (k, k′) = 0 and
GHm

2 (k, k′) = 0 for k 
= k′ and all m, we arrive at

Y m
k =GH

m

1,kX
m
N−k

∗ +GHm−BD
2,k Xm−BD

k + Zm
k (11)

for k 
= 0, and Y m
0 =GH

m

1,0X
m
0

∗+GHm−BD
2,0 Xm−BD

0 +Zm
0

for k = 0.
For BD = 0, if we focus on Y m

k and Y m
N−k−1 (k 
= 0, N

2 ),
then we have[

Y m
k

Y m
N−k

∗

]
= Cm

k

[
Xm

k

Xm
N−k

∗

]
+

[
Zm
k

Zm
N−k

∗

]
(12)

with

Cm
k =

[
GHm

2,k GH
m

1,k

GH
m

1,N−k

∗
GHm

2,N−k
∗

]
.

Therefore, based on the optimal maximum likelihood (ML)
detection criteria (assuming [Zm

k , Zm
N−k

∗] as white Gaussian
noise), for the optimal detector, we obtain

[X̂m
k , X̂m

N−k] =argmax
Xm

k ,Xm
N−k

[
Re

{[
Y m
k

∗, Y m
N−k

]
Cm

k

[
Xm

k

Xm
N−k

∗

]}

− 1

2

[
Xm

k
∗, Xm

N−k

]
Cm

k
HCm

k

[
Xm

k

Xm
N−k

∗

] ]
,

which offers spatial diversity. Note that for k = 0 and
k = N

2 , no diversity is provided; however, in detection of
the remaining sub carriers spatial diversity is extracted out of
the proposed system. The worst case is to not occupy the sub-
carriers k = 0 and k = N

2 for data transmission which results
in a very small loss in rates, e.g., in an OFDM transmission
with N = 1024 subcarriers, the system experiences a rate loss
of less than 0.2%.

On the other hand, for BD > 0, the received signal
preserves the delay diversity structure presented in Section II.
Obviously, for k ∈ {0, N2 }, Y m

0 depends only on Xm
k and

Xm−BD
k and the delay diversity structure is similar to the

previous scheme. For k 
= 0 and N
2 , by focusing on Xm

k and
Xm

N−k and considering the block-fading case, we have
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⎡
⎢⎢⎢⎣

Y 1
k

Y 1+BD
N−k

∗

Y 1+2BD
k

...

⎤
⎥⎥⎥⎦=
⎡
⎢⎢⎢⎢⎣

GH
1

1,kX
1
N−k

∗

GH
1+BD

1,k

∗
X1+BD

k + GH1
2,N−k

∗
X1

N−k
∗

GH
1+2BD

1,k X1+2BD
N−k

∗
+ GH1+BD

2,k X1+BD
k

...

⎤
⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎣

Z1
k

Z1+BD
N−k

∗

Z1+2BD
k

...

⎤
⎥⎥⎥⎦ .

Therefore, we expect to achieve the same performance as
the scheme introduced in Section II. Moreover, by this new
scheme we are also able to extract diversity out of the system
for BD = 0.

V. PAIRWISE ERROR PROBABILITY ANALYSIS

Design of the space-time codes is out of the scope of
this work; however, we present the PEP performance analysis
of the system under quasi-static and block fading frequency
selective channel conditions which can be useful in a diversity
order analysis of the proposed scheme and possible space-time
code designs. In the following, we present the PEP analysis for
the quasi-static and block fading frequency selective channels,
respectively.

A. Quasi-Static Frequency-Selective Channels

In this section, we consider the PEP performance analysis
for ML detection presented in Section III-D. We provide
the result under the condition that the channels from the
source to the relays have significantly higher SNRs than the
channels from the relays to the destination, i.e., 1

σ2
1,i

� Pi

σ2
2

.
We assume that the channels are quasi-static Rayleigh fading,
i.e., the channel gains in time domain are random variables
but fixed for the transmission of M consecutive OFDM
blocks. We denote hm

i,l (nTs) = hi,l and gmi,l (nTs) = gi,l for
n = {0, . . . , N−1} and m = {1, . . . ,M}, where hi,l and gi,l
are zero mean circularly symmetric complex Gaussian random
variables with variances of σ2

hi,l
and σ2

gi,l
, respectively, with∑Lhi

l=1 σ
2
hi,l

= 1 and
∑Lgi

l=1 σ
2
gi,l

= 1. For the PEP of the under
consideration scenario, we obtain (see Appendix A),

P
(
Xk → X ′

k

) ≤
8σ4

2

P1P2 (s4k−f4
k )

log

(
1+

P1

4σ2
2

√
s4k−f4

k

)
log

(
1+

P2

4σ2
2

√
s4k−f4

k

)
,

(13)

where f2
k =

∣∣∣∑M
m=BD+1(X

m
k −X ′m

k )(Xm−BD
k −X ′m−BD

k )∗
∣∣∣

and s2k =
∑M

m=1 |Xm
k − X ′m

k |2. We observe from (13)
that the system achieves the diversity order of 2. For
instance, for P1 = P2, we have SNR = 2P1

σ2
2

and

P
(
Xk → X ′

k

) ≤ 32SNR−2

(s4k−f4
k)

log
(
1 + SNR

8

√
s4k − f4

k

)2
.

B. Block Fading Frequency-Selective Channels

In this section, we analyze the PEP performance of the
proposed scheme under block fading frequency selective
channels. Similar to the analysis for the quasi-static fading

scenario, we assume that the channels from the source to the
relays have significantly higher SNRs than the channels from
the relays to the destination. We first give the considered block
fading channel model. We then provide a discussion on the
discrete noise samples at the destination under the block fading
channels and at the end provide the PEP analysis for which
similar to the quasi-static channel conditions, we assume that
no coding is employed over the subcarriers and focus on the
spatial diversity analysis of the system.

1) Block Fading Frequency-Selective Channel Model:
Here, we follow the same channel model and procedure used
in [14] in which the PEP performance analysis of space-
time coded OFDM multi-input multi-output (MIMO) system
over correlated block fading channels has been considered.
The main difference between the system model in [14] and
the one in this paper is in the effective channel model and
the noise experienced at the destination. In fact, we need to
make some simplifying approximations to be able to derive
a closed form upper bound on the PEP of the system. By
approximating the received noise samples Zm

k as complex
Gaussian random variables (see Section V-B2), we provide a
PEP analysis under the block fading channel scenario in which
channel coefficients are fixed during each block transmission
and change block by block based on the following Fourier
expansion relation [15] (for ease of presentation we assume
that Lgi = Lhi = L, τhi,l = τgi,l = τl and all the channels
experiencing the same Doppler frequency shift fd)

hm
i,l(t) = hm

i,l ≈
Lt−1

2∑
n=−Lt−1

2

αi,l[n]e
j 2πn(mT )

MT , (14)

and

gmi,l(t) = gmi,l ≈
Lt−1

2∑
n=−Lt−1

2

βi,l[n]e
j 2πn(mT )

MT , (15)

in which αi,l[n] and βi,l[n] are independent circularly
symmetric complex Gaussian random variables with

zero mean and variance of
σ2
hi,l

Lt
and

σ2
hi,l

Lt
, respectively,

with Lt = �2fdMT + 1	. hm
i,l and gmi,l can also be

represented as hm
i,l = αi(l)

Twt(m) and gmi,l = βi(l)
Twt(m),

where wt(m) = [e−j2πMfdT , . . . , 1, . . . , ej2πMfdT ]T ,
αi(l) =

[
αi,l[−Lt−1

2 ], . . . , αi,l[
Lt−1

2 ]
]T

, and

βi(l) =
[
βi,l[−Lt−1

2 ], . . . , βi,l[
Lt−1

2 ]
]T

.
Since all the channels are block fading, for GHm

1 [k, k′] and
GHm

2 [k, k′], we have

GHm
1 [k, k′]=

√
P1

[Lg1∑
l=1

Lh1∑
q=1

gm1,lh
m
1,qe

− 2πjk′(τh1 ,q+τg1,l)

NTs

]
δ(k−k′),

GHm
2 [k, k′]=

√
P2e

−2πj k′
NTs

dr

[ Lg2∑
l=1

gm2,le
−2πj

k′τg2,l
NTs

Lh2∑
q=1

hm
2,qe

−2πj
k′τh2,q

NTs

]
δ(k − k′).

GHm
i [k, k] can also be written as GHm

2 [k, k] =

Gm
2,kH

m
2,ke

−2πj k′
NTs

dr and GHm
1 [k, k] = Gm

1,kH
m
1,k

with Hm
i,k =

∑L
l=1 hi,le

−j
2πkτl
NTs = hT

i (m)wf (k),

Gm
i,k =

∑L
l=1 gi,le

−j
2πkτl
NTs = gT

i (m)wf (k) where
hi(m) = [hm

i,1, · · · , hm
i,L]

T , gi(m) = [gmi,1, · · · , gmi,L]T
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and wf (k) = [e−j
2πkτ1
NTs , . . . , e−j

2πkτL
NTs ]T . On the other hand,

by defining W t(m) = diag{wt(m), . . . ,wt(m)}LLt×L,
vi = [αT

i (1), . . . ,α
T
i (L)]

T , q1 = [βT
1 (1), . . . ,β

T
1 (L)]

T

and q2 = [βT
2 (1), . . . ,β

T
2 (L)]

T e−2πj k′
NTs

dr we obtain
Hm

i,k = vT
i W t(m)wf (k) and Gm

i,k = qT
i W t(m)wf (k).

2) Discussion on the Statistics of the Noise Samples: For
the block fading scenario, we have hm

i,l(t) = hm
i,l and gmi,l(t) =

gmi,l, hence we can write

Zm
k =

1√
N

b+N−1∑
n=b

[
zm2 (nTs)+

Lg1∑
l=1

√
P1g

m
1,lz

m
1,1(nTs − τg1,l)

+

Lg2∑
l=1

√
P2g

m
2,lz1,2(nTs − τg2,l)

]
e−

j2πn
N k.

Since the noise samples from the OFDM block durations
m and m′ (m 
= m′) are independent then obviously
E{Zm

k Zm′
k } = 0. Furthermore, for E{|Zm

k |2}, we can write

E{|Zm
k |2} =

1

N
E

{
b+N−1∑
n=b

b+N−1∑
v=b

[
zm2 (nTs)

+

Lg1∑
l=1

√
P1g

m
1,lz

m
1,1(nTs − τg1,l) +

Lg2∑
l=1

√
P2g

m
2,lz

m
1,2(nTs − τg2,l)

]

×
[
zm2

∗(vTs) +

Lg1∑
i=1

√
P1g

m∗
1,iz

m
1,1

∗(vTs − τg1,i)

+

Lg2∑
i=1

√
P2g

m∗
2,iz

m
1,2

∗(vTs − τg2,i)

]
e−

j2π(n−v)
N

k

}
.

By using the facts that zj,i(t) are zero mean independent
Gaussian random processes (as a result E{z1,1(t)z1,2(t′)} = 0
for all t and t′) and E {zj,i(t)zj,i(t′)} = σ2

j,iδ(t − t′), we
obtain

E{|Zm
k |2} =

1

N

b+N−1∑
n=b

b+N−1∑
v=b

[
σ2
2δ(n− v)

+P1

Lg1∑
l=1

Lg1∑
i=1

gm1,lg
m
1,i

∗σ2
1,1δ(nTs − τg1,l − vTs + τg1,i)

+P2

Lg2∑
l=1

Lg2∑
i=1

gm2,lg
m
2,i

∗σ2
1,2δ(nTs−τg2,l−vTs+τg2,i)

]
e−

j2π(n−v)
N

k

which leads to

E{|Zm
k |2} = σ2

2 + P1σ
2
1,1

Lg1∑
l=1

|gm1,l|2+P2σ
2
1,2

Lg2∑
l=1

|gm2,l|2

+ 2σ2
1,1Re

⎡
⎣ ∑
f1,τg1,l−τg1,i=f1Ts

gm1,lg
m
1,i

∗e−
j2πk
N f1

⎤
⎦

+ 2σ2
1,2Re

⎡
⎣ ∑
f2,τg2,l−τg2,i=f2Ts

gm2,lg
m
2,i

∗e−
j2πk
N f2

⎤
⎦ ,

where f1 and f2 only take positive integer values. Since Zm
k

are independent for a specific k but not identically distributed,
the optimal ML detection can be obtained by employing
Viterbi detector over the normalized received signals according
to E{|Zm

k |2}. However, in the following, we provide the PEP
analysis by approximating the received noise samples Zm

k

as i.i.d. complex Gaussian random variables with zero mean
and variance of σ2 to match with the sub-optimal detector
we considered for the general time-varying channel case in
Section III-D.

3) PEP Analysis: Conditioned on known channel state in-
formation at the receiver, for the considered Viterbi detector1,
we have

X ′
k = argmin

Xk

M+BD∑
m=1

∣∣∣∣Y m
k −GHm

1,kX
m
k −GHm

2,kX
m−BD
k

∣∣∣∣2,
where Xm

k = 0 for m < 1 or m > M , and GHm
1,k =

Gm
1,kH

m
1,k and GHm

2,k = Gm
2,kH

m
2,ke

−2πj k′
NTs

dr . Therefore,
under the assumption that 1

σ2
1,i

are sufficiently larger than Pi

σ2
2

,
we obtain (see Appendix B)

P (Xk → X ′
k) ≤

1

2
E

{
e
− 1

4σ2
2

∑rk
c=1 λk,c

∣∣∣UH

k,cq(k)
∣∣∣2}

≤ 1

2

rk∏
c=1

PEPk,c, (16)

where

PEPk,c = EV

{
2σ2

2

2σ2
2 + λk,cV

}

=
∑
p∈S0

πp

σ2
χ,k,pσ

2
q,p

2σ2
2

λk,c
e

2σ2
2

λk,cσ
2
χ,k,p

σ2
q,p E1

(
2σ2

2

λk,cσ2
χ,k,pσ

2
q,p

)

+

J∑
j=1

∑
p∈Sj

(2σ2
2)

Nj (−1)Nj−1

(Nj − 1)!(λk,cσ2
χ,k,pσ

2
q,p)

Nj
×

×
[
e

2σ2
2

λk,cσ
2
χ,k,p

σ2
q,p E1

(
2σ2

2

λk,cσ2
χ,k,pσ

2
q,p

)

+

Nj−1∑
k=1

(k − 1)!

(
−λk,cσ

2
χ,k,pσ

2
q,p

2σ2
2

)k ]
. (17)

VI. SIMULATION RESULTS

To provide numerical examples we assume that the to-
tal occupied bandwidth is 8 kHz (over the frequency band
from 12 kHz to 20 kHz). We define fd as the Doppler
frequency shift observed at the destination in Hz, and σhi =
[σhi,0, . . . , σhi,Lhi

]. We assume Pi = 1, τhi,l = τgi,l = lTs =
125l μs, and σ2

i,1 = 2σ2
2 (i ∈ {1, 2}).

In Figs. 7 and 8, we compare the performance of the pro-
posed scheme with the performance of the scheme proposed
in [7] for different values of fdTs under two different scenar-
ios where quadrature phase-shift keying (QPSK) modulated
symbols are transmitted over N subcarriers. The parameters
of the two scenarios are reported in Table I in which to
make a fair comparison, both schemes are set to the same
data transmission rate. We generate time varying Rayleigh
fading channel tap gains following the Jakes’ model [16]. We
chose [7] for comparison since it also considers an OFDM

1For the considered block fading channels, the optimal ML detection
is obtained by normalizing the received signals over each subcarrier with
variance of its corresponding noise; however, we present the result for the
case that there is no normalization to match with the Viterbi detection of the
general time-varying case.
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TABLE I
PARAMETERS OF TWO DIFFERENT SCENARIOS USED TO COMPARE THE PROPOSED SCHEME WITH THE SCHEME IN [7].

Scenario Scheme N M D σhi = σgi (j, i ∈ {1, 2}) NCP T (ms) Data Rate (kb/s)

S1
Proposed Scheme 512 100 1039Ts [1, 0.8, 0.6]/

√
2 522 129.25 7.9226

Scheme from [7] 1024 2 1039Ts [1, 0.8, 0.6]/
√
2 1044 258.5 7.9226

S2
Proposed Scheme 256 100 527Ts [0.8, 0, 0.6] 266 65.25 7.8467
Scheme from [7] 512 2 527Ts [0.8, 0, 0.6] 532 130.5 7.8467
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Fig. 7. Comparison between the performance of the proposed scheme with
the scheme proposed in [7] under the scenario S1.

based cooperative transmission with full-duplex AF relays.
However, in [7], the relays perform time reversal and symbol
complex conjugation as well. In Figs. 7 and 8, we observe
that for the time-invariant channel case (fdTs = 0), the
performance of both schemes are identical. However, for
time varying scenarios, the proposed scheme outperforms the
scheme proposed in [7]. The reason is that, for the range of the
relative delays considered, to attain the same data rate for both
schemes, the scheme proposed in [7] transmits longer OFDM
blocks (larger N ) and as a result more ICI is experienced
over the received subcarriers. Obviously, by increasing fd, i.e.,
faster fading conditions, more ICI are experienced over the
subcarriers and the performance becomes worse. We observe
that in the SNR range considered, the bit error rate (BER)
of the fast fading scenario (fdTs = 10−3) reaches an error
floor. We expect that for higher SNR values, the slow fading
scenario (fdTs = 10−4) converges to an error floor as well.
In both cases, we employ a suboptimal Viterbi decoder to
detect the transmitted signal, which assumes that the noise
samples over the same subcarrier of different blocks are i.i.d.
and ignores the ICI effects to reduce complexity.

In Fig. 9, we compare the PEP performance of the proposed
scheme with the derived upper bounds for the quasi-static
frequency selective channel. We consider transmission of
M = 10 OFDM blocks with N = 64 binary phase-shift
keying (BPSK) modulated subcarriers over multipath channels
with σhi = σgi = [1,0.8,0.6]√

2
where there is a relative delay

of 145 Ts seconds between the signals received from the
two relay nodes, i.e., BD = 1. Furthermore, we assume
that P1 = P2 = 1, σ2

1,1 = σ2
1,2 =

σ2
2

10 . Therefore, the
SNR of the system at the receiver is 5

3σ2
2

. We consider
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10−5

10−4

10−3

10−2

10−1

100

SNR (dB)

B
E

R

Scenario S2

+ + + + + + + +
�� �� �� �� �� �� �� ��

+ + + + + + + +��
��

��
��

��
��

��
��

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

Results from [7]
Proposed Scheme
fdTs = 10−3

fdTs = 10−4

fdTs = 0

+
��
�

Fig. 8. Comparison between the performance of the proposed scheme with
the scheme proposed in [7] under the scenario S2.
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Upper Bound (13)
Simulation Results��

Fig. 9. Comparison between the upper bound (13) and actual PEP for
Xk = 1M and X′

k = [−1,1T
M−2,−1]T under quasi-static frequency

selective channels.

Xk = 1M , where 1M represents an all one vector, and
X ′

k = [1T
M
2 −1

,−1,1T
M
2
]T . Note that the considered case is

the worst case scenario, i.e., gives the maximum PEP among
all the possible pairwise error events (s4k − f4

k is minimized).
We observe in Fig. 9 that by increasing SNR we achieve a
tighter upper bound on PEP. Furthermore, as we expect for
high SNR values, the diversity order of the system is 2 which
is due to the delay diversity structure of the system.

In Fig. 10, we compare the derived upper bound on
P (Xk → X ′

k), for Xk = 110 and several different X ′
k as
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Case I Case II Case III Case IV
X ′

k [−1,1T
9 ]

T [−1,1T
8 ,−1]T [−1T

5 ,1
T
5 ] [−1, 1,−1, 1,−1, 1,−1, 1,−1, 1]T

D(Xk,X
′
k) 2 4 6 10

TABLE II
DIFFERENT CASES CONSIDERED IN FIG. 10 WITH Xk = 110 .
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Fig. 10. Comparison between the upper bound (34) for Xk = 110 and
X ′

k as given in Table II.

given in Table II under the block fading channel conditions
considered in Section V-B1 with fdTs = 0.01. We consider the
same transmission specs as considered in the study given in
Fig. 9. As we expected, larger D(Xk,X

′
k) (as defined in (28))

results in a higher diversity order and a better performance
which shows the importance of designing appropriate codes
to extract the maximum possible diversity out of the system.

VII. CONCLUSIONS

We developed a new OFDM transmission scheme for UWA
cooperative communication systems suffering from asynchro-
nism among the relays by considering possibly large relative
delays among the relays (typical in UWA systems) and time-
varying frequency selective channels among the cooperating
nodes. The main advantage of the proposed scheme is in
managing the asynchronism issues arising from excessively
large delays among the relays without adding time guards (or
CP in OFDM-based transmissions) in the order of the max-
imum possible delay, which increases the spectral efficiency
of the system and improves the performance in time-varying
channel conditions compared with the existing solutions in
the literature. In fact, we showed that independent of the
maximum possible delay between the relays, by adding an
appropriate CP at the transmitter and appropriate CP removal
at the receiver, a delay diversity structure can be obtained at
the receiver, where a full-duplex AF scheme is utilized at the
relays. Through numerical examples, we evaluated the per-
formance of the proposed scheme for time-varying multipath
channels with Rayleigh fading channel taps, modeling UWA
channels. We compared our results with those of the existing
schemes and found that while for time invariant channels,

the performance is similar, for time varying cases (typical in
UWA communications) the proposed scheme is significantly
superior.

APPENDIX A
PEP ANALYSIS FOR QUASI-STATIC

FREQUENCY-SELECTIVE CHANNELS

Under the quasi-static channel conditions, for the channel
gains in frequency domain, we have

GHm
1 [k, k′]=

√
P1

[Lg1∑
l=1

Lh1∑
q=1

g1,lh1,qe
− 2πjk′(τh1,q+τg1,l)

NTs

]
δ(k−k′),

and

GH2[k, k
′] =

√
P2

⎡
⎣Lg2∑

l=1

g2,le
−2πj

k′τg2,l
NTs

⎤
⎦×

×
⎡
⎣Lh2∑
q=1

h2,qe
−2πj

k′τh2,q
NTs

⎤
⎦ e−2πj k′

NTs
drδ(k − k′),

where for a fixed k, Gi,k =
∑Lgi

l=1 gi,le
−2πj

kτgi,l

NTs and Hi,k =∑Lhi
q=1 hi,qe

−2πj
kτhi,q

NTs are independent complex Gaussian ran-
dom variables with zero mean and unit variance. Hence, for
the received signal on the k-th subcarrier, we have

Y m
k = GH1[k, k]X

m
k +GH2[k, k]X

m−BD
k + Zm

k , (18)

where conditioned on gi,l for all l ∈ {1, . . . , Lgi} and i ∈
{1, 2}, Zm

k are i.i.d. complex Gaussian random variables with
zero mean and variance of σ2

2+P1|G1,k|2σ2
1,1+P2|G2,k|2σ2

1,2.
The above relation for BD > 0 is a delay diversity struc-
ture which can be used to extract spatial diversity out of
the relay system shown by the PEP analysis. If we de-
fine Y k = [Y 1

k , . . . , Y
M+BD
k ], Zk = [Z1

k , . . . , Z
M+BD
k ],

GH(k) = [GH1[k, k], GH2[k, k]] and

Xk=

[
X1

k · · · X1+BD
k · · · XM

k · · · 0

0 · · · X1
k · · · XM−BD

k · · · XM
k

]
,

we can write Y k = GH(k)Xk + Zk. Note that our focus
is on extracting spatial diversity out of the asynchronous
cooperative system which is attained in the form of the delay
diversity. In fact, we assume no explicit channel coding is em-
ployed across different subcarriers and as a result no multipath
diversity is attained; however, it does not mean that the system
does not achieve multipath diversity. Now, let us focus on a
given subcarrier, e.g., k-th subcarrier, where conditioned on
given gi,l for l ∈ {1, . . . , Lgi} and i ∈ {1, 2}, Zk is a complex
white Gaussian vector with zero mean and autocorrelation ma-
trix of

(
σ2
2 + P1|G1,k|2σ2

1,1 + P2|G2,k|2σ2
1,2

)
IM+BD with

IM denoting the M by M identity matrix. Therefore, the
Viterbi algorithm proposed in Section III-D can be used as
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an ML detection scheme on symbols transmitted over the k-
th subcarrier. Furthermore, by employing ML detection at the
destination for the conditional PEP over the k-th subcarrier,
P
(
Xk → X ′

k|GH(k)
)

which shows the probability of de-
ciding in favor of X ′

k at the receiver while Xk is the actual
transmitted symbol conditioned on the channel realizations,
we have

P
(
Xk→X ′

k|GH(k)
)≤ 1

2
e
− d2k

4(σ2
2
+P1|G1,k|2σ2

1,1
+P2|G2,k|2σ2

1,2),

(19)

where in deriving the last inequality the Chernoff bound is
employed [17, p. 58], dk = ||GH(k)(Xk −X ′

k)|| and ||e||
denotes the Euclidean length of vector e. Therefore, we have

P
(
Xk → X ′

k

) ≤ 1

2
Edk

{e−
d2
k

4σ2 }, (20)

where Edk
{.} denotes the expected value with respect to the

random variable dk. Under the assumption that 1
σ2
1,i

� Pi

σ2
2

,

we obtain d2
k

σ2 � d2
k

σ2
2

. Furthermore, due to the definition of the

Euclidean distance, by defining α2
k =

P1

4σ2
2

M∑
m=1

|Xm
k −X ′m

k |2,

β2
k =

P2

4σ2
2

M∑
m=1

|Xm
k −X ′m

k |2, and

γ2
ke

−jφγ,k=

√
P1P2

4σ2
2

M∑
m=BD+1

(Xm
k −X ′m

k )(Xm−BD
k −X ′m−BD

k )∗,

we can write

d2k
4σ2

2

=
GH(k)(Xk −X ′

k)(Xk −X ′
k)

HGHH(k)

4σ2
2

= α2
k

|GH1[k, k]|2
P1

+ β2
k

|GH2[k, k]|2
P2

+2Re

{|GH1[k, k]|√
P1

e−jφ1,k
|GH2[k, k]|√

P2

ejφ2,kγ2
ke

−jφγ,k

}
.

We also have |GHi[k, k]| = Pi|Hi,k||Gi,k|, where |Hi,k| ∼
Rayleigh(

√
2
2 ) and |Gi,k| ∼ Rayleigh(

√
2
2 ), i.e., |Hi,k|

and |Gi,k| are Rayleigh distributed random variables, and
φi,k are uniformly distributed random variables over [0, 2π].
If we define ai = |Hi,k| and bi = |Gi,k|, then
d2
k

4σ2
2
= α2

ka
2
1b

2
1 + β2

ka
2
2b

2
2 + 2a1a2b1b2γ

2
k cos(φ), where φ =

∠e−j(φ1,k−φ2,k+φγ,k) is uniformly distributed over [0, 2π].
Therefore, we have

Edk

{
e
− d2k

4σ2
2

}
=Eai,bi,φ

{
e−(α2

ka
2
1b

2
1+β2

ka
2
2b

2
2+2a1a2b1b2γ

2
k cos(φ))

}

=Ea1,a2,b1,b2

{
1

2π

∫ 2π

0

e−(α2
ka

2
1b

2
1+β2

ka
2
2b

2
2+2a1a2b1b2γ

2
k cos(φ))dφ

}
=a Ea1,a2,b1,b2

{
e−(α2

ka
2
1b

2
1+β2

ka
2
2b

2
2)I0(2a1a2b1b2γ

2
k)
}

=Ea2,b1,b2

{
e−β2

ka
2
2b

2
2

∫ ∞

0

e−α2
ka

2
1b

2
1I0(2a1a2b1b2γ

2
k)2a1e

−a2
1da1

}
where the equality a holds due to the definition of the modified
Bessel function of the first kind I0(.). Following the result

from [18, p. 294. Eq. 2. 15. 1. 2.] we can write

Edk

{
e
− d2k

4σ2
2

}
= Ea2,b1,b2

{
e−β2

ka
2
2b

2
2

α2
kb

2
1 + 1

e
a2
2b21b22γ4

k
α2
k
b2
1
+1

}

= Eb1,b2

{∫ ∞

0

e−β2
ka

2
2b

2
2

α2
kb

2
1 + 1

e
a2
2b21b22γ4

k
α2
k
b2
1
+1 2a2e

−a2
2da2

}

=Eb1,b2

{
1

1+α2
kb

2
1+b21b

2
2α

2
kβ

2
k+β2

kb
2
2−b21b

2
2γ

4
k

}
,

(21)

Furthermore it follows from the inequality
α2
kβ

2
k ≥ γ4

k that 1
1+α2

kb
2
1+b21b

2
2α

2
kβ

2
k+β2

kb
2
2−b21b

2
2γ

4
k

≤
1(√

α2
k
β2
k
−γ4

k
α2
k
β2
k

α2
kb

2
1+1

)(√
α2
k
β2
k
−γ4

k
α2
k
β2
k

β2
kb

2
2+1

) which leads to

(since b1 and b2 are independent)

Edk

⎧⎨
⎩e

− d2k
4σ2

2

⎫⎬
⎭≤Eb1

⎧⎪⎪⎨
⎪⎪⎩

1√
α2
k
β2
k
−γ4

k

α2
k
β2
k

α2
kb

2
1+1

⎫⎪⎪⎬
⎪⎪⎭Eb2

⎧⎪⎪⎨
⎪⎪⎩

1√
α2
k
β2
k
−γ4

k

α2
k
β2
k

β2
kb

2
2+1

⎫⎪⎪⎬
⎪⎪⎭

=
1

α2
kβ

2
k − γ4

k

e

βk

αk

√
α2
k
β2
k
−γ4

k E1

⎛
⎜⎝ βk

αk

√
α2
kβ

2
k − γ4

k

⎞
⎟⎠×

× e

αk

βk

√
α2
k
β2
k
−γ4

k E1

⎛
⎜⎝ αk

βk

√
α2
kβ

2
k − γ4

k

⎞
⎟⎠

≤ 1

α2
kβ

2
k − γ4

k

log

(
1+α2

k

√
α2
kβ

2
k − γ4

k

α2
kβ

2
k

)
log

(
1+β2

k

√
α2
kβ

2
k − γ4

k

α2
kβ

2
k

)
,

(22)

where E1(a) denotes the exponential integral function which
is given as E1(a) =

∫∞
a

e−x

x dx and the last inequality
follows sine eaE1(a) ≤ log(1 + 1

a ). Invoking the result
of (22) in (20), and defining s2k =

∑M
m=1 |Xm

k − X ′m
k |2

and f2
k =

∣∣∣∑M
m=BD+1(X

m
k −X ′m

k )(Xm−BD
k −X ′m−BD

k )∗
∣∣∣

yields

P
(
Xk → X ′

k

)
≤ 8σ4

2

P1P2 (s4k−f4
k )

log

(
1+

P1

4σ2
2

√
s4k−f4

k

)
log

(
1+

P2

4σ2
2

√
s4k−f4

k

)
,

(23)

under the assumption that the channels from the source to
the relays have higher SNR ratios than the channels from the
relays to the destination.

APPENDIX B
PEP ANALYSIS FOR BLOCK FADING

FREQUENCY-SELECTIVE CHANNEL

For the Viterbi detector, we have

X ′
k = argmin

Xk

M+BD∑
m=1

∣∣∣∣Y m
k −GHm

1,kX
m
k −GHm

2,kX
m−BD
k

∣∣∣∣
2

,

where Xm
k = 0 for m < 1 or m > M , and GHm

1,k =

Gm
1,kH

m
1,k and GHm

2,k = Gm
2,kH

m
2,ke

−2πj k′
NTs

dr . Therefore,
similar to (19) under the assumption that 1

σ2
1,i

are sufficiently

larger than Pi

σ2
2

, we can write

P (Xk → X ′
k|H i,Gi, i ∈ {1, 2}) ≤ 1

2
e
−

d2
(
Xk,X ′

k

)
4σ2

2 ,
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where d2(Xk,X
′
k) =

∑M+BD
m=1 |Gm

1,kH
m
1,kd

m
k +

Gm
2,kH

m
2,kd

m−BD
k |2 and by defining W t,f (m, k) =

diag{W t(m)wf (k),W t(m)wf (k)}, dmk = Xm
k −X

′m
k and

dk(m) = [dmk , dm−BD
k ]T , we can write

d2(Xk,X
′
k)=

M+BD∑
m=1

wT
f (k)W

T
t (m)[v1q

T
1 ,v2q

T
2 ]W t,f (m,k)dk(m)

× dH
k (m)WH

t,f (m,k)[v1q
T
1 ,v2q

T
2 ]

HW
∗
t (m)w∗

f (k).

On the other hand, we have

wT
f (k)W

T
t (m)[v1q

T
1 ,v2q

T
2 ] =

wT
f (k)W

T
t (m)

[
[αT

1 (1), . . . ,α
T
1 (L)]

TqT
1 ,[α

T
2 (1), . . . ,α

T
2 (L)]

TqT
2

]

=wT
f (k)

⎡
⎢⎣

wT
t (m)α1(1)q

T
1 , wT

t (m)α2(1)q
T
2

...
...

...
wT

t (m)α1(L)q
T
1 , wT

t (m)α2(L)q
T
2

⎤
⎥⎦

=

[
qT
1

L∑
l=1

e−j
2πkτl
NTs αT

1 (l)wt(m),qT
2

L∑
l=1

e−j
2πkτl
NTs αT

2 (l)wt(m)

]
.

By defining

Ai(k)=diag

{
L∑

l=1

e
−j

2πkτl
NTs αT

i (l), . . . ,
L∑

l=1

e
−j

2πkτl
NTs αT

i (l)

}
LLt×LL2

t

,

and W α,t(m) = diag{wt(m), . . . ,wt(m)}LL2
t×LLt

, we ob-
tain

wT
f (k)W

T
t (m)[v1q

T
1 ,v2q

T
2 ]

=
[
qT
1 A1(k)W α,t(m), qT

2 A2(k)W α,t(m)
]
. (24)

Note that Ai(k)W α,t(m) =

L∑
l=1

e−j
2πkτl
NTs αT

1,1(l)wt(m)ILtL.

Furthermore, by defining q(k) =
[
qT
1 A1(k), q

T
2 A2(k)

]H
,

and WA,t(m) = diag{Wα,t(m),W α,t(m)}, we can write

wT
f (k)W

T
t (m)[v1q

T
1 ,v2q

T
2 ] = q(k)HWA,t(m). (25)

Therefore, defining

DA(Xk,X
′
k)

=

M+BD∑
m=1

WA,t(m)W t,f (m, k)dk(m)dH
k (m)WH

t,f (m, k)WH
A,t(m),

yields to

d2(Xk,X
′
k) = q(k)

H
DA(Xk,X

′
k)q(k). (26)

Since DA(Xk,X
′
k) is a positive semi-definite matrix, we can

write
DA(Xk,X

′
k) = UkΛkU

H
k , (27)

where Uk is a unitary matrix and Λ =
diag{λk,1, . . . , λk,r , 0, . . . , 0} with λk,i being the positive
eigenvalues of DA(Xk,X

′
k). We define D(Xk,X

′
k) as

the number of values of m where either Xm
k 
= X ′

k
m or

Xm−BD
k 
= X ′

k
m−BD, i.e.,

D(Xk,X
′
k) = M +BD

−
M+BD∑
m=1

δ(Xm
k −X ′

k
m
)δ(Xm−BD

k −X ′
k
m−BD

). (28)

Since dk(m)dH
k (m) is a rank one matrix whenever Xm

k 
=
X ′

k
m and/or Xm−BD

k 
= X ′
k
m−BD and a zero matrix other-

wise, we can write

rk = rank(DA(Xk,X
′
k)) ≤ min(D(Xk,X

′
k), 2LL

2
t ),

and as a result r = min
Xk,X

′
k

rk ≤ min(Deff (k), 2LL
2
t )

with Deff (k) = min
Xk,X

′
k

D(Xk,X
′
k). Conditioned on known

channel coefficients, it follows from (27) that

P (Xk → X ′
k|Hi[k],Gi[k])≤ 1

2
e
− 1

4σ2
2

∑rk
c=1 λk,c

∣∣∣UH

k,cq(k)
∣∣∣2
,

where Uk,c denotes the c-th column of Uk. Furthermore, if we

define μi(k) = [μk,i,1, . . . , μk,i,Lt ] =
∑L

l=1 e
−j

2πkτl
NTs αi(l),

since αi,l[n] are i.i.d. complex Guassian random variables with
zero mean, μk,i,p are also i.i.d. complex Gaussian random

variables with zero mean and variance of σ2
μ,i =

∑L
l=1

σ2
hi,l

Lt
.

Furthermore, by denoting q1 as q1 = [q1, . . . , qLLt ]
H and q2

as q2 = [qLLt+1, . . . , q2LLt ]
H , we can write

q(k) = [q1μk,1,1, . . . , q1μk,1,Lt , . . . , qLLtμk,1,1, . . . ,

. . . , qLLtμk,1,Lt , qLLt+1μk,2,1, . . . , qLLt+1μk,2,Lt ,

. . . , q2LLtμk,2,1, . . . , q2LLtμk,2,Lt ]. (29)

Therefore, UH
k,cq(k) can be written as

UH
k,cq(k) =

LLt∑
p=1

Lt∑
t=1

U∗
k,c,(p−1)Lt+tqpμk,1,t

+

LLt∑
p=1

Lt∑
t=1

U∗
k,c,LL2

t+(p−1)Lt+tqLLt+pμk,2,t

=

2∑
i=1

LLt∑
p=1

q(i−1)LLt+pχk,(i−1)LLt+p, (30)

where χk,(i−1)LLt+p =

Lt∑
t=1

U∗
k,c,(i−1)LL2

t+(p−1)Lt+tμk,i,t

are complex Gaussian random variables with
zero mean and variance of σ2

χ,k,(i−1)LLt+p =
Lt∑
t=1

|Uk,c,(i−1)LL2
t+(p−1)Lt+t|2σ2

μ,i. To calculate the PEP

of the system, we make two simplifying assumptions:

• UH
k,iq(k) and UH

k,jq(k) are independent for different
values of i and j (i 
= j). (Note that for qk being
a complex Gaussian random vector with zero mean,
UH

k,cqk and UH
k,jqk are independent complex Gaussian

random variables.)
• χk,p are i.i.d. complex Gaussian random variables with

zero mean and variance of σ2
χ,k,p.

For a fixed c, by defining θp = arccos

(∑2LLt
l=p+1 |qlχk,l| cos(φl)

Rp

)

and Rp =

∣∣∣∣∣∣
2LLt∑
l=p+1

qlχk,l

∣∣∣∣∣∣ in which φl is the angle between the

complex valued random vectors ql and χk,l and uniformly
distributed over [0, 2π], we can write
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|UH
k,cq(k)|2=

∣∣∣∣∣
2LLt∑
p=1

qpχk,p

∣∣∣∣∣
2

=

2LLt∑
p=1

|qpχk,p|2 + 2Re

⎧⎨
⎩

2LLt∑
p=1

2LLt∑
l=p+1

qpχk,pq
∗
l χ

∗
l

⎫⎬
⎭

=

2LLt∑
p=1

|qpχk,p|2 + 2

2LLt∑
p=1

|qpχk,p|Rp cos(φp − θp).

Due to the fact that φp are uniformly distributed over [0, 2π],
|χp| are Rayleigh distributed and by following the same
procedure as in (21), we can write

Eφ1,|χk,1|

{
e
−λk,cR2

0

4σ2
2

}

=E|χk,1|

{
e
−λk,c

∑2LLt
p=1 |qpχk,p|2

4σ2
2 e

−λk,c
∑2LLt

p=2 |qpχk,p|Rp cos(φp−θp)

2σ2
2

× I0

(
λk,c|q1χk,1|R1

2σ2
2

)}

=
2σ2

2e
−λk,cR

2
1

4σ2
2

λk,cσ2
χ,k,1|q1|2 + 2σ2

2

e

λ2
k,c

σ2
χ,k,1

|q1|2R2
1

4σ2
2
(λk,cσ

2
χ,k,1

|q1|2+2σ2
2
)

=
2σ2

2

λk,cσ2
χ,k,1|q1|2 + 2σ2

2

e
− λk,cR

2
1

2λk,cσ
2
χ,k,1

|q1|2+4σ2
2 . (31)

Therefore, by taking the expected value with respect to
φ1, |χk,1|, . . . , φ2LLt , |χk,2LLt |, we arrive at

Eφ1,|χk,1|,...,φ2LLt
,|χk,2LLt

|

{
e
−λk,cR

2
0

4σ2
2

}

=
2σ2

2

2σ2
2 + λk,cσ2

χ,k,1|q1|2
2σ2

2 + λk,cσ
2
χ,k,1|q1|2

2σ2
2 + λk,c(σ2

χ,k,1|q1|2 + σ2
χ,k,2|q2|2)

· · · 2σ
2
2 + λk,c

∑2LLt−1
p=1 σ2

χ,k,p|qp|2
2σ2

2 + λk,c

∑2LLt
p=1 σ2

χ,k,p|qp|2

=
2σ2

2

2σ2
2 + λk,c

∑2LLt
p=1 σ2

χ,k,p|qp|2
(32)

To obtain the above expected value, we first define V =∑2LLt

p=1 σ2
χ,k,p|qp|2 in which |qp| ∼ Rayliegh(

σq,p√
2
) and |qp|

are independent for all p, then obtain the expected value
over the new defined random variable. Let us define S0 ={
p

∣∣∣∣σ2
χ,k,pσ

2
q,p 
= σ2

χ,k,lσ
2
q,l∀l 
= p

}
, i.e., there are |S0| differ-

ent values of σ2
χ,k,pσ

2
q,p such that σ2

χ,k,pσ
2
q,p 
= σ2

χ,k,lσ
2
q,l and

∀l 
= p. Furthermore, assume that there are J distinct values
a2j for j ∈ {1, . . . , J} for which there are p and l (p 
= l and
p, l ∈ {1, . . . , 2LLt}) such that σ2

χ,k,pσ
2
q,p = σ2

χ,k,lσ
2
q,l = a2j .

We also define Sj =

{
p

∣∣∣∣σ2
χ,k,pσ

2
q,p = a2j

}
for j ∈ {1, . . . , J}

and Nj = |Sj |. It follows from [17, p. 876] and the definition
of the Gamma distribution that

pV (v) =
∑
p∈S0

πp

σ2
χ,k,pσ

2
q,p

e
− v

σ2
χ,k,p

σ2
q,p

+

J∑
j=1

∑
p∈Sj

vNj−1

(Nj − 1)!(σ2
χ,k,pσ

2
q,p)

Nj
e
− v

σ2
χ,k,p

σ2
q,p ,

where πp =
∏

l∈S0,l �=p

σ2
χ,k,pσ

2
q,p

σ2
χ,k,pσ

2
q,p−σ2

χ,k,lσ
2
q,l

. Therefore, we can

write

E|q1|,...,|q2LLt
|

{
2σ2

2

2σ2
2 + λk,c

∑2LLt
p=1 σ2

χ,k,p|qp|2

}

= EV

{
2σ2

2

2σ2
2 + λk,cV

}

=
∑
p∈S0

πp

2σ2
χ,k,pσ

2
q,p

∫ ∞

0

2σ2
2

2σ2
2 + λk,cv

e
− v

2σ2
χ,k,p

σ2
q,p

+

J∑
j=1

∑
p∈Sj

1

(Nj−1)!(σ2
χ,k,pσ

2
q,p)

Nj

∫ ∞

0

2σ2
2v

Nj−1

2σ2
2 + λk,cv

e
− v

σ2
χ,k,p

σ2
q,p.

By using the integral calculated in [19, p. 325. Eq. 2. 3. 6. 14.]
and due to the definition of the exponential integral function
E1(a) =

∫∞
a

e−z

z dz, we obtain

PEPk,c = EV

{
2σ2

2

2σ2
2 + λk,cV

}

=
∑
p∈S0

πp

σ2
χ,k,pσ

2
q,p

2σ2
2

λk,c
e

2σ2
2

λk,cσ
2
χ,k,p

σ2
q,p E1

(
2σ2

2

λk,cσ2
χ,k,pσ

2
q,p

)

+

J∑
j=1

∑
p∈Sj

(2σ2
2)

Nj (−1)Nj−1

(Nj − 1)!(λk,cσ2
χ,k,pσ

2
q,p)

Nj
×

×
[
e

2σ2
2

λk,cσ
2
χ,k,p

σ2
q,p E1

(
2σ2

2

λk,cσ2
χ,k,pσ

2
q,p

)

+

Nj−1∑
k=1

(k − 1)!

(
−λk,cσ

2
χ,k,pσ

2
q,p

2σ2
2

)k ]
(33)

Finally, for the PEP of the system under block fading channel
conditions, we obtain

P (Xk → X ′
k) ≤

1

2
E

{
e
− 1

4σ2
2

∑rk
c=1 λk,c

∣∣∣UH

k,cq(k)
∣∣∣2}

≤ 1

2

rk∏
c=1

PEPk,c, (34)

where PEPk,c are given in (33).
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