Modeling interestingness of streaming association rules as a benefit-maximizing classification problem
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A B S T R A C T

In a typical application of association rule learning from market basket data, a set of transactions for a fixed period of time is used as input to rule learning algorithms. For example, the well-known Apriori algorithm can be applied to learn a set of association rules from such a transaction set. However, learning association rules from a set of transactions is not a one time only process. For example, a market manager may perform the association rule learning process once every month over the set of transactions collected through the last month. For this reason, we will consider the problem where transaction sets are input to the system as a stream of packages. The sets of transactions may come in varying sizes and in varying periods. Once a set of transactions arrive, the association rule learning algorithm is executed on the last set of transactions, resulting in new association rules. Therefore, the set of association rules learned will accumulate and increase in number over time, making the mining of interesting ones out of this enlarging set of association rules impractical for human experts. We refer to this sequence of rules as “association rule set stream” or “streaming association rules” and the main motivation behind this research is to develop a technique to overcome the interesting rule selection problem. A successful association rule mining system should select and present only the interesting rules to the domain experts. However, definition of interestingness of association rules on a given domain usually differs from one expert to another and also over time for a given expert. This paper proposes a post-processing method to learn a subjective model for the interestingness concept description of the streaming association rules. The uniqueness of the proposed method is its ability to formulate the interestingness issue of association rules as a benefit-maximizing classification problem and obtain a different interestingness model for each user. In this new classification scheme, the determining features are the selective objective interestingness factors related to the interestingness of the association rules, and the target feature is the interestingness label of those rules. The proposed method works incrementally and employs user interactivity at a certain level. It is evaluated on a real market dataset. The results show that the model can successfully select the interesting ones.

1. Introduction

Data mining is the efficient discovery of patterns, as opposed to data itself, in large databases [8]. Patterns in the data can be represented in many different forms, including classification rules, association rules, clusters, sequential patterns, time series, contingency tables, and others [19]. In many domains, there is a continuous flow of data and therefore, learned patterns. This causes the number of patterns to be so huge that selection of the useful or interesting ones becomes difficult. In this paper, we deal with the interestingness issue of association rules discovered in domains from which information in the form of transactions is gathered at different time intervals. In a typical application of association rule learning from market basket data, a set of transactions for a fixed period of time is used as input to rule learning algorithms. For example, the well-known Apriori algorithm can be applied to learn a set of association rules from such a transaction set. However, learning association rules from a set of transactions is not a one time only process. For example, a market manager may perform the association rule learning process once every month over the set of transactions collected through the last month. For this reason, we will consider the problem where transaction sets are input to the system as a stream of packages. The sets of transactions may come in varying sizes and in varying periods. Once a set of transactions arrive, the association rule learning algorithm is executed on the last set of transactions, resulting in new association rules. Therefore, the set of association rules learned will accumulate and increase in number over time, making the mining of
interesting ones out of this enlarging set of association rules impractical for human experts. We refer to this sequence of rules as “streaming association rules” and the main motivation behind this research is to develop a technique to overcome the interesting rule selection problem.

The interestingness issue has been an important problem ever since the beginning of data mining research [9]. There are many factors contributing to the interestingness of a discovered pattern [9, 33, 43]. Coverage, confidence and strength belong to the family of objective interestingness factors. Actionability, related to the benefit we acquire by using the discovered pattern, unexpectedness and novelty are either regarded as subjective [26, 30–32, 40, 44] or objective [1, 4, 7, 10, 11, 21]. An objective interestingness factor can be measured independently of the domain and the user, while a subjective one is domain or user dependent.

An objective interestingness measure is generally constructed by employing a proper subset of the objective interestingness factors in a formula representation. For example, objective interestingness factor $x$ can be multiplied by the square of another objective interestingness factor $y$ to obtain an objective interestingness measure $xy^2$. Objective interestingness factors can also be used as an objective interestingness measure alone (e.g., confidence) [35, 46]. Discovered patterns having interestingness value greater than the threshold are regarded as “interesting”. Although the user determines the threshold, this is regarded as a small user intervention and the interestingness measure is still assumed to be an objective one. The objective measures need not always be formulated. For example, the work presented in [50] does not directly formulate a measure; however, it discovers interesting association rules by a clustering method objectively.

The existing subjective interestingness measures in the literature are generally constructed upon unexpectedness and actionability factors. Assuming the discovered pattern to be a set of rules induced from a domain, the user supplies his/her knowledge about the domain in terms of fuzzy rules [30] or general impressions [31, 32, 44]. The induced rules are then compared with user’s existing domain knowledge to determine subjectively unexpected and/or actionable rules. The user may also present what he/she finds interesting or uninteresting as rule templates [26] and filter the induced rules according to these templates to discover the interesting ones. This is actually a query-based approach.

The interestingness measures can be employed during [28, 36, 42] or after [1, 4, 7, 10, 11, 21, 26, 30–32, 40, 44] the data mining process. Employing those measures during the data mining process has the advantage of processing a small amount of data in the beginning. However, since we do not have the whole set of rules yet, some objective measures requiring the whole set cannot be computed (e.g., confidence). This is not a problem for post-processing systems. But, post-processing methods have the disadvantage of requiring more computing power to process large set of rules. Considering the increased computing power of today’s computers, the disadvantage of post-processing is not a burden. Consequently, in this paper, we are concerned with post-processing of the induced patterns.

Both types of interestingness measures have some drawbacks. A particular objective interestingness measure is not sufficient by itself [30]. It may not be suitable on some domains. Authors in [22] investigate this issue and discover clusters of measures existing in a data set. An objective measure is generally used as a filtering mechanism before applying a subjective measure. In the case of subjective interestingness measures, user may not be competent in expressing his/her domain knowledge at the beginning of the interestingness analysis. Another drawback of a subjective measure is that the induced rules are compared against the domain knowledge that addresses the unexpectedness and/or actionability issues. Interestingness is assumed to depend only on these two factors. That is, if a rule is found to be unexpected, it is automatically regarded as interesting.

It would be better to view unexpectedness and actionability as two of the interestingness factors and to develop a system that takes a set of interestingness factors into account to learn the interestingness concept automatically with limited user interaction. The interaction can be realized by asking the user to classify some of the rules as “interesting” or “uninteresting”. It is also apparent that the definition of interestingness on a given domain usually differs from one expert to another and also over time for a given expert. Therefore, we propose a post-processing method to learn a subjective model for the interestingness concept description of the streaming association rules. The uniqueness of the proposed method is its ability to formulate the interestingness issue of association rules as a benefit-maximizing classification problem and obtain a different interestingness model for each user. In this new classification scheme, the determining features are the subjective interestingness factors related to the interestingness of the association rules, and the target feature is the interestingness label of those rules. The proposed method, called as “Benefit-Maximizing Interactive Rule Interestingness Learning” (BMIRIL) algorithm, works incrementally and employs user interactivity at a certain level. It models the interestingness of association rules as a benefit-maximizing classification problem. Each rule is represented by an instance and a vector composed of a set of determining features and a target feature represents each instance. The target feature (class feature) takes the values of “interesting” or “uninteresting”, and these values are initially unknown for each rule. The determining features consist of a set of objective interestingness factors. They play a key role in determining the target feature value.

$BM_{IRIL}$, whose schematic form is shown in Fig. 1, aims to achieve a specified level of accuracy of interestingness classification with a minimum number of queries. It takes the association rule set stream and the certainty threshold value ($Min_{Ci}$) as the input parameters. Each association rule set is induced on the transaction set of the particular period by means of an association rule learning algorithm, such as Apriori. The output of the $BM_{IRIL}$ system is the association rules classified with sufficient certainty at each period. The user can easily filter the rules classified as interesting among the outputted rules. The classification process continues as long as the transaction set stream is supplied to the system.

$BM_{IRIL}$ employs a core classification algorithm inside. A new feature type is needed to represent the unexpectedness and actionability interestingness factors as determining features. Consequently, we also designed a suitable classifier, namely “Benefit-Maximizing Classifier by Voting Feature Projections” (BMCFVP). It is a feature projections based, incremental classification algorithm.

In our classification system, the rules induced at a particular period are regarded as query instances. If an association rule cannot be classified by the core classifier with sufficient certainty, we consult the user, who is generally the expert of the domain, about the interestingness label of the rule. The expert analyzes the objective interestingness factor values and the rule’s content together to decide on the interestingness label. Once the expert labels this rule, it is regarded as a training instance and the interestingness concept description (interestingness model) is updated incrementally.

We proposed to model interestingness of patterns as a classification problem in [2]. To the best of our knowledge, none of the existing approaches in the literature had tried to model interestingness as a classification problem. The FPRC (Feature Projection Based Rule Classification) algorithm in [2] used a non-incremental
classifier. In order to handle the case of streaming rules to be classified, the IRIL algorithm, that used an incremental classifier, has been developed [3]. Both FPRC and IRIL are applicable to learning the interestingness of classification rules, while they are not suitable for association rules. The BM_IRIL proposed here is designed for learning the interestingness of association rules. Furthermore, it takes into account the benefit of classifying interestingness rules and subjective interestingness factors such as unexpectedness and actionability are incorporated into the vector representation of query rules. The core classifier is an incremental one as in IRIL.

We assume real human interest to depend both on a selective subset of the objective interestingness factors and the rule’s content itself. But, in the literature, they seek to find a correlation between real human interest and objective interestingness measures [5,37–39]. BM_IRIL also proposes a new feature weighting technique that takes benefit maximization issues into account. Feature weights are dynamically updated upon arrival of each training instance. These contributions of the proposed interestingness concept learning system make BM_IRIL a novel approach in the literature. It specializes to learn the interestingness concept description. The learned interestingness concept description differs among the consulted users or domain experts.

The paper is organized as follows. Section 2 is devoted to modeling interestingness as a classification problem. Section 3 reviews the feature projections concept. Section 4 explains the basic concepts for benefit-maximizing classification by voting feature segments. Sections 5 and 6 are devoted to the training and the classification phases of the BMCVFP classifier, respectively. Section 7 investigates the BM_IRIL algorithm comprehensively. Presenting the experimental results in Section 8, we conclude.
2. Modeling interestingness as a classification problem

Interestingness of association rules is the central theme of our study. We first give some preliminaries on association rules. Let \( l=\{\text{item}_1, \text{item}_2, \ldots, \text{item}_n\} \) be a set of items. Let \( S \) be a set of transactions, where each transaction \( T \in I \). An association rule \( R \) is an implication of the form \( A \rightarrow B \), where \( A \subseteq I, B \subseteq I \) and \( A \cap B = \emptyset \), satisfying predefined support and confidence thresholds. Association rule induction is a powerful method for so-called market basket analysis, which aims at finding regularities in the shopping behavior of customers of supermarkets, mail-order companies and the like. In an association rule of the form \( R: A \rightarrow B, A \) is called the antecedent or body of the rule; \( B \) is called the consequent or head of the rule.

In this study, we think of a domain from which transactions and association rules induced from these transactions are gathered at varying periods. Christian Borgelt’s implementation of Apriori rule induction algorithm [20] is used to induce these association rules at each period. For each period \( p \), the number of such rules is so huge that only a small percentage of them are really interesting for the end user, and most of them are actually uninteresting. It may be thought that the user can reduce the rules learned by changing the parameters of the rule-learning algorithm. However, this will miss many interesting rules. The user is not interested in small number of rules, but he is interested in interesting ones. For instance, while using the Apriori algorithm, support and confidence parameters can be set properly to satisfy some requirements. However, there are other objective and subjective factors related to the interestingness issue of association rules in addition to the support and confidence parameters.

The labeling of the association rules either as interesting or uninteresting can be modeled as a new classification problem where the target concept is the interestingness of the rules. In this new classification problem, each association rule \( R \) is seen as a query instance whose target feature value (which is either interesting or uninteresting) is unknown and whose determining features are the interestingness factors having the potential to determine the interestingness of \( R \). There are so many objective interestingness factors influencing the interestingness of association rules, including support, confidence, coverage, strength and size of the rule. In the literature, some of them are also used as objective interestingness measures [35,46]. For instance, support and confidence can alone be used as objective interestingness measures [35,46].

We use confidence, coverage, strength and size of the rules among the determining features in modeling the interestingness of association rules as a classification problem. Each feature carries information about a specific property of the corresponding association rule. These are accuracy, applicability, independency and simplicity properties of the association rules, respectively. The computation of these features is given in Table 1, where \( N \) is the total number of transactions gathered at the current period and \( m(X) \) is the number of transactions containing or matching the set of items \( X \in I \). We avoid using support in our study to ensure all objective determining features to be independent of each other (support = confidence * coverage).

In addition to these objective interestingness factors, the rule itself is obviously very important to decide whether it is interesting or not, from the point of view of the user. Therefore, we construct three new determining features for the association rule \( R \), namely left-hand side (antecedent), right-hand side (consequent) and both sides features of \( R \). Although confidence, coverage, strength and size features are linear valued features, the new three features are not. We need to define a new feature type:

**Definition 1.** A feature \( f \) of a type corresponding to an ordered pair of sets is a feature whose values are of the form \((\text{set}_1, \text{set}_2)\) where \(\text{set}_1 \neq \text{set}_2\).

For an association rule of the form \( R: A \rightarrow B \), left-hand side feature value is \((A, \emptyset)\), right-hand side feature value is \((\emptyset, B)\) and both sides feature value is \((A, B)\). These three features of a type corresponding to an ordered pair of sets are essential. Because, they constitute the actionability and unexpectedness interestingness factors in our framework. Users may be interested in the items occurring either on the antecedent or on the consequent part of the association rules; or they may want to see the association rule as a whole while deciding about the interestingness label. A particular user may see a rule actionable if the antecedent or consequent part includes some items that he/she is interested in. For example, in the market basket analysis framework, the user may want to see which items are also sold with the items that he/she is interested in. In such a case, the association rules including the interested items in the antecedent part are regarded as actionable and therefore interesting from the point of view of the user. Actionability is related to the benefit that the user acquires by using the induced association rule. The user may also see a rule interesting if the relationship between the antecedent and the consequent parts of that rule is surprising (unexpected) to him/her. Left-hand side and right-hand side features handle the actionability whereas both-sides features handle the unexpectedness interestingness factor. Therefore, we do not simply represent the association rule \( R: A \rightarrow B \) with two sets \( A \) and \( B \) instead of three ordered pairs of sets. These three new features are also objective since there is nothing from the domain or user here.

As a consequence, the query instance for the association rule \( R: A \rightarrow B \) consists of seven determining features, four of which are of type linear and three of which are of a type corresponding to an ordered pair of sets. The query instance is represented by a vector \((\text{confidence}_R, \text{coverage}_R, \text{strength}_R, \text{size}_R, (A, \emptyset), (\emptyset, B), (A, B), ?)\), where “?” means that the interestingness label will be determined. The interestingness of \( R \) depends on all those depending features.

3. Feature projections concept

Feature projections based classifiers are applicable to concepts where each feature, independent of other features, can be used to classify the concept. They project the training instances on each feature separately, and then generalize on these projections to form intervals [6,13–18,45]. In those studies, segments (intervals) are taken to be the basic unit of concept representation; and the classification knowledge is represented in the form of segments formed on each feature. The classification of an unseen instance is based on a majority voting done among individual predictions of features. All those classifiers construct a set of point segments on each nominal feature and a set of segments on each linear feature. A point segment represents a single feature value, whereas a segment represents a set of consecutive feature values.

A feature projections based classifier is a form of ensemble of weak classifiers, such as decision stumps in AdaBoost [25]. It partitions each feature into a set of segments and each segment distributes its vote among all possible classes. On the other hand, a decision stump in AdaBoost, votes only for a single class [25].

<table>
<thead>
<tr>
<th>Linear feature</th>
<th>Short description or formula</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Confidence</strong></td>
<td>( \frac{m(A \cap B)}{m(A)} )</td>
</tr>
<tr>
<td><strong>Coverage</strong></td>
<td>( \frac{m(A \cap B)}{m(B)} )</td>
</tr>
<tr>
<td><strong>Strength</strong></td>
<td>( \frac{m(A \cap B)}{m(A) \cdot m(B)} )</td>
</tr>
<tr>
<td><strong>Size</strong></td>
<td>(</td>
</tr>
</tbody>
</table>
Feature projections based classification approach has been extended by other researchers. Pateritsas and Stafylopoulos proposed a methodology that merges feature projections based approach with the Naïve Bayesian classifier, which also assumes the features are independent [41]. Note that votes are summed in feature projections approach, while probabilities are multiplied in Naïve Bayesian classifier. Naïve Bayesian is based on the estimation of the posterior probability of a data pattern to belong to a specified class by calculating the probabilities for each feature value of the input pattern [41]. Valev proposed the parallelized version of feature projections based approach, which processes each feature in parallel [48]. Ko and Seo applied feature projections to the text categorization problem [27].

**Definition 2.** A segment \( I \) on a feature \( f \) is represented by the following vector:

\[
I = (lbv, ubv, N_1, N_2, \ldots, N_s, V_1, V_2, \ldots, V_s)
\]

where \( lbv \) and \( ubv \) are the lower and upper bound values of the segment \( I \), \( N \) is the number of classes in domain \( D \), and \( V \) is the number of training instances of class \( c \) in the segment \( I \) and \( V_c \) is the vote of the segment \( I \) for class \( c \).

In the work presented in [17,18,45], a segment represents examples from a single class, whereas the authors in [6,14,15] allow a segment to represent examples from a set of classes instead of a single class. We prefer to define the segment term to be a unit of concept description that represents examples from a set of classes.

**Definition 3.** A point segment \( f \) is a segment such that \( lbv = ubv \).

The existing feature projections based classifiers can be trained incrementally. However, they do not preserve order-independency [49]. That is, any change in the order of training instances leads to a different trained model on segments. Those classifiers preserve order-independency only for point segments. This fact motivated us to construct only point segments on the linear features. In the case of features of a type corresponding to an ordered pair of sets, each ordered pair \((set_1, set_2)\) is assumed to be a point segment where \( lbv = (set_1, set_2) \) and \( ubv = lbv \).

On a feature of a type corresponding to an ordered pair of sets, the number of feature values is limited, so it is possible to save each observed feature value (each observed ordered pair of sets) as a point segment and also possible to compute the class distribution of the training instances on each point segment.

On a linear feature, the number of feature values is not limited as in the case of nominal features and features of a type corresponding to an ordered pair of sets. Their number may range from \(-\infty \) to \(+\infty \). So, it is not suitable to save each observed feature value as a point segment and to remember the class distribution of the training instances falling into this point segment. To remedy this problem, we propose using a Gaussian probability density function \( gpdf \) for each class on linear feature projections. We assumed that the linear feature projections of the training data exhibit a Gaussian (normal) probability distribution for each class and obtained satisfactory experimental results in our previous studies [2,3]. Therefore, each \( x \in \mathbb{R} \) is regarded as a point segment and the number of such point segments on a linear feature projection is therefore infinite.

For all \( x \in \mathbb{R} \) on a linear feature \( f \), the number of training instances of class \( c \) in point segment \( x \) of feature \( f \) is

\[
N_c = \text{classcount}[c] \times \lim_{\Delta x \to 0} gpdf_{f,c}(x) \Delta x,
\]

where \( gpdf_{f,c}(x) \) is the Gaussian (normal) probability density function of the \( f \) values of training instances of class \( c \), and \( \text{classcount}[c] \) is the number of training instances of class \( c \).

\[
gpdf_{f,c}(x) = \frac{1}{\sigma[f,c]\sqrt{2\pi}} e^{-\frac{(x-\mu[f,c])^2}{2\sigma[f,c]^2}},
\]

where \( \mu[f,c] \) and \( \sigma[f,c] \) are the mean and the standard deviation of the \( f \) values of training instances of class \( c \).

4. **Basic concepts for benefit-maximizing classification by voting feature segments**

In a normal classification problem, the benefit of correctly classifying an unseen instance is 1 and the benefit of misclassifying an unseen instance is 0. However, in some domains the benefit of correctly classifying an unseen instance differs among the classes. Furthermore, we can obtain even some benefit for misclassifying an unseen instance. In modeling interestingness as a classification problem, the benefit of correctly predicting an interesting rule is much greater than the benefit of correctly predicting an uninteresting rule. Therefore, we employ a benefit-maximizing classification for learning the interestingness classification of the rules.

Benefit-maximizing classifiers use a benefit matrix that is supplied externally. Another possibility is to use a cost sensitive approach [47]. Marginantu showed that cost based approaches are equivalent to benefit based approaches if the amount of benefit achieved after classification is not relevant [34]. In our framework, we chose to employ benefit-based model.

**Definition 4.** A benefit matrix \( B \) for a domain with \( k \) classes is a \( k \times k \) matrix, where \( B[i,j] \) is a real-valued number denoting the benefit attained for predicting an instance of class \( j \) as \( i \).

In the literature, there are feature projections based, benefit-maximizing classifiers that vote feature segments [12,16,23,24]. However, the classification knowledge in the form of feature segments is obtained after a non-incremental training process. On the other hand, our study employs only point segments resulting in an order-independent incremental training process. Below we give the core definitions related to the benefit concept on feature segments. The definitions are generic and given for segments. However, we use them for point segments in our study.

**Definition 5.** Given a benefit matrix \( B \), the minimum benefit attainable on a segment \( I = (lbv, ubv, N_1, N_2, \ldots, N_s, V_1, V_2, \ldots, V_s) \) is given as

\[
\text{MinBenefit}(I) = \sum_c (N_c \times B[\arg \min_B i, j, c]).
\]

**Definition 6.** Given a benefit matrix \( B \), the maximum benefit attainable on a segment \( I = (lbv, ubv, N_1, N_2, \ldots, N_s, V_1, V_2, \ldots, V_s) \) is given as

\[
\text{MaxBenefit}(I) = \sum_c (N_c \times B[c, c]).
\]

**Definition 7.** Given a benefit matrix \( B \), the benefit of classifying all instances of a segment \( I = (lbv, ubv, N_1, N_2, \ldots, N_s, V_1, V_2, \ldots, V_s) \) as class \( k \) is given as

\[
\text{SegmentBenefit}(I, k) = \sum_c (N_c \times B[k, c]).
\]

Benefit-maximizing, feature projections based classifiers employ different types of voting methods [23]. We borrow and use the following voting method for a segment \( I \)
**Definition 8.** Vote of a segment \( I \) for the class \( k \) is given as

\[
\text{SegmentClassVote}(I, k) = \frac{\text{SegmentBenefit}(I, k) - \text{MinBenefit}(I)}{\max\{\text{MaxBenefit}(I) - \text{MinBenefit}(I)\}}.
\]

Although the benefit matrix \( B \) is usually supplied externally, we prefer to formulate it as in Eq. 3. This formulation ensures that the smaller the probability of a class is, the more the benefit of correctly classifying that class is.

\[
B[i, j] = \begin{cases} 
1 & \text{if } i \neq j, \\
\prod(j) & \text{else.}
\end{cases}
\]

Using Eq. 3, \( \text{MinBenefit}, \text{MaxBenefit}, \text{SegmentBenefit} \) and finally \( \text{SegmentClassVote} \) definitions simplify to the following:

\[
\text{MinBenefit}(I) = \sum_c \left( N_c \cdot B[\arg\min_i B[i, c], c] \right) = \sum_c \left( N_c \cdot 0 \right) = 0,
\]

\[
\text{MaxBenefit}(I) = \sum_c \left( N_c \cdot B[c, c] \right) = \sum_c \left( N_c \cdot \sum_i \text{classcount}[c] \right),
\]

\[
\text{SegmentBenefit}(I, k) = \sum_c \left( N_c \cdot B[k, c] \right) = N_k \cdot B[k, k]
\]

\[
\text{SegmentClassVote}(I, k) = \frac{\text{SegmentBenefit}(I, k) - \text{MinBenefit}(I)}{\max\{\text{MaxBenefit}(I) - \text{MinBenefit}(I)\}} = \frac{N_k \cdot B[k, k]}{\sum_c \text{classcount}[c]}.
\]

In the simplified \( \text{SegmentClassVote} \) definition, the numerator is the ratio of the number of the training instances of class \( k \) falling into segment \( I \), to the number of the training instances of class \( k \). The denominator is the sum of these ratios computed for all classes and is used for vote normalization process.

Using Eq. 1 in Eq. 7, \( \text{SegmentClassVote} \) definition can be rewritten in a generic form for linear features as

\[
\text{SegmentClassVote}(I, k) = \frac{\sum_c \left( \text{classcount}[c] \cdot \text{lim}_{\Delta x} \cdot \text{pdff}_f(x) \Delta x \right)}{\sum_c \text{classcount}[c]}. 
\]

\[
= \frac{\sum_c \text{classcount}[c] \cdot \text{lim}_{\Delta x} \cdot \text{pdff}_f(x) \Delta x}{\sum_c \text{classcount}[c]}.
\]

\[
= \frac{\text{lim}_{\Delta x} \cdot \text{pdff}_f(x) \Delta x}{\sum_c \text{classcount}[c]}.
\]

\[
= \frac{\text{pdff}_f(x)}{\sum_c \text{classcount}[c]}.
\]

5. **Training in the BMCVFP Algorithm**

There are various types of benefit-maximizing classifiers in the literature [12,16,23,24]. However, they do not preserve order-independency in the training phase and none of them are suitable for datasets including features of a type corresponding to an ordered pair of sets. Therefore, we design a new classifier, namely BMCVFP. This classifier is close to the family of the feature projections based benefit-maximizing classifiers using independent features’ segment class votes. There are two properties discriminating BMCVFP from this family of classifiers. The first property is the ability of BMCVFP to work also with the features of a type corresponding to an ordered pair of sets. The second discriminating property is the construction of only point segments for linear features to ensure order-independent incremental training.

The training phase of BMCVFP is shown in Fig. 2. On each feature projection, training phase learns point segments and their class votes. The classification knowledge is in the form of point segments. A point segment represents examples from a set of classes.

The training phase is achieved incrementally. Let \( t \) having class \( c \) be the incoming training instance. If it is the first training instance, we perform the initialization tasks at lines 1–2. We keep the number of training instances of class \( c \) in \( \text{classcount}[c] \). Therefore, \( \text{classcount}[c] \) is incremented and benefit matrix is updated by the \( \text{UpdateBenefitMatrix} \) algorithm given in Fig. 3. The rest of the training phase differs according to the type of the features.

For a feature \( f \) of a type corresponding to an ordered pair of sets (lines 7–13), we search whether \( t \) exists as a point segment among the previously saved point segments. If it exists, the number of training instances of class \( c \) falling into point segment \( t \) of feature projection \( f \), \( \text{segment_classcount}[f, t, c] \), is incremented. Otherwise, a new point segment \( t \) consisting of a single training instance of class \( c \) is constructed. These tasks can be performed incrementally.

For a linear feature \( f \) (lines 14–15), we let \( m[f, t, c] \) and \( \text{pdff}_f(x) \) to be the mean and the standard deviation of the feature values of the training instances of class \( c \) on feature projection \( f \). When a new training instance \( t \) is processed, these values and \( \text{pdff}_f(x) \) are updated incrementally as in Eq. 2.

Finally, the \( \text{UpdateSegmentsClassVotes} \) algorithm given in Fig. 4 uses Eq. 7 or Eq. 8 to update the class votes of point segments on feature projection \( f \).

There is no need to maintain the training instances in the BMCVFP algorithm. We need to store \( \text{classcount}[c] \) for each class \( c \). In addition to this, we need to store \( m[f, c] \) and \( \text{pdff}_f(x) \) for each class \( c \) on a linear feature \( f \). These parameters are updated to use \( m[f, c] \) and finally \( \text{pdff}_f(x) \) as soon as a new training instance of class \( c \) is processed. For a feature \( f \) of a type corresponding to an ordered pair of sets, we need to store segments and class distribution of training instances on each segment \( s \), \( \text{segment_classcount}[f, s, c] \).

6. **Classification in the BMCVFP Algorithm**

The classification phase of BMCVFP is shown in Fig. 5. In this phase, the query instance \( q \) is projected on each feature dimension \( f \), and each feature calculates its class votes (lines 5–6, and 8). The class \( c \) taking the highest vote from feature \( f \) is called the favored class of \( f \) for \( q \). The class votes of features are summed up among all features to get the aggregate class votes (lines 13 and 17). The class \( c \) taking the highest aggregate vote is predicted as the class of \( q \) (line 18). For the predicted class \( c \), the certainty value of classification denoted by \( C^c_q \) is taken as the ratio of the aggregate vote of \( c \) to the sum of the aggregate votes of all classes (line 22). However, if \( q \) cannot be classified, the predicted class and the certainty value of this classification are taken as \( *-1* \) (line 20). The classification phase of BMCVFP algorithm returns the predicted class \( c \) along with an associated certainty value (line 23).
Class vote calculation differs among feature types. On a linear feature \( f \), query instance has a value of \( q_f \). This value is a real number and constitutes a point segment on feature projection \( f \). Segment class vote calculation taking benefit maximization into account has been defined for linear features in Eq. 8. The feature class votes of \( f \) for the query instance \( q \) falling into the point segment \( q_f \) is the segment class votes of \( q_f \) for \( q \).

Class vote calculation of the features of a type corresponding to an ordered pair of sets is shown in Fig. 6. Query instance has a value of \( q_f \) on feature dimension \( f \). However, \( q_f = (\text{set}_1, \text{set}_2) \). That is, it is not a real number as in the case of linear features. It is an ordered pair consisting of two sets of items. If \( q_f \) exists as a point segment then \( \text{segment}_\text{class}_\text{vote}[f, q_f, c] \) is used as the feature class vote of feature \( f \) for class \( c \) (lines 3–5). If \( q_f \) does not exist in the saved point segments, then we first multiply the
similarity values between $q_f$ and the saved point segments (ordered pairs of sets) by the segment class votes and sum them up.

Finally, we normalize the sum to get the feature class vote.

**Definition 9.** Given two sets $A$ and $B$, the similarity between these two sets is defined as

$$\text{Set similarity}(A, B) = \begin{cases} 1 & \text{if } A = B = \emptyset, \\ \min \left( \frac{|A \cap B|}{|A|}, \frac{|A \cap B|}{|B|} \right) & \text{else}. \end{cases}$$

**Definition 10.** Given two ordered pairs of sets $op_1 = (set_1, set_2)$ and $op_2 = (set_3, set_4)$, the similarity between these two ordered pairs is defined as

$$\text{Similarity}(op_1, op_2) = \text{Set similarity}(set_1, set_3) \times \text{Set similarity}(set_2, set_4).$$

A small example showing the computation of similarity between two ordered pairs of sets is as follows:

Let $R_1 : \{\text{item}_1, \text{item}_2, \text{item}_3, \text{item}_4\} \rightarrow \{\text{item}_6, \text{item}_7, \text{item}_9\}$, $R_2 : \{\text{item}_2, \text{item}_4, \text{item}_6, \text{item}_{10}, \text{item}_{11}\} \rightarrow \{\text{item}_1, \text{item}_9\}$ be two association rules induced in a domain.

The both-sides feature (one of the determining features of the interestingness concept in our framework) values corresponding to these rules will be

$V_1 = \{\{\text{item}_1, \text{item}_2, \text{item}_3, \text{item}_4\}, \{\text{item}_6, \text{item}_7, \text{item}_9\}\}$,

$V_2 = \{\{\text{item}_2, \text{item}_4, \text{item}_6, \text{item}_{10}, \text{item}_{11}\}, \{\text{item}_1, \text{item}_9\}\}$.

$V_1$ and $V_2$ are two ordered pairs of sets. The similarity between these two values is computed as the multiplication of left- and right-hand side set similarities.

Letting $set_1$ (set2) be the left- (right-) hand side set of $V_1$ and set3 (set4) be the left- (right-) hand side set of $V_2$:

$set_1 \cap set_3 = \{\text{item}_2, \text{item}_4\}$ and $set_2 \cap set_4 = \{\text{item}_9\}$.

$\text{Set similarity}(set_1, set_3) = \min \left( \frac{2}{4}, \frac{2}{5} \right) = \frac{2}{5}$,

$\text{Set similarity}(set_2, set_4) = \min \left( \frac{1}{3}, \frac{1}{2} \right) = \frac{1}{3}$.

Finally, the similarity between the ordered pairs $V_1$ and $V_2$ is

$$\text{Similarity}(V_1, V_2) = \frac{2}{5} \times \frac{1}{3} = 0.13.$$
Letting set1 (set2) be the left- (right-) hand side set of V3 and set3 (set4) be the left- (right-) hand side set of V4:

\[
\text{set}1 \cap \text{set}3 = \{\text{item}2, \text{item}4\} \quad \text{and} \quad \text{set}2 \cap \text{set}4 = \emptyset.
\]

Set\_similarity(set1, set3) = \(\min\left(\frac{2}{4}, \frac{2}{5}\right) = \frac{2}{5}\).

Set\_similarity(set2, set4) = 1.

Finally, the similarity between the ordered pairs V3 and V4 is

\[
\text{Similarity}(V3, V4) = \frac{2}{5} \times 1 = 0.4.
\]

The classification phase of BMCVFP employs a certainty factor on the base of each feature parameter. If we enable this parameter, features whose favorite class takes a vote less than the minimum certainty value (MinCv) threshold are not allowed to take place in the voting process. Their class votes are simply taken as zero in the voting process. In our experiments, we choose the threshold as 70%. Other values are also possible; however, we achieve better experimental results for this value.

We also employ a feature weighting parameter. If this parameter is enabled, the features multiply their class votes by their weights kept in \(F.W[f]\) (lines 12 and 16). Consequently, some features become more effective in the voting process. Feature weights are not supplied externally to the algorithm. They are computed dynamically. The details of this computation are explained in Section 7.

### 7. BM\_IRIL Algorithm

**BM\_IRIL** is a benefit-maximizing, interactive and incremental rule interestingness learning algorithm. It models the interestingness of association rules as a benefit-maximizing classification problem. Its benefit-maximizing and incremental learning properties are due to the core classifier BMCVFP used inside. **BM\_IRIL** is interactive since it employs user participation when it is incapable of determining the interestingness label of an input association rule.

In situations where unlabeled data is abundant but labeling data is expensive, the learning algorithm can actively query the user/teacher for labels. In the literature, this type of supervised data is expensive, the learning algorithm can actively query the user so far. At a particular period, each rule \(r\) classified by the querying phase of the core classifier BMCVFP. If certainty value (Cv) of the classification is greater than or equal to the minimum certainty value (MinCv), \(r\) is assumed to be classified with sufficient certainty and inserted into \(R_p\). Otherwise, we ask the user to classify \(r\) manually and insert \(r\) into \(R_u\).

We make use of instant concept update and feature weighting parameters and have the flexibility to enable or disable them in the process of execution of the **BM\_IRIL** algorithm. Both parameters are enabled by default unless indicated otherwise.

If instant concept update parameter is enabled, a query rule \(r\) classified manually by the user is inserted into \(R_u\) and \(R_t\) at the same time. Inserting the query rule \(r\) into \(R_t\) makes this rule a training rule, anytime. The interestingness model is incrementally updated upon each insertion of an association rule \(r\) into \(R_t\). Therefore, each user classification results in an immediate update in the interestingness model. On the other hand, if this parameter is disabled, the rules classified manually by the user are inserted only into \(R_u\) but not into \(R_t\) for the time being.

However, after all the association rules of the period are classified either manually by the user or automatically by **BM\_IRIL** with sufficient certainty, the rules in \(R_u\) are inserted into \(R_t\) one by one and the interestingness model is updated after each insertion into \(R_t\).

If the feature weighting parameter is enabled, feature weights can dynamically be updated each time an association rule \(r\) is inserted into \(R_t\) and the interestingness model is updated. Fig. 8 shows how to update the weight of a feature \(f\). Eq. 9 constitutes the heart of the UpdateFeatureWeight algorithm.

\[
F.W[f] = \frac{\sum \text{corr\_pred\_tr\_cnt}[f, c] \times B[c, c]}{\sum \text{class\_count}[c] \times B[c, c]}.
\] (9)

In Eq. 9, \(B[c, c]\) is the benefit of classifying an instance of class \(c\) correctly, \(\text{class\_count}[c]\) is the number of training instances (or training rules in our framework) of class \(c\) so far and \(\text{corr\_pred\_tr\_cnt}[f, c]\) is the number of training instances of class \(c\) that have been correctly classified by the trained interestingness model on feature projection \(f\) with \(C_v > \text{MinCv}\) so far.

The sets of association rules may come in varying periods and **BM\_IRIL** is run on each set of induced association rules belonging to a particular period. At a particular period, **BM\_IRIL** concludes by presenting the rules predicted as interesting in the period.
Algorithm: **BM_IRIL**($R_p$, $MinC_v$)

**Input:**
- Rules induced at period $p$, $R_p$; minimum certainty value, $MinC_v$

**Output:**
- Set of rules classified as interesting with sufficient certainty

**Method:**
1. $R_a$ ← $\emptyset$ // Set of rules classified by user at period $p$
2. $R_a$ ← $\emptyset$ // Set of rules classified with sufficient certainty at period $p$
3. for each rule $r \in R_p$
   4. if $C_r \geq MinC_v$ then insert $r$ into $R_a$
   5. else
   6. ask the user to classify $r$ and set $C_r$ of this classification to 100%
   7. insert $r$ into $R_a$
8. if instant concept update parameter is enabled then
9. for each feature $f$ do $F_W[f]$ ← UpdateFeatureWeight$(f, r)$
10. if feature weighting parameter is enabled then
11. for each feature $f$ do $F_W[f]$ ← UpdateFeatureWeight$(f, r)$
12. return the rules classified as interesting among $R_a$

Fig. 7. The BM_IRIL algorithm.

Algorithm: **UpdateFeatureWeight**$(f, t)$

**Input:**
- Feature, $f$; training instance, $t$

**Output:**
- Updated weight of $f$, $F_W[f]$

**Method:**
1. let $t_{f}$ be the feature value of $t$ on $f$
2. Call the lines 4-8 of Fig. 5 for $t_{f}$ to obtain the class votes of $f$
3. prediction ← $\arg \max_{c} \text{feature vote}(f, c)$
4. if feature vote$(f, \text{prediction}) \geq MinC_v$ and the prediction is correct then
5. update the feature weight as in Eq. 9
6. return $F_W[f]$

Fig. 8. The UpdateFeatureWeight algorithm.

At each period $p$, all the induced association rules are regarded as query rules and are tried to be classified by **BMCVFP**. In Eq. 10, $B[c, c]$ is the benefit of classifying an instance of class $c$ correctly, $\text{pred}_c[p, c]$ is the number of query instances of class $c$ (or query rules in our framework) at period $p$ and $\text{corr}\_\text{pred}_c[p, c]$ is the number of query instances of class $c$ at period $p$ that have been correctly classified by **BMCVFP** with $C_v \geq MinC_v$.

**BM_IRIL** attempted to classify a total of 1263 association rules, presented along with objective interestingness factor values, with sufficient certainty. Results in Table 2 show that most of the rules are classified automatically by **BM_IRIL**, and user participation to the classification process is low.

The success of the proposed interestingness classification system depends both on the high benefit accuracy values and the low user participation percentages. Because, it is possible to make the user classify most of the rules and have high benefit accuracy on the remaining small number of rules. Also, it is possible to make the user classify a few rules but have low benefit accuracy on the remaining huge number of rules. Neither of these two scenarios is desirable. Consequently, a new success criterion, namely **Performance**, is defined to combine the two success criteria.

$$\text{Performance} = \frac{B\_Acc}{1 - \text{UserParticipation}},$$

where, user participation is the proportion of examples in the period that the user has labeled. Table 3 shows the three success criterion values attained in the experiments. Recall values among interesting and uninteresting rules are also given to show that the proposed interestingness classification system does not work in favor of an interestingness class.

Experimental results illustrate that **BM_IRIL** achieves high benefit accuracies while preserving user participation or interaction at low percentages. At each period $p$, **BM_IRIL** concludes by presenting the rules predicted as interesting in $R_{ip}$. In this paper, **Benefit accuracy** and **Performance** criterion were defined to have an intuition about the validity of the developed **BM_IRIL** system. It is normally unfeasible to compute these criteria values. Because, hundreds even thousands of association rules can be induced and no domain expert becomes willing to classify each rule by brute force. Even if the number of rules is small, user should not be expected to label each rule one by one. Otherwise, there would not be a need for a system modeling of the interestingness concept. The user should

(2) to keep the benefit accuracy of the classifications high. Experimental results in Section 8 show that we achieve these goals.

8. Experimental results

In our experiments we used transactions recorded by a supermarket for 25 weeks. We decided to take each week as a period and used Christian Borgelt’s implementation of Apriori rule induction algorithm [20] to induce association rules from transactions of each period. The example data set used has the common characteristics of market basket datasets. Therefore, we used this representative real world data set.

Table 2 gives the classification distribution statistics of the association rules between the domain expert and the **BM_IRIL** system for the minimum certainty value of 70%. Columns 3 and 4 of Table 2 give the interesting and uninteresting rule counts for each period. This is possible, because we presented each association rule along with its objective interestingness factor values (confidence, coverage, strength and size properties of the rule) to the user, who was also a domain expert, to mark its interestingness label. This lengthy and difficult process was necessary to measure the **Benefit Accuracy** values of **BM_IRIL** algorithm at each period. **Benefit accuracy** at a period $p$ is computed as follows:

$$B\_Acc_p = \frac{\sum \text{corr}_\text{pred}_c[p, c] \cdot B[c, c]}{\sum \text{pred}_c[p, c] \cdot B[c, c]}.$$
Table 2
Classification distribution statistics of rules between user and the BM_IRIL system at MinCv = 70%

<table>
<thead>
<tr>
<th>Period number</th>
<th>Number of rules</th>
<th>Number of interesting rules</th>
<th>Number of uninteresting rules</th>
<th>Number of interesting rules classified by user</th>
<th>Number of interesting rules classified by BM_IRIL</th>
<th>Number of uninteresting rules classified by user</th>
<th>Number of uninteresting rules classified by BM_IRIL</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>68</td>
<td>2</td>
<td>66</td>
<td>2</td>
<td>0</td>
<td>26</td>
<td>40</td>
</tr>
<tr>
<td>2</td>
<td>27</td>
<td>2</td>
<td>25</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>25</td>
</tr>
<tr>
<td>3</td>
<td>58</td>
<td>8</td>
<td>50</td>
<td>2</td>
<td>6</td>
<td>1</td>
<td>49</td>
</tr>
<tr>
<td>4</td>
<td>78</td>
<td>16</td>
<td>62</td>
<td>0</td>
<td>16</td>
<td>2</td>
<td>60</td>
</tr>
<tr>
<td>5</td>
<td>16</td>
<td>2</td>
<td>14</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>6</td>
<td>170</td>
<td>22</td>
<td>148</td>
<td>4</td>
<td>18</td>
<td>4</td>
<td>144</td>
</tr>
<tr>
<td>7</td>
<td>41</td>
<td>4</td>
<td>37</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>37</td>
</tr>
<tr>
<td>8</td>
<td>54</td>
<td>3</td>
<td>51</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>51</td>
</tr>
<tr>
<td>9</td>
<td>41</td>
<td>2</td>
<td>39</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>39</td>
</tr>
<tr>
<td>10</td>
<td>32</td>
<td>2</td>
<td>29</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>28</td>
</tr>
<tr>
<td>11</td>
<td>48</td>
<td>2</td>
<td>46</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>45</td>
</tr>
<tr>
<td>12</td>
<td>21</td>
<td>1</td>
<td>20</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>13</td>
<td>74</td>
<td>2</td>
<td>72</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>72</td>
</tr>
<tr>
<td>14</td>
<td>24</td>
<td>6</td>
<td>18</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>17</td>
</tr>
<tr>
<td>15</td>
<td>176</td>
<td>9</td>
<td>167</td>
<td>1</td>
<td>8</td>
<td>8</td>
<td>159</td>
</tr>
<tr>
<td>16</td>
<td>19</td>
<td>2</td>
<td>17</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>17</td>
</tr>
<tr>
<td>17</td>
<td>34</td>
<td>0</td>
<td>34</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>34</td>
</tr>
<tr>
<td>18</td>
<td>40</td>
<td>3</td>
<td>37</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>37</td>
</tr>
<tr>
<td>19</td>
<td>36</td>
<td>8</td>
<td>28</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>28</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>2</td>
<td>18</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>18</td>
</tr>
<tr>
<td>21</td>
<td>5</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>22</td>
<td>49</td>
<td>20</td>
<td>29</td>
<td>2</td>
<td>18</td>
<td>2</td>
<td>27</td>
</tr>
<tr>
<td>23</td>
<td>60</td>
<td>10</td>
<td>50</td>
<td>1</td>
<td>9</td>
<td>4</td>
<td>46</td>
</tr>
<tr>
<td>24</td>
<td>39</td>
<td>5</td>
<td>34</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>33</td>
</tr>
<tr>
<td>25</td>
<td>33</td>
<td>3</td>
<td>30</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>28</td>
</tr>
<tr>
<td>Total</td>
<td>1263</td>
<td>137</td>
<td>1126</td>
<td>18</td>
<td>119</td>
<td>54</td>
<td>1072</td>
</tr>
</tbody>
</table>

Table 3
User participation, recall, benefit accuracy and performance values at MinCv = 70%

<table>
<thead>
<tr>
<th>Period number</th>
<th>User participation (%)</th>
<th>Recall among interesting rules (%)</th>
<th>Recall among uninteresting rules (%)</th>
<th>Benefit accuracy (%)</th>
<th>Performance (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>41.18</td>
<td>0.00</td>
<td>60.61</td>
<td>43.48</td>
<td>25.58</td>
</tr>
<tr>
<td>2</td>
<td>0.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>3</td>
<td>5.17</td>
<td>75.00</td>
<td>98.00</td>
<td>86.06</td>
<td>81.61</td>
</tr>
<tr>
<td>4</td>
<td>2.56</td>
<td>100.00</td>
<td>88.71</td>
<td>96.07</td>
<td>93.60</td>
</tr>
<tr>
<td>5</td>
<td>6.25</td>
<td>100.00</td>
<td>72.86</td>
<td>96.55</td>
<td>90.52</td>
</tr>
<tr>
<td>6</td>
<td>4.71</td>
<td>81.82</td>
<td>95.27</td>
<td>90.06</td>
<td>85.82</td>
</tr>
<tr>
<td>7</td>
<td>0.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>8</td>
<td>0.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>9</td>
<td>0.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>10</td>
<td>6.25</td>
<td>33.33</td>
<td>93.10</td>
<td>75.96</td>
<td>71.21</td>
</tr>
<tr>
<td>11</td>
<td>2.08</td>
<td>100.00</td>
<td>97.83</td>
<td>98.15</td>
<td>96.10</td>
</tr>
<tr>
<td>12</td>
<td>0.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>13</td>
<td>1.35</td>
<td>50.00</td>
<td>98.61</td>
<td>94.19</td>
<td>92.92</td>
</tr>
<tr>
<td>14</td>
<td>8.33</td>
<td>33.33</td>
<td>94.44</td>
<td>88.57</td>
<td>81.19</td>
</tr>
<tr>
<td>15</td>
<td>5.11</td>
<td>88.89</td>
<td>92.22</td>
<td>91.66</td>
<td>86.97</td>
</tr>
<tr>
<td>16</td>
<td>0.00</td>
<td>100.00</td>
<td>94.12</td>
<td>95.92</td>
<td>95.92</td>
</tr>
<tr>
<td>17</td>
<td>0.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>18</td>
<td>0.00</td>
<td>100.00</td>
<td>94.59</td>
<td>95.85</td>
<td>95.85</td>
</tr>
<tr>
<td>19</td>
<td>0.00</td>
<td>100.00</td>
<td>96.43</td>
<td>98.28</td>
<td>98.28</td>
</tr>
<tr>
<td>20</td>
<td>5.00</td>
<td>50.00</td>
<td>100.00</td>
<td>86.11</td>
<td>81.81</td>
</tr>
<tr>
<td>21</td>
<td>0.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>22</td>
<td>8.16</td>
<td>85.00</td>
<td>93.10</td>
<td>87.56</td>
<td>80.42</td>
</tr>
<tr>
<td>23</td>
<td>8.33</td>
<td>90.00</td>
<td>90.00</td>
<td>90.00</td>
<td>82.50</td>
</tr>
<tr>
<td>24</td>
<td>5.13</td>
<td>80.00</td>
<td>97.06</td>
<td>91.77</td>
<td>87.06</td>
</tr>
<tr>
<td>25</td>
<td>9.09</td>
<td>66.67</td>
<td>93.33</td>
<td>87.18</td>
<td>79.25</td>
</tr>
</tbody>
</table>

be consulted for a small percentage of rules. This is what BM_IRIL actually achieves. User participation is kept at very low percentages.

Table 4 points out the Performance values at several minimum certainty threshold values. The value of MinCv, that maximizes the Performance criterion is 70% and this value is used throughout the experiments. We used Friedman test, at α = 0.05 significance level, to show the differences were actually significant. Asymp. Sig.=2.015e-18 < 0.05, implying that the differences are statistically significant.

Furthermore, we used Naïve Bayesian, as the core classifier in BM_IRIL and compared it against the BM_IRIL system employing BMCVFP as the core classifier inside. The Naïve Bayesian classifier computes the posterior probability values for the classes of the domain. We modified it slightly to proceed in a benefit-maximizing manner. For a two-class domain, using “interesting” and “uninteresting” as the class values, the posterior probability values are multiplied by the benefit matrix entries and then normalized to ensure that the probability values sum to one. The benefit matrix is computed again as in Eq. 3. The comparison results provided in Table 5 show that the BMCVFP classifier is better than the classical Naïve Bayesian classifier.

In this work, we also defined and analyzed the feature weighting, certainty factor on the base of each feature and instant concept update parameters. We enabled them by default in our experiments. Results in Tables 6–8 prove that disabling any of them degrades the performance of the BM_IRIL system, except the feature weighting parameter.

We used Wilcoxon Signed Ranks test, at α = 0.05 significance level, to show the differences were actually significant in Tables 5–8 for the three comparison criteria. Asymp. Sig. values given in the corresponding tables are all less than 0.05 (except for Table 8), implying that the differences are statistically significant (except for Table 8). Using feature weighting does not lead to significantly better results.

In our statistical analysis of the results, we employed non-parametric test strategy because of non-normality of source data and violations of parametric test assumptions. To compare two related samples, we used Wilcoxon Signed Ranks test at α = 0.05 significance level. To compare more than two related samples, we used Friedman test again at α = 0.05 significance level.
In the comparisons, standard BM_IRIL means the version of BM_IRIL that:

1. uses BMCVFP as the core classifier,
2. also employs certainty factor on the base of each feature,
3. employs feature weighting process, and
4. employs instant concept update.

### 9. Conclusions

In a typical application of association rule learning from market basket data, a set of transactions for a fixed period of time is...
used as input to rule learning algorithms. For example, the well-known Apriori algorithm can be applied to learn a set of association rules from such a transaction set. However, learning association rules from a set of transactions is not a one-time only process. For example, a market manager may perform the association rule learning process once every month over the set of transactions collected through the last month. For this reason, we considered the problem where transaction sets are input

<table>
<thead>
<tr>
<th>Period number</th>
<th>Comparison criterion</th>
<th>User participation</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Benefit accuracy</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Standard BM_IRIL (%)</td>
<td>BM_IRIL that does not use certainty factor on the base of each feature (%)</td>
<td>BM_IRIL (%)</td>
</tr>
<tr>
<td>1</td>
<td>43.48</td>
<td>43.48</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>100.00</td>
<td>79.53</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>86.06</td>
<td>81.68</td>
<td>5.17</td>
</tr>
<tr>
<td>4</td>
<td>96.07</td>
<td>96.41</td>
<td>6.25</td>
</tr>
<tr>
<td>5</td>
<td>96.55</td>
<td>95.83</td>
<td>4.71</td>
</tr>
<tr>
<td>6</td>
<td>90.06</td>
<td>87.26</td>
<td>0.00</td>
</tr>
<tr>
<td>7</td>
<td>100.00</td>
<td>94.12</td>
<td>0.00</td>
</tr>
<tr>
<td>8</td>
<td>100.00</td>
<td>98.33</td>
<td>0.00</td>
</tr>
<tr>
<td>9</td>
<td>100.00</td>
<td>100.00</td>
<td>0.00</td>
</tr>
<tr>
<td>10</td>
<td>75.96</td>
<td>79.73</td>
<td>6.25</td>
</tr>
<tr>
<td>11</td>
<td>98.15</td>
<td>98.07</td>
<td>2.08</td>
</tr>
<tr>
<td>12</td>
<td>100.00</td>
<td>100.00</td>
<td>0.00</td>
</tr>
<tr>
<td>13</td>
<td>94.19</td>
<td>95.18</td>
<td>1.35</td>
</tr>
<tr>
<td>14</td>
<td>88.57</td>
<td>97.13</td>
<td>3.11</td>
</tr>
<tr>
<td>15</td>
<td>91.86</td>
<td>90.11</td>
<td>0.00</td>
</tr>
<tr>
<td>16</td>
<td>95.92</td>
<td>95.74</td>
<td>0.00</td>
</tr>
<tr>
<td>17</td>
<td>100.00</td>
<td>100.00</td>
<td>0.00</td>
</tr>
<tr>
<td>18</td>
<td>95.85</td>
<td>88.89</td>
<td>0.00</td>
</tr>
<tr>
<td>19</td>
<td>98.28</td>
<td>96.31</td>
<td>0.00</td>
</tr>
<tr>
<td>20</td>
<td>86.11</td>
<td>75.31</td>
<td>5.00</td>
</tr>
<tr>
<td>21</td>
<td>100.00</td>
<td>100.00</td>
<td>0.00</td>
</tr>
<tr>
<td>22</td>
<td>87.56</td>
<td>71.73</td>
<td>8.16</td>
</tr>
<tr>
<td>23</td>
<td>90.00</td>
<td>82.51</td>
<td>8.33</td>
</tr>
<tr>
<td>24</td>
<td>91.77</td>
<td>83.94</td>
<td>5.13</td>
</tr>
<tr>
<td>25</td>
<td>87.18</td>
<td>91.67</td>
<td>9.09</td>
</tr>
</tbody>
</table>

Wilcoxon test employed for significance test. For benefit accuracy comparison criterion, Asymp. Sig. (2-tailed) = 0.03 at $\alpha = 0.05$, For user participation comparison criterion, Asymp. Sig. (2-tailed) = 0.006 at $\alpha = 0.05$. For performance comparison criterion, Asymp. Sig. (2-tailed) = 0.009 at $\alpha = 0.05$.

<table>
<thead>
<tr>
<th>Period number</th>
<th>Comparison criterion</th>
<th>User participation</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Benefit accuracy</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Standard BM_IRIL (%)</td>
<td>BM_IRIL that does not use instant concept update (%)</td>
<td>BM_IRIL (%)</td>
</tr>
<tr>
<td>1</td>
<td>43.48</td>
<td>0.00</td>
<td>41.18</td>
</tr>
<tr>
<td>2</td>
<td>100.00</td>
<td>43.10</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>86.06</td>
<td>47.30</td>
<td>5.17</td>
</tr>
<tr>
<td>4</td>
<td>96.07</td>
<td>88.62</td>
<td>2.56</td>
</tr>
<tr>
<td>5</td>
<td>96.55</td>
<td>96.15</td>
<td>6.25</td>
</tr>
<tr>
<td>6</td>
<td>90.06</td>
<td>70.98</td>
<td>4.71</td>
</tr>
<tr>
<td>7</td>
<td>100.00</td>
<td>82.81</td>
<td>0.00</td>
</tr>
<tr>
<td>8</td>
<td>100.00</td>
<td>96.85</td>
<td>0.00</td>
</tr>
<tr>
<td>9</td>
<td>100.00</td>
<td>78.98</td>
<td>0.00</td>
</tr>
<tr>
<td>10</td>
<td>75.96</td>
<td>85.62</td>
<td>6.25</td>
</tr>
<tr>
<td>11</td>
<td>98.15</td>
<td>94.43</td>
<td>2.08</td>
</tr>
<tr>
<td>12</td>
<td>100.00</td>
<td>100.00</td>
<td>0.00</td>
</tr>
<tr>
<td>13</td>
<td>94.19</td>
<td>93.99</td>
<td>1.35</td>
</tr>
<tr>
<td>14</td>
<td>88.57</td>
<td>88.32</td>
<td>8.33</td>
</tr>
<tr>
<td>15</td>
<td>91.66</td>
<td>83.37</td>
<td>5.11</td>
</tr>
<tr>
<td>16</td>
<td>95.92</td>
<td>91.92</td>
<td>0.00</td>
</tr>
<tr>
<td>17</td>
<td>100.00</td>
<td>100.00</td>
<td>0.00</td>
</tr>
<tr>
<td>18</td>
<td>95.85</td>
<td>95.89</td>
<td>0.00</td>
</tr>
<tr>
<td>19</td>
<td>98.28</td>
<td>67.79</td>
<td>0.00</td>
</tr>
<tr>
<td>20</td>
<td>86.11</td>
<td>86.20</td>
<td>5.00</td>
</tr>
<tr>
<td>21</td>
<td>100.00</td>
<td>80.00</td>
<td>0.00</td>
</tr>
<tr>
<td>22</td>
<td>87.56</td>
<td>74.07</td>
<td>8.16</td>
</tr>
<tr>
<td>23</td>
<td>90.00</td>
<td>86.33</td>
<td>8.33</td>
</tr>
<tr>
<td>24</td>
<td>91.77</td>
<td>85.61</td>
<td>5.13</td>
</tr>
<tr>
<td>25</td>
<td>87.18</td>
<td>94.95</td>
<td>3.09</td>
</tr>
</tbody>
</table>

Wilcoxon test employed for significance test. For benefit accuracy comparison criterion, Asymp. Sig. (2-tailed) = 0.001 at $\alpha = 0.05$, For user participation comparison criterion, Asymp. Sig. (2-tailed) = 0.001 at $\alpha = 0.05$. For performance comparison criterion, Asymp. Sig. (2-tailed) = 0.001 at $\alpha = 0.05$. 

Table 6
Comparison of standard BM_IRIL against BM_IRIL that does not use certainty factor on the base of each feature

Table 7
Comparison of standard BM_IRIL against BM_IRIL that does not use instant concept update
to the system as a stream of packages. The sets of transactions may come in varying sizes and in varying periods. Once a set of transactions arrive, the association rule learning algorithm is executed on the last set of transactions, resulting in new association rules. Therefore, the set of association rules learned accumulates and increases in number over time, making the mining of interesting ones out of this enlarging set of association rules impractical for human experts. We referred to this sequence of rules as “association rule set stream” or “streaming association rules” and the main motivation behind this research was to develop a technique to overcome the interesting rule selection problem.

Definition of interestingness of association rules on a given domain usually differs from one expert to another and also over time for a given expert. Therefore, this paper proposed a post-processing method to learn a subjective model for the interestingness concept description of the streaming association rules. The uniqueness of the proposed method is its ability to formulate the interestingness issue of association rules as a benefit-maximizing classification problem and obtain a different interestingness model for each user. In our opinion, it is better to learn user specific interesting rules rather than the generic interesting rules. The same system can be easily used to learn interesting rules for a user with different views or needs. In this new classification scheme, the determining features are the selective objective interestingness factors (including the rule’s content itself) related to the interestingness of the association rules, and the target feature is the interestingness label of those rules. The proposed method, BM_IRIL, works incrementally and employs user interactivity at a certain level. In fact, BM_IRIL, can execute on association rules induced by any association rule-mining algorithm.

BM_IRIL was evaluated on a real market dataset. The results show that the model can successfully select the interesting ones. It may seem that the interestingness values are binary rather than ranks or numeric scores found in many contexts. However, we present each interesting rule along with an associated certainty factor. Therefore, the rules classified as interesting may also be ranked according to their associated certainty factor values. The rule classified as “interesting” with 100% certainty is absolutely the most interesting rule for the user analyzing the domain.

Furthermore, we used Naïve Bayesian as the core classifier in BM_IRIL and compared it against the BM_IRIL system employing BMCVFP as the core classifier inside. The Naïve Bayesian classifier computes the posterior probability values for the classes of the domain. We modified it slightly to proceed in a benefit-maximizing manner. For a two-class domain, using “interesting” and “uninteresting” as the class values, the posterior probability values are multiplied by the benefit matrix entries and then normalized to ensure that the probability values sum to one. The comparison results show that the BMCVFP classifier is better than the classical Naïve Bayesian classifier.

In this work, we also defined and analyzed the feature weighting, certainty factor on the base of each feature and instant concept update parameters. We enabled them by default in our experiments. Results proved that disabling any of them degrades the performance of the BM_IRIL system, except the feature weighting parameter.

The other contributions of the study are as follows: (1) Unexpectedness and actionability interestingness factors of association rules are handled by taking the rule’s content into account. For this purpose, a new feature type is defined and a benefit-maximizing core classifier also capable of working with this type of feature is designed. (2) We assume real human interest to depend both on parameters. We enabled them by default in our experiments. Results proved that disabling any of them degrades the performance of the BM_IRIL system, except the feature weighting parameter.

The other contributions of the study are as follows: (1) Unexpectedness and actionability interestingness factors of association rules are handled by taking the rule’s content into account. For this purpose, a new feature type is defined and a benefit-maximizing core classifier also capable of working with this type of feature is designed. (2) We assume real human interest to depend both on parameters. We enabled them by default in our experiments. Results proved that disabling any of them degrades the performance of the BM_IRIL system, except the feature weighting parameter.

The other contributions of the study are as follows: (1) Unexpectedness and actionability interestingness factors of association rules are handled by taking the rule’s content into account. For this purpose, a new feature type is defined and a benefit-maximizing core classifier also capable of working with this type of feature is designed. (2) We assume real human interest to depend both on parameters. We enabled them by default in our experiments. Results proved that disabling any of them degrades the performance of the BM_IRIL system, except the feature weighting parameter.

The other contributions of the study are as follows: (1) Unexpectedness and actionability interestingness factors of association rules are handled by taking the rule’s content into account. For this purpose, a new feature type is defined and a benefit-maximizing core classifier also capable of working with this type of feature is designed. (2) We assume real human interest to depend both on parameters. We enabled them by default in our experiments. Results proved that disabling any of them degrades the performance of the BM_IRIL system, except the feature weighting parameter.

The other contributions of the study are as follows: (1) Unexpectedness and actionability interestingness factors of association rules are handled by taking the rule’s content into account. For this purpose, a new feature type is defined and a benefit-maximizing core classifier also capable of working with this type of feature is designed. (2) We assume real human interest to depend both on parameters. We enabled them by default in our experiments. Results proved that disabling any of them degrades the performance of the BM_IRIL system, except the feature weighting parameter.
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