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ABSTRACT: Recent studies have revealed that single-layer
transition-metal oxides and dichalcogenides (MX2) might offer
properties superior to those of graphene. So far, only very few
MX2 compounds have been synthesized as suspended single
layers, and some of them have been exfoliated as thin sheets.
Using first-principles structure optimization and phonon
calculations based on density functional theory, we predict
that, out of 88 different combinations of MX2 compounds,
several of them can be stable in free-standing, single-layer
honeycomb-like structures. These materials have two-dimen-
sional hexagonal lattices and have top-view appearances as if they consisted of either honeycombs or centered honeycombs.
However, their bonding is different from that of graphene; they can be viewed as a positively charged plane of transition-metal
atoms sandwiched between two planes of negatively charged oxygen or chalcogen atoms. Electron correlation in transition-metal
oxides was treated by including Coulomb repulsion through LDA + U calculations. Our analysis of stability was extended to
include in-plane stiffness, as well as ab initio, finite-temperature molecular dynamics calculations. Some of these single-layer
structures are direct- or indirect-band-gap semiconductors, only one compound is half-metal, and the rest are either
ferromagnetic or nonmagnetic metals. Because of their surface polarity, band gap, high in-plane stiffness, and suitability for
functionalization by adatoms or vacancies, these single-layer structures can be utilized in a wide range of technological
applications, especially as nanoscale coatings for surfaces contributing crucial functionalities. In particular, the manifold WX2
heralds exceptional properties promising future nanoscale applications.

■ INTRODUCTION
Three-dimensional (3D) MX2 (M, transition metal; X,
chalcogen atom) compounds constitute one of the most
interesting classes of materials and display a wide range of
important properties. Their bulk compounds include oxide
superconductors,1 half-metallic magnets,2 superlubricants,3

catalysts in redox-based reactions,4 and solar converters,5

among others. Some of these compounds have D6h point-
group symmetry and occur in layered structures formed by the
stacking of weakly interacting two-dimensional (2D) MX2
layers and are specified as 2H-MX2. Another type of layered
structure known as the 1T structure has D3d point-group
symmetry and is common to several of MX2 compounds. Only
a few 3D MX2 compounds can be stable both in 2H and 1T
structures. In addition to 2H and 1T layered structures, some
MX2 compounds can be stable in one of the 3D structures
known as rutile, 3R, marcasite, anatase, pyrite, and tetragonal
structures. An extensive review of bulk 3D MX2 compounds
can be found in ref 6.
Specifically, rutile crystal and thin films of CrO2 have been

investigated because of their spintronic applications. Tunneling
magnetoresistance was initially observed in films of half-metallic
CrO2.

7 Electronic and magnetic properties of bulk8 and
epitaxial9 CrO2 have also been investigated theoretically.10

Single-layer CoO2 has played an important role in under-
standing the superconducting properties of nickel and cobalt

oxide based compounds. In these structures, single layers of
CoO2 are separated generally by thick insulating layers of Na+

ions and H2O molecules.1 The high-TC superconducting
properties of these structures arise from the single layer of
the CoO2 plane. Electronic, magnetic, and optical properties of
the cubic pyrite-type CoS2 structure have been investigated
theoretically,2,11−14 focusing on the half-metallic properties of
this magnet.
VO2 has various allotropes at different temperatures. For

example, at low temperature, a monoclinic (M1) phase occurs,
whereas at high temperatures, the rutile metallic phase is
favored. By varying the temperature of the system, one can
observe the metal-to-insulator transition.15 The synthesis and
characterization of the layered structure of bulk VSe2 and its
superconducting properties have also been investigated
experimentally.16,17 A recent theoretical study on the electronic
and magnetic properties of monolayers of VS2 and VSe2

18

concluded that the magnetic properties of these structures can
be controlled by applying strain.
The interaction of iron with chalcogens, and specifically with

O2 molecules, is of great interest, because it involves processes
varying from corrosion to oxygen transport in biological
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systems. Such materials can also be used as catalysts or catalytic
supports in redox-based reactions.4 FeS2, the most well-known
compound among Fe-based materials, has been studied
extensively. The pyrite structure, the most stable polymorph
of FeS2, is a crucial compound in materials research.19−23

Recently, a new method has been put forward and used to
synthesize 2D nanowire networks of FeS2.

24 Powders of FeS2
showing rodlike morphologies are attracting considerable
interest, because they are promising materials for solar energy
conversion. The shape and thermodynamic stability of FeS2
powders have been investigated using first-principles methods,
pointing out the differences between nano- and macroscale
properties.25 FeS2 nanosheets on iron substrates are also used
as photocathodes from tandem dye-sensitized solar cells.26 FeS2
pyrite nanocrystal inks are also used in thin-film photovoltaic
solar cells.5 The above brief overview intends to show how
comprehensive and diverse the features of MX2 crystals can be.
On the other hand, advances in nanotechnology have led to

the synthesis of novel 2D nanostructures. For example,
exceptional properties, such as high carrier mobility, linearly
crossing bands at the Fermi level contributing massless
Fermion behavior, and perfect electron−hole symmetry that
originates from a strictly 2D honeycomb structure, have made
graphene an attractive material for future applications.27,28

Group IV elements, such as Si and Ge, have also been shown to
form buckled honeycomb structures with bands linearly
crossing at the Fermi level.29−32 In addition, suspended 2D
single-layer BN33 and, more recently, single-layer transition-
metal dichalcogenides MoS2

34 and WS2
35 with honeycomb

structure have been synthesized. Single-layer NbSe2 was
synthesized only on SiO2 substrate.36 Theoretical37−45 and
experimental studies dealing with the electronic structure,34,40

lattice dynamics, Raman spectrum46,47 and Born effective
charges indicate that single-layer MoS2 is a nonmagnetic
semiconductor displaying exceptional properties. These proper-
ties of single-layer MoS2 and its nanoribbons41 have been
exploited in diverse fields such as nanotribology,3,48 hydrogen
production,49 hydrodesulfurization,50 and solar energy produc-
tion.51 Whereas the charged surfaces of MoS2 attain a water-
repellant character, specific vacancy defects in MoS2 can split
H2O to produce free H2 molecule as a sustainable energy
resource.52 Most recently, a transistor fabricated from a single
MoS2 layer pointed out features of these materials that can be
superior to those of graphene.53 Whereas graphene is ideal for
fast analog circuits, single-layer MoS2 appears to be promising
for optoelectronic devices, solar cells, and light-emitting diodes.
The most recent experimental study by Coleman et al.,54

which reported liquid exfoliation of MoS2, WS2, MoSe2, TaSe2,
NbSe2, NiTe2, and MoTe2 nanosheets having honeycomb-like
structures, motivated us to engage in an extensive analysis of
stability to address the question of whether other single-layer
transition-metal dioxides or dichalcogenides MX2 can exist in
honeycomb-like structures. In this work, we examined MX2
compounds (M = Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Nb, Mo, W; X
= O, S, Se, Te) to reveal which ones can be stable in 2D
suspended, single-layer structure. We took into account two
different single-layer structures, namely, honeycomb (H) and
centered honeycomb (T) structures; both can be viewed as a
positively charged 2D hexagonal lattice of M atoms sandwiched
between two hexagonal lattices of negatively charged X atoms.
In both H and T structures, instead of forming covalent sp2

bonding with three neighboring carbon atoms in graphene,
each M atom has six nearest X atoms, and each X atom has

three nearest M atoms forming p−d hybridized ionic M−X
bonds. Figures 1 and 2 depict 2D single-layer H and T

structures, together with their hexagonal unit cells, contour
plots of the total charge density ρT, and isosurfaces of difference
charge density Δρ (where charges of free atoms situated at the
optimized crystal structure are subtracted from ρT).
Based on extensive stability analysis using first-principles

calculations of structure optimization, phonon frequency,
formation energy, elastic properties, and finite-temperature ab
initio molecular dynamics (MD) calculations, we predict that,
out of 88 different MX2 compounds, 52 different stable 2D
single-layer H and/or T structures can occur as free-standing.
Because of the instability occurring in long-wavelength
acoustical modes, a few of them can be stable only at small
size. Our results are summarized in Figure 3. The series of MX2
compounds with M = Cr, Mo, and W and X = O, S, Se, and Te
are nonmagnetic semiconductors in the H structure. On the
other hand, the series with M = V, Mn, and Fe are
ferromagnetic metals with a net magnetic moment (ranging
from 0.2 to 3.0 μB per cell). Three-dimensional 2H-NbSe2 has
metallic and stable H structure in two dimensions, except for
some instability in very-long-wavelength acoustical waves.
Moreover, NbSe2 also has a free-standing and stable T
structure with a slightly higher energy. Interestingly, NiS2 and
NiSe2 are metallic in the H structure, but become semi-
conductor in the T structure. Whereas some of these single-
layer compounds in Figure 3 appear to survive up to high

Figure 1. Atomic structure and charge density analysis of 2D single-
layer MoO2 presented as a prototype for MX2 in the H structure. (a)
Top and (b) side views of H structure showing the primitive unit cell
of the 2D hexagonal lattice with Bravais lattice vectors a ⃗ and b ⃗ (|a ⃗| =
|b ⃗|) and relevant internal structural parameters. Gray and red balls
indicate metal (M) and oxygen (X = O) atoms, respectively. (c)
Contour plots of the total charge density, ρT. (d) Isosurfaces of
difference charge density, Δρ. Turquoise and yellow regions indicate
depletion and accumulation of electrons, respectively. (e) Charge
density isosurfaces showing p−d hybridization in the Mo−O bond.
The isosurface value is taken as 0.01 electron/Å3. In the top view in
panel a, unlike in graphene, M and X2 occupy alternating corners of a
hexagon.
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temperatures, some of them are expected to become unstable as
their temperatures are raised. Transition-metal oxides such as
TiO2, CoO2, and NbO2 and CoS2 and CoSe2 are found to be
unstable in both the H and T structures. However, these single-
layer MX2 compounds could be stable if they were placed on
specific substrates. All of these structures display interesting
electronic, magnetic, and mechanical properties and have trends
correlated with the electronegativity of constituent elements X
and M.
Although it is relatively easy for 2D single-layer MX2

structures to be exfoliated from parent 3D layered 2H-MX2
or 1T-MX2 structures, it is not obvious whether stable single
layers can form if the parent 3D crystal is not layered.
Following this simple methodology, by searching only the
existence of parent 3D layered 2H-MX2 structure from the
Landolt−Bornstein database,55 Ding et al.56 reported that
MoSe2, MoTe2, NbSe2, WS2, WSe2, TaS2, and TaSe2 can have
monolayer H structures and reported their electronic proper-
ties. Nonetheless, recent experimental and theoretical studies
indicating that silicene,30,57−61 III−V compounds,31 SiC,62 and
ZnO63−65 2D single layers all have honeycomb structures even
though their parent 3D bulk materials are not layered provide
strong reasons for pursuing our analysis to search for single-
layer MX2 compounds. The intention of this work was to
attract interest in the manifold of single-layer MX2 compounds
by showing how they can provide a wide range of options in
materials research. Accordingly, rather than providing an in-
depth analysis, our discussion is focused on the broad
properties and various classes of MX2 compounds showing
similar trends.

■ METHOD

Our stability analysis and calculation of physical properties were
carried out using first-principles plane-wave calculations within
density functional theory (DFT) and projector-augmented-
wave (PAW) potentials.66 The exchange correlation potential
was represented by the local density approximation67 (LDA)
for both spin-polarized and spin-unpolarized cases. In addition,
our results were tested using the generalized gradient
approximation68 with the van der Waals correction.69,70 All
structures were treated using periodic boundary conditions.
Because the electrons of some transition-metal oxides are
strongly correlated, they might not be represented properly by
DFT. Thus, to correct for the deficiencies of DFT, we also
carried out LDA + U calculations.71 All values calculated in this
article were obtained using LDA unless stated otherwise.
Supercell size, kinetic energy cutoff, and Brillouin-zone (BZ)

sampling of the calculations were determined after extensive
convergence analysis. A large spacing of ∼15 Å between 2D
single layers of MX2 was used to prevent interlayer interactions.
A plane-wave basis set with kinetic energy cutoff of 520 eV was
used. In the self-consistent-field potential and total energy
calculations, the BZ was sampled by special k points.72 The
numbers of these k points were (37 × 37 × 1) for the primitive
MX2 unit cell and were scaled according to the size of the
supercells. All atomic positions and lattice constants were
optimized using the conjugate gradient method, where the total
energy and atomic forces were minimized. The convergence for
energy was chosen as 10−6 eV between two consecutive steps,
and the maximum Hellmann−Feynman forces acting on each
atom were reduced to a value of less than 0.01 eV/Å upon ionic
relaxation. The pressure in the unit cell was kept below 1 kbar.
Bader analysis is used to calculate the charge on atoms.73

Because LDA is designed to describe systems with slowly
varying electron densities and can fail to model localized
d orbitals, more accurate electronic structure calculations
were carried out using the screened-nonlocal-exchange Heyd−
Scuseria−Ernzerhof (HSE) functional of the generalized
Kohn−Sham scheme74,75 for specific structures. Frequency-
dependent GW0 calculations

76 were carried out to correct the
LDA band gaps. However, whereas the GW0 correction was
successful in predicting 3D bulk MoS2, it seems to have
overestimated the band gap of 2D MoS2 in the H structure.42

This surprising situation, which is discussed later in the text,
requires further analysis. Numerical calculations were per-
formed using VASP.77,78 The phonon dispersion curves and
Raman-active modes were calculated using the small-displace-
ment method (SDM)79 with VASP. For critical situations,
phonon calculations based on the plane-wave self-consistent-
field (PWSCF) method81 were also performed to carry out the
analysis of Raman- and infrared-active phonon modes and
check specific results.

■ STABILITY ANALYSIS

MX2 compounds have diverse 3D crystal structures in different
space groups, as presented in Table 1. Among these, the 2H
and 1T structures are layered, and hence, like graphite, they are
formed by stacking of specific layers. The structures of the
remaining MX2 compounds are not layered. The focus of our
study was to determine which of the MX2 compounds can form
stable 2D single-layer structures. Our study considered only the
structures having hexagonal lattices as shown in Figures 1 and
2. These are H structures (honeycombs) with D3h point-group

Figure 2. Atomic structure and charge density analysis of 2D single-
layer NiS2 presented as a prototype for MX2 in the T structure. (a)
Top and (b) side views of T structure showing the primitive unit cell
of the 2D hexagonal lattice with Bravais lattice vectors a ⃗ and b ⃗ (|a ⃗| =
|b ⃗|) and relevant internal structural parameters. (c) Contour plots of
the total charge density, ρT. (d) Isosurfaces of difference charge
density, Δρ. Turquoise and yellow regions indicate depletion and
accumulation of electrons, respectively. (e) Charge density isosurfaces
showing Ni−S bonds. The isosurface value is taken as 0.01 electron/
Å3. In the top view in panel a, whereas one of the two X atoms
occupies alternating corners of a regular hexagon, the second X atom is
displaced by (a ⃗ + b ⃗)/3 to occupy the centers of the adjacent hexagons.
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symmetry and T structures (centered honeycombs) with C3v
symmetry. The formation of stable, single-layer MX2
compounds on a sample specific substrate might be relatively
easy, but it is beyond the scope of the present study. While this
study was being performed, Ding et al.56 investigated electronic
and vibrational properties of single-layer MX2 (M = Mo, Nb,
W, Ta; X = S, Se, Te) in the H structure. The only reason they
considered the H structure is because these compounds form
stable 2H-MX2 in 3D. Instead of providing tests of whether
these 2D nanostructures are stable through the full spectrum of
phonons and temperature-dependent ab initio MD calculations,
they calculated the phonon frequencies only at the Γ point to
reveal the Raman-active modes. Phonon dispersion spectrum
analysis is an important indication of the stability of a system
because phonon modes can become imaginary at other points
in the BZ, when symmetry operations throughout DFT
calculations are not taken into account correctly. Computa-
tionally, systems can be forced to have positive frequencies at
the Γ point; however, this might not mean that they are stable.
In our work, we carefully took into account the symmetry of
the structure and calculated the full phonon dispersion of the
structures. In this respect, the work by Ding et al.56 had a scope
different from that of the present article, and they apparently
considered a small fraction of the manifold we treat here.
Structure Optimization. Our analysis of stability started

by calculating the total energy of MX2 compounds in the single-
layer H and T structures depicted in Figures 1 and 2.
Optimization was performed by minimizing the total energy
and atomic forces by varying the atomic positions in the
unit cell and the lattice constants. If a structure was stable,
optimization usually converged to the structure. Furthermore,

we calculated the cohesive energy relative to free constituent
atoms. The cohesive energy per unit cell or per MX2 unit was
calculated using the expression EC = ET[M] + 2ET[X] −
ET[MX2], in terms of the total energy of MX2, ET[MX2], and
the total energies of free M and X atoms, ET[M] and ET[X],
respectively. We found that the calculated cohesive energies
were all positive and in the range of 10−20 eV, indicating a
strong cohesion relative to free atoms of the constituents.
Although a positive value of EC alone is not sufficient to
indicate whether a given MX2 structure can form, the formation
energy, Ef, is usually taken to be a good criterion. The
formation energies Ef, which were obtained by subtracting the
cohesive energies of the constituent elements in their
equilibrium (bulk, liquid, or gas) phases, EC[M] and EC[X].
Specifically, Ef = EC − EC[M] − 2EC[X]. For the sake of
comparison, we calculated Ef using both experimental cohesive
energies80 and calculated cohesive energies of the constituent
elements. Calculated formation energies were positive for all H
and T structures that were found to be stable as a result of a
series of stability analyses.
The optimized lattice constants and other structure

parameters of stable structures are also presented in Table 1.
Experimental data on the lattice constants of MX2 compounds
in the H structure are not available yet. Even though the lattice
constants of MoS2 in the H structure (which is the most
studied single-layer MX2) have not been measured exper-
imentally yet, they can be inferred from the lattice constants of
2H-MoS2. Thus, the lattice constants of MoS2 are expected to
be close to those of 2H-MoS2, which were measured to be a = b =
3.16 Å. The LDA is known to predict overbinding and, hence,
lattice constants that are slightly shorter than the experimental

Figure 3. Summary of the results of our stability analysis comprising 44 different MX2 compounds that can form stable, 2D single-layer H and/or T
structures. Transition-metal atoms indicated by M are divided into 3d, 4d and 5d groups. MX2 compounds shaded light gray form neither stable H
nor T structure. In each box, the lower-lying structure (H or T) is the ground state. The resulting structures (T or H) can be half-metallic (+),
metallic (*), or semiconducting (**).
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Table 1. Calculated Values of Stable, Free-Standing, 2D Single-Layer MX2 in the H and T Structures: Lateral Lattice Constants,
|a ⃗| = |b⃗|; Bond Lengths, dM−X and dX−X; X−M−X Bond Angles, θ; Cohesive Energies per MX2 Unit, EC; Formation Energies per
MX2 Unit, Ef;

a80 Energy Band Gaps, Eg; GW0-Corrected Energy Band Gaps, Eg
GW0;b Total Magnetic Moments in the Unit Cell,

μ; Excess Charges on M Atoms, ρM;
c Excess Charges on X Atoms, ρX;

d In-Plane Stiffness Values, C; and 3D Bulk Structures of
MX2

e−g

type
a
(Å)

dM−X
(Å)

dX−X
(Å)

θ
(deg)

EC
(eV)

Ef
(eV)

Eg
(eV)

Eg
GW0

(eV)
μ

(μB)
ρM

(electrons)
ρX

(electrons)
C

(N/m)
3D bulk
structureh

ScO2 H 3.16 2.09 2.04 58.30 20.35 7.83 (11.25) 1.05 − 1.00 1.90 −0.95 76.33 −
T 3.22 2.07 2.61 78.02 20.53 8.01 (11.43) M − 1.00 1.96 −0.98 58.07 −

ScS2 H 3.70 2.52 2.69 64.42 16.31 3.54 (6.71) 0.44 − 1.00 1.64 −0.82 44.41 −
T 3.62 2.50 3.44 87.05 16.48 3.71 (6.88) M − NM 1.62 −0.81 29.39 −

ScSe2 H 3.84 2.65 2.90 66.39 15.12 3.23 (6.30) 0.27 − 1.00 1.56 −0.78 39.09 −
T 3.52 2.64 3.94 96.42 15.42 3.54 (6.60) M − NM 1.44 −0.72 18.67 −

ScTe2 H 3.62 2.89 3.98 87.17 13.67 2.25 (5.39) M − NM 1.34 −0.67 38.28 −
T 3.72 2.85 4.33 98.58 14.05 2.63 (5.77) M − NM 1.33 −0.67 13.89 −

TiS2 T 3.32 2.39 3.42 91.73 18.36 3.97 (7.81) M − NM 1.60 −0.80 76.33 1T82

TiSe2 T 3.43 2.51 3.68 94.04 16.92 3.42 (7.15) M − NM 1.39 −0.70 63.92 1T83

TiTe2 H 3.62 2.75 3.57 81.09 14.76 1.72 (5.53) M − NM 1.16 −0.58 9.10 1T84

T 3.64 2.73 4.06 96.30 15.10 2.06 (5.87) M − NM 1.18 −0.59 41.01

VO2 H 2.70 1.92 2.24 71.34 21.64 7.20 (11.13) M − 0.52 1.79 −0.90 171.98 P4/ncc,85 I4/m85

VS2 T 3.10 2.31 3.43 95.94 17.46 2.78 (6.45) M − 0.33 1.29 −0.65 104.26 1T86,87

H 3.09 2.31 2.95 79.14 17.47 2.79 (6.46) M − 0.19 1.18 −0.59 106.03
VSe2 H 3.24 2.45 3.17 80.49 15.97 2.17 (5.74) M − 0.68 1.05 −0.53 82.90 1T88

T 3.24 2.44 3.66 97.04 15.99 2.20 (5.76) M − 0.35 1.08 −0.54 80.16
VTe2 H 3.48 2.66 3.48 81.90 14.17 0.83 (4.48) M − 0.83 0.80 −0.40 49.66 1T89

T 3.46 2.64 4.00 98.35 14.24 0.90 (4.55) M − NM 0.83 −0.41 54.45

CrO2 H 2.58 1.88 2.29 75.21 19.55 6.25 (10.25) 0.50 1.80 NM 1.54 −0.77 220.94 R90

CrS2 H 2.97 2.25 2.92 80.86 15.89 2.35 (6.09) 1.07 1.84 NM 0.92 −0.46 129.00 1T*91

CrSe2 H 3.13 2.38 3.11 81.54 14.32 1.65 (5.30) 0.86 1.51 NM 0.77 −0.38 104.58 1T*91

CrTe2 H 3.39 2.58 3.38 81.56 12.52 0.32 (4.04) 0.60 1.12 NM 0.46 −0.23 77.37 −

MnO2 H 2.61 1.87 2.22 72.70 17.71 4.57 (9.59) M − 0.69 1.31 −0.65 134.07 R92

T 2.82 1.88 2.50 83.07 18.43 5.28 (10.31) 0.28 − 3.00 1.64 −0.82 157.12
MnS2 T 3.12 2.27 3.29 93.08 14.82 1.43 (6.20) M − 2.38 0.92 −0.46 66.87 P93−95

MnSe2 T 3.27 2.39 3.50 93.78 13.61 1.11 (5.77) M − 2.35 0.74 −0.37 56.61 P96,97

MnTe2 T 3.54 2.59 3.77 93.56 12.27 0.22 (4.97) M − 2.29 0.41 −0.20 44.77 P98,96

FeO2 H 2.62 1.88 2.24 73.08 17.37 3.25 (7.89) M − 1.82 1.38 −0.69 131.99 M4

FeS2 H 3.06 2.22 2.68 74.20 15.50 1.14 (5.52) M − 1.12 0.57 −0.29 59.20 P,19−23 Ma6

FeSe2 H 3.22 2.35 2.87 75.36 14.93 1.45 (5.73) M − 1.18 0.42 −0.21 49.89 P,99 Ma100

FeTe2 H 3.48 2.53 3.08 74.98 13.21 0.19 (4.55) M − 1.08 0.06 −0.03 37.71 Ma101

CoTe2 H 3.52 2.51 2.96 72.16 13.44 0.29 (4.67) M − NM −0.19 0.10 56.15 Ma6,102

NiO2 T 2.77 1.84 2.44 82.82 16.76 3.10 (7.12) 1.38 − NM 1.34 −0.67 146.64 1T103

NiS2 H 3.40 2.24 2.14 57.16 14.35 0.45 (4.21) M − NM 0.42 −0.21 39.51 P104

T 3.28 2.12 2.97 84.46 14.91 1.00 (4.77) 0.51 − NM 0.49 −0.24 86.23
NiSe2 H 3.33 2.35 2.71 70.29 13.49 0.47 (4.13) M − NM 0.25 −0.12 35.92 P104

T 3.46 2.34 3.15 84.59 13.97 0.95 (4.61) 0.10 − NM 0.27 −0.13 62.73
NiTe2 H 3.59 2.54 2.93 70.55 12.92 0.36 (4.10) M − NM −0.12 0.06 41.00 1T6

T 3.64 2.52 3.47 87.33 13.19 0.63 (4.37) M − NM −0.12 0.06 43.65

NbS2 T 3.30 2.45 3.62 95.25 19.64 3.17 (6.37) M − NM 1.52 −0.76 96.60 1T,105 2H106

NbSe2 T 3.39 2.57 3.87 97.48 18.13 2.56 (5.64) M − NM 1.27 −0.64 70.47 2H,107 4H,108

1T6
H 3.40 2.57 3.33 80.68 18.23 2.65 (5.74) M − NM 1.23 −0.62 87.24

NbTe2 T 3.56 2.77 4.24 100.05 16.38 1.26 (4.43) M − NM 0.90 −0.45 64.08 1T+109

MoO2 H 2.78 2.00 2.42 73.92 22.65 6.79 (10.63) 0.97 2.42 NM 1.84 −0.92 223.93 R+,110,111

Mcl110,111
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values. In our study, the LDA and GGA + vdW predictions
were 3.11 and 3.22 Å, respectively.
In closing this section, we point out that the energetics

discussed here, namely, the cohesive energies or formation
energies of the MX2 single-layer H and T structures, do not
change significantly in their layered 3D crystals. Even if some
dimensionality effects can be observed,46,47 the interactions
between adjacent layers are usually weak and on the order of
100−200 meV. Earlier studies showed41−43 that the interlayer
interactions originate mainly from van der Waals attractions,
and hence, stacking or surface energy of 3D MX2 crystals is
expected to be small and in the range of ∼100 meV.
Lattice Dynamics. Even if the total energy of a structure

can be minimized, its stability cannot be assured. Therefore,
frequencies of the vibration modes of optimized single-layer
MX2 in the H or T structure were calculated for all k points in
the BZ to provide a rigorous test for the stability of a given
structure. A structure is taken to be stable only when calculated
frequencies of all phonon modes in the BZ are positive;
otherwise, imaginary frequencies indicate instability. In such
calculations, the long-wavelength, out-of-plane acoustical (ZA)
modes are vulnerable to instability. Thus, caution has to be
taken in calculating forces with extreme accuracy.121

In Figures 4 and 5, we present the calculated phonon
branches of MX2 compounds in the H and T structures,
respectively, which display three acoustical branches separated
by a gap from six optical branches. All 52 2D single-layer MX2
compounds presented in Figures 4 and 5 have positive
frequencies in the BZ, except for a few of them that have
imaginary frequencies in a small region of Ω(k)→ 0 (or λ→∞).
Calculations of frequencies in this region of the BZ require
very high accuracy for the calculation of forces. Therefore, the
structural instability as λ → ∞ might arise due to numerical
calculations. Even if the instability of MX2 compounds as λ →
∞ were a reality, the compounds could be stabilized at small
sizes. Moreover, because of limitations of DFT for highly
correlated electron systems, some MO2 compounds having H
and T structures can have imaginary frequencies at the center of
the BZ. Nonetheless, in the following sections, we further
explore the possible instabilities of specific compounds using
finite-temperature ab initio MD and LDA + U calculations.
The phonon frequencies of the series of MoX2 (X = O, S, Se,

and Te) are plotted on the same scale of frequency in Figure 6
for the sake of detailed discussion of the trends related to

chalcogen atoms. As the row number of X decreases, the X
atoms become lighter, and the M−X bonds become more ionic.
Consequently, the width of the acoustical branches increase
from Ω = 119 cm−1 to Ω = 405 cm−1, and the highest
frequency of the optical modes also increases as X goes from Te
to O. As an example, whereas the highest frequency of the
transverse optical (TO) mode of MoTe2 at the Γ point is Ω =
298 cm−1, the frequency of the same mode of MoO2 occurs at
Ω = 733 cm−1. Among stable single-layer MX2 compounds,
CrO2 has the highest TO frequency, Ω(k = 0) = 824 cm−1.
That the width of the phonon branches increases with
decreasing row number of X atoms generally occurs for other
M atoms in both the H and T structures. Longitudinal acoustic
(LA) branches have linear dispersions as k → 0, whereas ZA
(out-of-plane) modes display parabolic dispersion owing to the
rapid decay of transverse force constants.
Owing to the limited experimental data on the phonon

spectrum, we checked our results regarding the lattice dynamics
of stable H and T structures of MX2 crystals with the available
Raman (R) and infrared (IR) data. Because experimental data
are available only for single-layer MoS2 and WS2, one can
compare the frequencies of Raman-active modes calculated for
these single-layer compounds. The calculated frequencies of the
Raman-active modes, namely, E′ = 380 cm−1 and A′1 = 406
cm−1, are in agreement with the corresponding experimental
data,46 E′ = 384 cm−1 and A′1 = 403 cm−1. Similarly, the LDA-
calculated frequencies of Raman-active modes of WS2, E′ = 359
cm−1 and A′1 = 412, are in fair agreement with the experimental
data,47 E′ = 350 cm−1 and A′1 = 415 cm−1. Also, experimentally,
the IR-active modes at the center of the BZ are observed as 384
and 470 cm−1, which were predicted in the present study using
LDA as 359 and 437 cm−1, respectively. Moreover, the Raman-
active modes calculated by LDA are able to reproduce the
anomalous dimensionality effect between 3D 2H-MoS2 and 2D
MoS2 in the H structure as revealed by Lee et al.,46 namely, that
whereas the A′ mode softens, E′ becomes stiffer upon going
from 2D to 3D.
Significant charge transfer and resulting polar character is the

marked feature of 2D MX2 compounds. Unlike graphene and
silicene,30,57−61,122,123 the H and T structures of MX2 exhibit an
interesting charge distribution, as shown in Figures 1 and 2,
specifically, the outer planes of X atoms are negatively charged,
whereas the plane of M atoms between them is positively
charged. Bader analysis73 indicates that electrons from M atoms

Table 1. continued

type
a
(Å)

dM−X
(Å)

dX−X
(Å)

θ
(deg)

EC
(eV)

Ef
(eV)

Eg
(eV)

Eg
GW0

(eV)
μ
(μB)

ρM
(electrons)

ρX
(electrons)

C
(N/m)

3D bulk
structureh

MoS2 H 3.11 2.37 3.11 81.62 19.05 2.49 (6.53) 1.87 2.57 NM 1.04 −0.52 138.12 1T,112,113

2H,112,113

3R112

MoSe2 H 3.24 2.50 3.32 83.05 17.47 2.25 (5.73) 1.62 2.31 NM 0.76 −0.38 118.37 2H,114 3R115

MoTe2 H 3.46 2.69 3.59 83.88 15.65 0.89 (4.45) 1.25 1.85 NM 0.34 −0.17 92.78 2H,6 1T+6

WO2 H 2.80 2.03 2.45 74.12 24.56 6.72 (10.46) 1.37 2.87 NM 1.99 −1.00 250.00 R+116

WS2 H 3.13 2.39 3.13 81.74 20.81 2.72 (6.21) 1.98 2.84 NM 1.22 −0.61 151.48 1T+,117 2H118

WSe2 H 3.25 2.51 3.34 83.24 19.07 1.86 (5.25) 1.68 2.38 NM 0.90 −0.45 130.04 2H119

WTe2 H 3.47 2.70 3.61 83.96 17.05 0.30 (3.77) 1.24 1.85 NM 0.41 −0.20 99.17 1T+120

aValues in parentheses were calculated using experimental cohesive energies of constituent elements. bOnly for selected compounds. cPositive sign
indicates depletion of electrons. dNegative sign indicates excess electrons. eStructures having indirect band gap according to LDA (and GW0)
calculations are indicated with bold face. fAbbreviations used for 3D bulk structures: 4H = 4H-MX2, 2H = 2H-MX2, 3R = 3R-MX2, 1T = 1T-MX2
structure; R = rutile, P = pyrite, M = molecule, Mcl = monoclinic, Ma = marcasite crystal structure. gAll values in this table were calculated using
LDA, as detailed in the Method section. hMetastable crystal, *; distorted lattice structure, +.
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are transferred to two X atoms, leaving a depletion of electronic
charge on M (i.e., ρM > 0) and an excess of electronic charge on
X (i.e., ρX < 0). As expected, ρM = 2|ρX|. However, CoTe2 and
NiTe2 appear to be exceptions, where the direction of charge

transfer is reversed according to Bader analysis. Also, excluding
a few exceptions in transition-metal oxides, ρM increases with
decreasing row number of the X atom. The Born effective
charges, which can be obtained from the treatment of lattice

Figure 4. Calculated phonon branches of 2D single-layer MX2 compounds that are stable in the H structure. Phonon dispersions are presented along
the Γ−M−K−Γ directions of the BZ. The gaps between acoustical and optical branches are shaded. The transverse acoustical ZA branch has
parabolic dispersion as k → 0. Different scales of frequency are used for different materials. The phonon dispersion curves of MoX2 (X = O, S, Se,
and Te) are presented in the same scale of frequency in Figure 6. Dips that can be associated with Kohn anomalies are indicated by arrows.
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dynamics, are in compliance with the direction of charge
transfer revealed through the Bader analysis of MoS2. For
example, the Born effective charges calculated for MoS2 are
ZMo
∥ = 1.211, ZMo

⊥ = 0.075 electron and ZS
∥ = −0.573, ZS

⊥ =
−0.043 electron.
The phonon dispersion curves of specific compounds, such

as VS2, CoTe2, NiS2, NiTe2, and NbSe2 in the H structure and
TiS2, NbS2, and NbSe2 in the T structure, exhibit dips or local
minima in the BZ, as seen in Figures 4 and 5. Even more
remarkable is that an acoustical branch of NiTe2 dips until its
frequency becomes zero for k between K and Γ points. These
structures in the phonon bands lead to discontinuities in ∂Ω/∂k
and are associated with Kohn anomalies.124 They occur at
specific k vectors in the BZ, where the dielectric constant ε(k)
goes through a singularity, causing an abrupt change in the
electron screening of the lattice potential. This singularity, in
turn, is reflected in the phonon dispersion curves. NiTe2 is an
extreme case, which can happen in low-dimensional materials
and indicates a static distortion of the crystal.

Ab Initio Molecular Dynamics Calculations. If the
analysis based on phonon calculations indicates the stability of
an MX2 compound under study at T = 0 K, this stability could
be destroyed at elevated temperatures. In certain cases, the
stable structure might correspond to a shallow minimum in the
Born−Oppenheimer surface, in which case the instability
occurs already at low temperatures. Additionally, in certain
structures, imaginary frequencies for phonon modes can occur
near the center of the BZ. Thus, one has to clarify whether
imaginary frequencies occurring for λ → ∞ can cause an
instability or whether they are only an artifact of numerical
calculations. If a structure is unstable at T = 0 K, it is distorted
or disintegrated when atoms are displaced from their
equilibrium positions in the course of a large number of time
steps between two velocity normalizations. Thus, the
possibilities that a compound can be unstable were further
tested for specific compounds using first-principles molecular
dynamics (MD) calculations at temperatures of T = 500, 1000,
and 1500 K. The time steps were taken to be 2 × 10−15 s, and

Figure 5. Calculated phonon branches of 2D single-layer MX2 compounds that are stable in the T structure. Phonon dispersions are presented along
the Γ−M−K−Γ directions of the BZ. The gaps between acoustical and optical branches are shaded. The transverse acoustical ZA branch has
parabolic dispersion as k → 0. Different scales of frequency are used for different materials. Dips that can be associated with Kohn anomalies are
indicated by arrows.
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the velocities of the atoms were normalized every 40 steps for
T = 500 K and every 100 steps for T = 1000 and 1500 K.
For the H structure, we considered FeTe2, MoO2, VO2, and

VSe2. The first three compounds have 3D crystals that are
different from layered 2H and 1T structures, and hence, it
seems unlikely that these three compounds can occur in stable
H structures. In addition, because of the imaginary frequencies
as Ω(k) → 0 in a small region, FeTe2 and VO2 are vulnerable
to instability as λ → ∞. VSe2 has a layered 1T structure, and
hence, one needs to confirm whether the H structure can really
occur even if it is less energetic than the T structure. To avoid
the stability, which can be imposed by periodic boundary
conditions using a (1 × 1) unit cell, calculations were carried
out using (4 × 4) supercells. All four compounds remained
intact after many steps (300 time steps) at T = 500 K. If they
were unstable already at T = 0 K, their structure would be
dissociated at this temperature even before 300 time steps.
Then, calculations were switched to T = 1000 K starting from
atomic velocities of the final step at T = 500 K. Higher
temperatures and normalization at relatively larger numbers of
steps can speed the onset of the instability, which would
normally occur at relatively lower temperatures after a large
number of steps. If the system continues to remained stable
after a sufficiently large number of steps at T = 1000 K, we
raised the temperature and let the MD calculations run at T =
1500 K. The temperature T = 1500 K is rather high and is
expected to accelerate the occurrence of a structural instability,
which could have occurred at relatively low temperatures. In
fact, whereas the H structure of FeTe2 remained stable after
304 steps at T = 1000 K, it severely distorted after 562 steps at
T = 1500 K. MoO2 in the H structure was stable after 546 steps
at T = 1000 K and remained stable after 760 steps at T = 1500 K.
We concluded that MoO2 can remain stable in the H structure
at moderate temperatures. The situation with VO2 is similar to
that of MoO2, except that an O atom desorbed after 530 time
steps at T = 1500 K. VSe2 continued to be stable after 1429
time steps at T = 1500 K. The final geometries of MX2
structures after several time steps are shown in Figure 7.
For the T structure, we considered MnS2, ScTe2, and NiSe2,

because their specific acoustical modes have imaginary

frequencies near the center of the BZ. Ab initio MD
calculations showed that MnS2 was stable after 740 steps at
T = 1000 K and continued to be stable after 700 steps at T =
1500 K with almost-perfect centered honeycombs. However,
the situation was different for ScTe2 and NiSe2. ScTe2 became
distorted already after 1281 time steps at T = 1000 K and
became severely distorted and dissociated after 1041 time steps
at T = 1500 K. The centered honeycomb structure of NiSe2,
which was maintained after 200 steps at T = 1000 K, was
severely distorted after 652 time steps at T = 1500 K. These
results of MD calculations imply that imaginary frequencies
near the center of the BZ revealed from the phonon
calculations of ScTe2 and NiSe2 having T structures are not
artifacts of numerical accuracy.
In concluding this section, the present analysis shows that

single-layer MX2 compounds having positive frequencies at all k
points in the BZ are stable at 0 K; most of them continue to be
stable above room temperature, once they are synthesized or
produced in the H or T structures. On the other hand, specific
compounds for which imaginary frequencies are calculated near
the center of the BZ can be vulnerable to structural instability, if
these frequencies are not artifacts of numerical accuracy and
these compounds are not stabilized because of their small size.
Similarly, relatively small formation energies Ef and/or small in-
plane stiffness values C (presented in Table 1) calculated for
any single-layer MX2 compound can also imply the instability.
Under these circumstances, ab initio MD calculations present
evidence that a compound is unstable and ready for
dissociation. In this respect, among compounds that needed
further tests through ab initio MD calculations, the stabilities of
FeTe2 and VO2 in the H structure and ScTe2 and NiSe2 in the
T structure were found to be weak.

Mechanical Properties. The strength of nanostructures is
crucial for their use in diverse nanotechnology applications.
Elastic constants can provide further indications about the
strength of stable H and T structures. A honeycomb structure
usually underlies the unusual mechanical properties providing
high in-plane strength and flexibility in deformations
perpendicular to the atomic planes. We focused on the
harmonic range of the elastic deformation, where the structure

Figure 6. Calculated phonon branches of stable H structures of MoX2 (X = O, S, Se, and Te) compounds along the Γ−M−K−Γ directions of the
BZ. Phonon branches are labeled by numerals. The acoustical and optical phonon modes at the Γ point are depicted in the bottom panel. All
branches are presented using the same scale of frequency.

The Journal of Physical Chemistry C Article

dx.doi.org/10.1021/jp212558p | J. Phys. Chem. C 2012, 116, 8983−89998991



responded to strain ε linearly and reversibly. Here, ε is the
elongation per unit length. The strain energy is defined as ES =
ET(ε) − ET(ε = 0), that is, the total energy at a given strain
minus the total energy at zero strain. Normally, the Young’s
modulus characterizes the mechanical strength of bulk
materials. However, the definition of the width of an H or T
structure is not unambiguous, and hence, instead of the Young’s
modulus of a single-layer MX2 structure, one can use the in-
plane stiffness C = (1/A0)(∂

2ES/∂ε
2), in terms of the uniform

stress and equilibrium area of the supercell, A0.
31 The calculated

in-plane stiffness values of single-layer MX2 materials presented
in Table 1, ranging from 250 to 9 N/m, can be contrasted with
the values calculated for graphene and BN, 357 N/m
(experimental value 340 ± 50 N/m) and 267 N/m,
respectively. We note that, generally, in-plane stiffness values
increase with decreasing row number of X; stated differently, an
MX2 compound softens as the row number of X increases.
Thus, the calculated values of C are usually low for compounds
having X = Te. This trend is in compliance with the trend
outlined in Figure 6. The in-plane stiffness of WX2 is usually

higher than those of other MX2 compounds. Also, the C value
of the H structure is usually higher than that of the T structure
if both structures occur for the same compound. Finally, MX2
compounds having C values that are marked by boldface in
Table 1 do not deform symmetrically. A low value of C and
nonuniform deformation under uniform stress imply possible
instability at finite temperatures.

■ ELECTRONIC AND MAGNETIC PROPERTIES
The stable MX2 compounds in the H and T structures display a
rich diversity of electronic and magnetic properties. Depending
on the combination of M and X, single-layer MX2 compounds
can be semiconductor, ferromagnetic, or nonmagnetic metals.
In Figures 8−10 we present the electronic energy band
structures of all stable MX2 compounds having H and T
structures. Because of the available experimental data, the band
structure of the manifold MoX2 (X = O, S, Se, Te) in the H
structure is given separately in Figure 10 for detailed discussion.
The MS2 manifold (M = Sc, V, Cr, Fe, Ni, and W) includes
semiconductors and magnetic and nonmagnetic metals in both
the H and T structures.
Semiconducting single-layer MX2 compounds having the H

structure can be treated in two groups that display rather
different band structures. The first group, transition-metal
oxides (i.e., M = Sc, Cr, Mo, W; X = O) differ from the other
group (i.e., M = Cr, Mo, W; X = S, Se, Te) by their relatively
smaller band gaps and lower band-edge state densities. Here,
we discuss these groups by considering the band structures of
MoO2 and MoS2 as prototypes, as shown in Figure 10. For
both groups, the bands at the edges of the conduction and
valence bands are composed from Mo 4d and X p orbitals.
However, the types (symmetries) and contributions of these
orbitals vary with k and with the constituents M and X. The
M−X bonds of single-layer MoO2 are 0.3−0.7 Å shorter than
those of the second group. As a result, the highest valence band
at Γ, which is combined from Mo dz2 and O pz orbitals has
higher dispersion. This band is pushed up toward the
conduction band to lower the indirect band gap between the
conduction-band minimum at the K point and the valence-band
maximum at the Γ point. Accordingly, the smallest band gaps of
all MO2 honeycomb structures including MoO2 are indirect.
On the other hand, the topmost valence band of MoS2, which
has a relatively higher Mo dz2 contribution and relatively longer
M−X bonds, is flattened, and its energy is lowered. Under these
circumstances, the smallest band gap of the second group is
usually direct (except for MoSe2, which has an indirect gap only
4 meV smaller than the direct one) and occurs at the K point
between the conduction-band minimum (80%Mo d and 20% S px)
and the valence-band maximum (90% Mo dx2−y2 and 10% S px).
The characters of these states at the K point are similar for
X = S, Se, and Te, but their direct band gap decreases slightly
on going from S to Te, because the lattice constants, a = b,
increase from 3.12 to 3.46 Å. The isosurface charge densities of
states at the band edges of MoSe2 and MoTe2 are also
presented. The direct band gap of MoO2 at the K point is
significantly larger than that of MoS2, because the Mo−O bond
is much shorter (2.78 Å). The distinction between the energy
band structures of the first group and the second group is also
seen in the calculated total and orbital densities of states given
in Figure 10. Another noteworthy trend that we deduced from
our calculations is that, for all single-layer MX2 semiconductors,
the band gap generally increases as M goes from Sc to W.
Despite the striking similarity of the band structures of MX2

Figure 7. Top and side views of snapshots corresponding to atomic
structures of selected MX2 compounds taken from ab initio molecular
dynamic (MD) calculations at specified temperatures and time steps
indicated by numerals below each panel. MD results at T = 1000 K are
also shown for structures that become unstable at T = 1500 K.
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(X = O, S, Se, and Te) as M goes from V to W, they are
essentially either metal or semiconductor depending on the
number of s and d valence states of the free M atoms.
We note that ferromagnetic metals, such as VX2 or FeX2

(X = O, S, Se, Te), in the H structure have magnetic moments
that are located at the d orbitals of the transition-metal atoms.

However, in the case of ScX2 (X = O, S, Se), the magnetic
moment is located at the site of the chalcogen atoms because of
the crucial amount of transfer of charge from Sc to X, since Sc
atom have relatively low electronegativity with respect to that
of chalcogen atoms. In all magnetic structures, we further
carried out supercell calculations to take into account the

Figure 8. Calculated electronic band structures of 2D stable MX2 compounds that are stable in the H structure. The zero of the energy is set to the
Fermi level, EF, shown by red dash-dotted lines. The energy gaps of semiconductors are shaded (yellow). For nonmagnetic states, spin-degenerate
bands are shown as blue lines. For magnetic structures, blue lines represent spin-up bands, whereas orange lines are spin-down states. In the same
row, stable structures with the same M atom but different X atoms are presented. Columns present the MX2 manifold with the same X atom but
differing M atoms. The manifold MoX2 (X = O, S, Se, Te) in the H structure is presented separately in Figure 10.
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antiferromagnetic ordering in neighboring unit cells. We con-
clude that ferromagnetic ordering is the energetically most
favorable arrangement. We also addressed the question of
whether the metallicity of MO2 compounds, namely, VO2,
MnO2, and FeO2, in the H structure and ScO2 in the T
structure, is an artifact of LDA. Normally, these oxides are
expected to be wide band gap semiconductor. To this end, we
carried out electronic energy structure calculations using
HSE0674,75 functionals, which confirmed our LDA results.
Because DFT usually underestimates band gaps, we first

compared the band gap calculated for 3D layered 2H-MoS2
with the corresponding experimental values. The present study
estimates the indirect band gap of 2H-MoS2 as 0.72 eV, which
is 0.51 eV smaller than the experimental value of Eg = 1.23 eV.125

It is well-known that the bulk band gaps of Si and Ge are
also underestimated by LDA. Under these circumstances, the

band gaps of 3D 2H-MoS2 and 2D MoX2 manifold in the H
structures were corrected by carrying out frequency-dependent
GW0 calculations.76 In these calculations, the screened
Coulomb potential, W, is kept fixed to the initial DFT value
W0, and the Green’s function, G, is iterated several times.
Various tests regarding vacuum separation; kinetic energy
cutoff; and numbers of bands, k points, and grid points were
made. Final results of for the GW0 corrections were obtained
using (12 × 12 × 1) k points in the BZ, a 400-eV cutoff
potential, 192 bands for single-layer structures (384 for 3D 2H-
MoS2), and 64 grid points. The GW0-corrected band gap of
2H-MoS2 was found to be 1.28 eV, which is in good agreement
with experimental value of 1.23 eV.125

The band gap of single-layer 1H-MoS2 was calculated as
1.87 eV with LDA, whereas a recent experimental study34 using
complementary techniques of optical absorption, photoluminescence,

Figure 9. Calculated electronic band structures of 2D stable MX2 compounds that are stable in the T structure. The zero of the energy is set to the
Fermi level, EF, shown by red dash-dotted lines. The energy gaps of semiconductors are shaded (yellow). For nonmagnetic states, spin-degenerate
bands are shown as blue lines. For magnetic structures, blue lines represent spin-up bands, whereas orange lines are spin-down states. The manifold
MX2 with the same M atom but different X atoms is presented in the same row. Columns present MX2 manifolds with the same X atom but differing
M atoms.
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and photoconductivity reported its value as 1.90 eV. The band
gap increased by ∼0.70 eV and changed from indirect to direct
upon going from a 3D layered stucture to the single-layer H
structure. Three-dimensional 2H-MoS2 consists of 1H-MoS2
layers attracted by a weak van der Waals interaction of 96 meV
per layer.43 The chemical interaction is negligible (only 7 meV),
and the interlayer spacing is large ∼6.1 Å. Under these
circumstances, it is remarkable that confinement effects can give
rise to such a change in the band gap.34 In Figure 10, the
change from an indirect to a direct gap by lowering the
dimensionality from 3D to 2D is shown. This transition of
indirect to direct gap is expected to occur gradually as the
number of layers in MoS2 sheets decreases and could have
important implications.34,40

Here, we address a crucial issue that the LDA result for 2D
1H-MoS2 is so close to the experimental value, whereas it
underestimates the 3D bulk value by 0.51 eV. On the other
hand, the situation that the band gap of 2H-MoS2 (which is
underestimated by LDA as 0.72 eV) is successfully corrected by
GW0 as 1.28 eV, whereas the band gap of single-layer 1H-MoS2
(which is predicted successfully by LDA as 1.87 eV) is
overestimated upon GW0 correction as 2.57 eV is rather

paradoxical. Incidently, similar situations also occur for other
single-layer honeycomb structures. For example, GW0
corrections result in surprisingly large band gap values for
single-layer BN and CF (fully fluorinated graphene) and
graphane CH having honeycomb structures.126 (The LDA band
gap of fully fluorinated graphene CF is 2.98 eV, the LDA +
GWo corrected band gap is 7.49 eV, and the experimental band
gap is 3.0 eV.127 Also, for graphane CH, the LDA band gap is
3.42 eV, and the LDA + GW0 correction is 5.97 eV.128] Not
only LDA + GW0 but also the screened-nonlocal-exchange
HSE74 functional recommended for localized d bands yielded
band gap of MoS2 significantly larger than 1.90 eV with/
without the GW0

42,75 correction. These results suggest that the
overestimation of the band gap of some single-layer structures
by the GW0 correction might originate from the fact that LDA
alone already provides a good estimate of the band gap of 1H-
MoS2. It is expected that the same situation might be valid for
other MX2 semiconductors and that their band gaps can be
overestimated by the GW0 correction. Unfortunately, we
cannot further explore the capacity of the GW0 correction for
other single-layer H and T structures, because no experimental
data exist for comparison. Nevertheless, this paradoxical
situation will be resolved when additional experimental data
on the band gaps of single-layer MX2 structures become
available. It is also emphasized that, whereas MO2 compounds
(for M = Cr, Mo, and W, which occupy the same column in the
Periodic Table) are indirect-band-gap semiconductors, other
MX2 compounds with M = Cr, Mo, and W and X = S, Se, and
Te are direct-band-gap semiconductors.
The bands of MX2 in the T structure are given in Figure 9:

Like MoX2 manifolds in the H structure, nonmagnetic
semiconductors occur in NiX2 with X = O, S, and Se. NiTe2
is nonmagnetic metal in the T structure. NiS2, NiSe2, and
NiTe2 can occur in both the T and H structures, with the T
structure being 0.2−0.5 eV energetically more favorable.
However, energy band structures display significant differences
by going from the T to the H structure. Whereas NiS2 and
NiSe2 are nonmagnetic metals in the H structure, the same
compounds are narrow and indirect-band-gap semiconductors
in the T structure. Even if 3D NbX2 (X = S, Se, and Te) can
occur in the 1T and 2H structures, NbS2 and NbTe2 are stable
only in the T structure. Even if NbSe2 can have both H and T
structures, it is metallic in the H structure and 12 meV more
energetic than the corresponding T structure. Two-dimensional
and suspended NbSe2 in the H structure is of particular
interest, because 3D NbSe2 is a superconductor. As for the
NiX2 manifold, VX2 (X = S, Se, and Te) compounds form both
T and H structures, which have practically same cohesive
energies within the accuracy limits of the numerical calculations
carried out in the present study. In Figure 11, we compare the
total and orbital projected densities of states of these structures.
Despite the small energy differences between the T and H
structures of these compounds, significant differences and
striking common features in electronic structures are revealed.
For example, for VX2 in the T and H structures, one recognizes
differences in the densities of states. However, for both
structures, the densities of states at EF originate from V 3d
states and are rather high. As for NiX2, the character of the
bands undergoes a change upon going from the T to the H
structure.

LDA + U Calculations. It is known that electrons in
transition-metal oxides are highly correlated, which, in turn, can
limit the application of DFT to this class of materials. In this

Figure 10. Calculated energy band structures, charge densities, and
state densities of single-layer MoX2 (X = O, S, Se, and Te). Left panels
are isosurface charge densities of the specific states at the band edges
indicated by numerals. The isosurface value is taken as 0.01 electron/Å3.
Middle panels are band structures along the M−Γ−K−M directions of
the Brillouin zone. The LDA band gap between the conduction and
valence bands is shaded. The zero of energy is set at the Fermi level,
EF, shown by red dash-dotted line. The GW0-corrected bands are
indicated by orange dashed lines and dots. The GW0-corrected band
gap of 3D 2H-MoS2 is indicated by green lines and diamonds. Direct
and indirect band gap values are given in units of eV. Right panels are
total and orbital-projected densities of states.
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respect, predictions obtained using DFT on the stabilities and
band gaps of MO2 compounds should be taken with caution.
Surprisingly, in most cases, LDA provides reasonable
predictions even for correlated systems. To model additional
properties, one must take into account the double-counting
terms. For this reason, all LDA + U functionals can be written
as a difference of interaction terms and double-counting
corrections. Even though there is a single interaction term,
double-counting terms differ. Most commonly used ones for
the double-counting terms are the fully localized limit (FLL)
and around mean field (AMF).129 The main difference between
them is how they include U in the correction. The effect of U is
dominant in AMF, so that it suppresses the magnetic state. For
this reason, FFL is generally accepted to perform better for
high-spin states, whereas AML is good for low-spin systems.

We carried out LDA + U corrections on NiO2 and ScO2 in
the T structure and on WO2 in the H structure using the
method introduced by Dudarev et al.71 Our calculations were
performed using the FFL approximation. In this method, the
total energy of the system depends on U − J term, where U is
the on-site Coulomb repulsion or Hubbard term and J is the
exchange parameter. Because realistic values of U and J for
compounds having either H or T structures are not yet
available, we instead took U − J as a parameter varying between
1 and 11 eV and examined its effects on the band gap and
lattice constant, as well as on the stability of MO2. Therefore,
our analysis can provide only trends in how the band gaps and
lattice constants of MO2 in the H and T structures vary with
U − J.
Bare LDA indicates that ScO2 has a half-metallic ground state

with integer magnetic moment per unit cell. Spin-up bands
have a gap between filled and unoccupied bands, whereas three
spin-down bands derived from oxygen p orbitals cross the
Fermi level and hence are metallic. The isosurfaces of the
difference charge densities of spin-up and spin-down states
suggest that the magnetic moment arises from the excess charge
on O transferred from Sc atoms. Accordingly, the Hubbard U
correction is taken into account for both 3d orbitals of
transition-metal atom and 2p orbitals of O. Upon LDA + U
calculations, two of the three metallic bands are not affected,
but the energy of the third band derived from the O pz orbital
increases with increasing U energy. Eventually, the metallic
spin-down bands split and open a band gap to become also
semiconductor when (U − J) > 4. In addition, the size of the
unit cell by up to 6% for (U − J) = 11 eV.
Bare LDA predicts that both NiO2 and WO2 are non-

magnetic semiconductors. The band at the edge of valence
band of NiO2, which is nondispersive around the Γ point, is
derived mainly from 3d orbitals, whereas bands slightly below
the valence band edge are derived from O 2p orbitals. In LDA
+ U calculations, whereas the valence band edge derived from
Ni 3d orbitals is lowered with increasing U − J, the bands
derived from O 2p orbitals are unaltered. At the end, the bands
gap of NiO2 increases with increasing U − J. In contrast, the
lattice constants and characters of the valence and conduction
bands of WO2 do not change upon inclusion of the Coulomb
correction term. In Figure 12, are results of our LDA + U

calculations as a function of U − J. Apparently, the effect of
Coulomb correlation is significant for ScO2 and NiO2 having 3d
orbitals. However, WO2, having bands derived from 5d orbitals,
is not affected seriously by LDA + U calculations. Because NiO2
is always nonmagnetic no matter what the value of U − J, we
would expect the same results when AMF is used. In all U − J

Figure 11. Comparison of the electronic structures of specific
suspended MX2 compounds forming both stable T and H structures.
Total densities and orbital-projected densities of states of (a,b) 2D
VS2, VSe2, and VTe2 compounds and (c,d) 2D NiS2, NiSe2 and NiTe2
compounds in (a,c) T and (b,d) H structures. The zero of the energy
is set to the Fermi level, EF, shown by red dash-dotted line. Up and
down arrows indicate spin-up and spin-down densities of states. Total
densities of states are given by thick solid lines.

Figure 12. Variations of lattice constants, |a ⃗| = |b ⃗|, and band gaps of 2D
single-layer ScO2 (in the T structure), NiO 2 (in the T structure), and
WO2 (in the H structure) compounds with U − J.
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calculations of ScO2, we found no fluctuation of the magnetic
moment, which maintained a value of 1 μB. Our results justify
the use of the FFL approximation. Even in the case of the AML
approximation, we do not think that the electronic structure of
the system will change because the energy shifts in the Sc d
orbital bands are not influenced strongly by the variation of
U − J. The question of whether the stabilities of MO2
compounds in the H or T structure are affected after LDA +
U calculations is addressed by redoing the same phonon
calculations with U − J = 4, 8, and 11 eV. The stabilities of these
compounds were maintained after LDA + U corrections.

■ DISCUSSION AND CONCLUSIONS
The unusual properties of graphene, single-layer BN, and MoS2
discovered in recent studies motivated us to explore 2D single-
layer structures of transition-metal oxides and dichalcogenides,
MX2 compounds, in honeycomb-like structure. Three-dimen-
sional crystals of these MX2 compounds display diverse
properties that have been the subject of several studies in the
past. Recent studies have shown that 2D flakes of some MX2
compounds synthesized by various techniques have properties
that could be of interest for various nanotechnology
applications. MX2 compounds have a large manifold: Some
members of it have layered crystals, such as MoS2 and graphite,
which can allow exfoliation of single layers. We addressed the
question of which compounds within this large manifold can
form stable and suspended single-layer structures. In particular,
we were interested in two honeycomb-like structures, namely,
H and T structures. We predicted 52 different individual
components that can be stable in either H and/or T structures.
Specifically, these compounds can remain stable as free-
standing structures, once they are synthesized in one of these
single-layer structures. Our predictions were based on state-of-
the art first-principles calculations of structure optimization,
phonon frequency, molecular dynamics, and mechanical
properties. In addition to the extensive stability analysis, we
investigated the electronic, magnetic, and mechanical properties
of stable compounds. In addition to the optimized lattice
constants and internal parameters, we also calculated cohesive
energies EC, formation energies Ef, magnetic moments μ,
effective charges on M and X atoms, and in-plane stiffness C.
We noted various trends, generally not only in the band gap,
but also in cohesive energy and in-plane stiffness (also surface
polarities of semiconductors due to charge transfers from M to X),
which increase with decreasing row number of X. The lattice
constants exhibit a reverse trend. Finally, we found that WO2
has the highest cohesive energy, highest charge transfer from M
to X, and highest in-plane stiffness among MX2 compounds in
this study, suggesting that it is an important single-layer
material for future studies.48

The calculated band structures reveal electronic properties
that could be of interest for future nanoelectronic and sensor
applications. For semiconductors, the transition from indirect
to direct band gaps with decreasing number of layers has
important implications. The surface polarity of semiconductors
is another exceptional feature that repulsive interactions are
induced quickly as soon as the separation between two parallel
layers becomes smaller than the equilibrium distance. Because
of their inherent surface polarity, these layers can easily stick to
flat substrate surfaces and can be used as coating materials.
When coated on flat surfaces as a single layer, they can modify
the properties of surfaces dramatically. For example, the polar
MoS2 surface was found to be water-repellant.

52 Our first-principles

calculations demonstrate that, in the sliding of two such
surfaces, the friction coefficient and the wear are lowered
dramatically. In addition, these compounds can attain
important functionalities through adatom adsorption (doping)
or vacancy defects. In the form of a flake or nanoribbon, MX2
compounds offer useful electronic and magnetic properties
depending on whether edge atoms are saturated by hydrogen.
In summary, our results show that single-layer transition-metal
dioxides and dichalcogenides in honeycomb-like structures
present a variety of physical and chemical properties that could
be superior to those of graphene.
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