Abstract—We extend our earlier work on guessing subject to distortion to the joint source-channel coding context. We consider a system in which there is a source connected to a destination via a channel and the goal is to reconstruct the source output at the destination within a prescribed distortion level with respect to (w.r.t.) some distortion measure. The decoder is a guessing decoder in the sense that it is allowed to generate successive estimates of the source output until the distortion criterion is met. The problem is to design the encoder and the decoder so as to minimize the average number of estimates until successful reconstruction. We derive estimates on nonnegative moments of the number of guesses, which are asymptotically tight as the length of the source block goes to infinity. Using the close relationship between guessing and sequential decoding, we give a tight lower bound to the complexity of sequential decoding in joint source-channel coding systems, complementing earlier works by Koshelev and Hellman. Another topic explored here is the probability of error for list decoders with exponential list sizes for joint source-channel coding systems, for which we obtain tight bounds as well. It is noteworthy that optimal performance w.r.t. the performance measures considered here can be achieved in a manner that separates source coding and channel coding.
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I. INTRODUCTION

Consider the joint source-channel coding system in Fig. 1 where a source is connected to a destination via a channel and the goal is to reconstruct the source output at the destination within a prescribed per-letter distortion $D$ with respect to (w.r.t.) some distortion measure $d$. The source generates a random vector $U = (U_1, \ldots, U_N)$ which is encoded into a channel input vector $X = (X_1, \ldots, X_K)$ and sent over the channel. The decoder observes the channel output $Y = (Y_1, \ldots, Y_K)$ and generates successive “guesses” (reconstruction vectors), $\hat{U}_1, \hat{U}_2$, and so on, until a guess $\hat{U}_j$ is produced such that $d(U, \hat{U}_j) \leq ND$. At each step, the decoder is informed by a genie whether the present guess $\hat{U}_j$ satisfies $d(U, \hat{U}_j) \leq ND$, but receives no other information about the value of $d(U, \hat{U}_j)$. We shall refer to this type of decoder as a guessing decoder and denote the number of guesses until successful reconstruction (which is a random variable) by $G_N(U|Y)$ in the sequel.

The main aim of this paper is to determine the best attainable performance of the above system under the performance goal of minimizing the average decoding complexity, as measured by the moments $E[G_N(U|Y)^\rho]$, $\rho > 0$. We also study the closely related problem of finding tight bounds on the probability $\Pr[G_N(U|Y) > e^{NT}]$ that an exponentially large number of guesses will be required until successful reconstruction. We have two motivations for studying these problems. First, the present model extends the basic search model treated in [2], where the problem was to guess the output of a source in the absence of any coded information supplied via a channel. Second, and on the more applied side, the guessing decoder model is suitable for studying the computational complexity of sequential decoding, which is a decoding algorithm of practical interest. Indeed, through this method, we are able to solve a previously open problem relating to the cutoff rate of sequential decoding in joint source-channel coding systems.

In the remainder of this introduction, we shall outline the results of this paper more precisely. We begin by pointing out the relationship of the present joint source-channel guessing framework to earlier work on guessing. In [2], we considered a guessing problem which is equivalent to the rather special case of the joint source-channel guessing problem where there is no channel (i.e., the decoder receives no coded information about $U$ before guessing begins). There, the number of guesses was denoted by $G_N(U)$ and an asymptotic quantity called the guessing exponent was defined as

$$E(D, \rho) = \lim_{N \to \infty} \frac{1}{N} \min_{G_N} E[G_N(U)^\rho]$$

for $\rho \geq 0$, provided that the limit exists. It was shown that, for any discrete memoryless source (DMS) $P$ and additive (single-letter) distortion measure $d$

$$E(D, \rho) = \max_Q [\rho R(D, Q) - D(Q||P)]$$

where $Q$ ranges over all probability mass functions (PMF’s) on the source alphabet, $R(D, Q)$ is the rate-distortion function of a source with PMF $Q$, and $D(Q||P)$ is the relative entropy function.

The asymptotic quantity of interest in this paper is the joint source-channel guessing exponent defined, whenever the limit
where $c$ denotes an encoding function that maps source sequences of length $N$ into channel sequences of length $K$. In letting $N \to \infty$, we set $K = \lfloor \lambda N \rfloor$ for some constant $\lambda$ that represents the ratio of the channel signaling rate to source symbol rate. The main result of this paper is that for any DMS, discrete memoryless channel (DMC), and single-letter distortion measure $d$, the joint source-channel guessing exponent has a single-letter form given by

$$E_{sc}(D, \rho) = \lim_{N \to \infty} \frac{1}{N} \min_{c_N \in G_N} \ln E[G_N(U|Y)]$$

where $E[G_N(U|Y)]$ is the Gallager function for $W$ [9] and $E_\rho(\rho)$ is the Gallager function for $W$ [9] and $E[G_N(U|Y)]$ is a measure of the potential benefit of having a channel. This result indicates that the $\ell$th moment of $G_N(U|Y)$ for any such system must grow exponentially in the source blocklength $N$ if $E(D, \rho) > \lambda E_\rho(\rho)$. Conversely, for $E(D, \rho) < \lambda E_\rho(\rho)$, the $\ell$th moment can be kept from growing exponentially in $N$ by suitable design of the encoder and the decoder.

We prove (4) in Sections III and IV. The proof exhibits a separation principle for such systems in the sense that an optimal encoder can be built as a two-stage device: the first stage maps the source output vector to a rate-distortion codeword, independently of the channel characteristics; while the second stage encodes the rate-distortion codeword into a channel codeword, independently of the source statistics. The guesser then essentially aims to recover the rate-distortion codeword in a lossless manner (Fig. 2).

The joint source-channel guessing problem that we consider here is also closely related to another guessing problem considered in [2], namely, guessing with uncoded side-information (as opposed to coded side-information of the present context). In the case of uncoded side-information, the pair $(U, Y)$ has a joint PMF that is not subject to design in any manner. In the case of coded side-information, however, the joint PMF of $(U, Y)$ is influenced by the choice of the encoder $c_N$: thus it is subject to design, at least partially. In [2], a single-letter expression was given for the exponent $E_{sc}(D, \rho)$ that applies to guessing with (uncoded) side-information. It is immediate from the definitions that

$$E_{sc}(D, \rho) = \lim_{N \to \infty} \{N^{-1} \min_{c \in C} E[U|Y](D, \rho)\}$$

where the exponent on the right-hand side applies to an ensemble $(U, Y)$ such that $U$ is a source block of length $N$, $Y$ is a channel output block of length $K = \lfloor \lambda N \rfloor$, and the joint PMF $P(U, Y)$ is given by the product of the source probability $P(U)$ and the channel transition probability $W(g_U, U)$. Unfortunately, the term on the right-hand side of (5) is not in a single-letter form. The main accomplishment in this paper is to give a single-letter form for $E_{sc}(D, \rho)$.

Next, we explain the relationship of guessing to coding, specifically to list decoding and sequential decoding, and outline our results in this regard. Recall that a list decoder generates a fixed number, $\ell \geq 1$, of guesses (estimates) and a decoding failure is said to occur if none of the guesses approximates the source output within the desired distortion level. On the other hand, a guessing decoder is fully determined by the sequence of guesses that it would generate if at each stage of guessing the desired distortion criterion remained unmet. So, a guessing decoder may be viewed conceptually as a list decoder, whose output is the possibly infinite list $G_N(U|Y)$. A list-$\ell$ decoder can be obtained from a guessing decoder by truncating the list $G_N(U|Y)$ to its first $\ell$ elements. For $\ell = 1$, we have ordinary decoding and the usual performance criterion is to have the average distortion satisfy $E[d(U, U_1)] \leq ND$. This is the original setting for the joint source-channel coding problem and Shannon’s joint source-channel coding theorem (see, e.g., [9, Theorem 9.2.2, p. 449]) addresses the conditions under which this requirement can be met. For $\ell \geq 1$, a common performance criterion is the probability $P_{th}[G_N(U|Y) > \ell]$ that none of the first $\ell$ guesses meet the desired distortion threshold. The best attainable performance under this criterion has been studied by Csiszár [4] for $\ell = 1$ as $N \to \infty$; however, the exact asymptotic performance remains unknown.

In this paper, we are interested in the performance of list decoders with exponential list sizes, $\ell = e^N$, $L > 0$, for
which we obtain an exact asymptotic result. Specifically, we define the source-channel list-error exponent as

$$F_{\text{sc}}(L, D) = \lim_{N \to \infty} \sup_{G_N} \frac{1}{N} \ln \Pr[G_N(U|Y) > e^{NL}]$$

whenever the limit exists. (In taking the limit, we set $K = \lfloor N \lambda \rfloor$.) In Section V, we prove that for any DMS $P$, DMC $W$, additive distortion measure $d$, and $L > 0$

$$F_{\text{sc}}(L, D) = \min_{R \leq L} [F(R, D) + \lambda E_{\text{sp}}(R-L)/\lambda]$$

where $F(R, D)$ is Marton’s source-coding exponent [15], and $E_{\text{sp}}(\cdot)$ is the sphere-packing exponent [9, p. 157] for $W$.

List decoders with exponential list sizes are not practical; however, bounds on the probability of error for such decoders may have applications to the analysis of concatenated and hierarchical coding systems. In fact, an immediate application of these results is given in Section VI, where we obtain a lower bound to the distribution of computation in sequential decoding.

As stated before, one of our main motivations for studying joint source-channel guessing systems is for its suitability as a model for sequential decoding. We now summarize our results in this regard. Sequential decoding is a decoding algorithm for tree codes invented by Wozencraft [18]. The use of sequential decoding in joint source-channel coding systems was proposed by Koshelev [14] and Hellman [12]. The attractive feature of sequential decoding, in this context, is the possibility of generating a $D$-admissible reconstruction sequence, with an average computational complexity that grows only linearly with $N$, the length of the source sequence. To be more precise, let $C_N$ denote the amount of computation by the sequential decoder to reconstruct the first $N$ source symbols within distortion level $ND$. Then, $C_N$ is a random variable, which depends on the level of channel noise, as well as the specific tree code that is used and also the source and channel parameters. For practical applications, it is desirable to have $E[C_N]/N$, the average complexity per reconstructed source digit, bounded independently of $N$. Koshelev [14] studied this problem for the lossless case ($D = 0$) and gave a sufficient condition; in our notation, he showed that if $E(0, 1) < \lambda E_0(1)$ then it is possible to have $E[C_N]/N$ bounded (independently of $N$). Our interest in this paper is in converse results, i.e., necessary conditions for the possibility of having a bounded $E[C_N]/N$.

In Section VI, we point out a close connection between guessing and sequential decoding, and prove, as a simple corollary to (4), that for any DMS $P$, DMC $W$, and additive distortion measure $d$, $E[C_N]_d$ must grow exponentially with $N$ (thus $E[C_N]_d/N$ cannot be bounded) if

$$E(D, \rho) > \lambda E_0(\rho).$$

For the special case $D = 0$ and $\rho = 1$, this result complements Koshelev’s result, showing that his sufficient condition is also necessary. This result also generalizes the converse result in [1], where lossless guessing ($D = 0$) was considered for an equiprobable message ensemble. These issues are discussed further in Section VI.

The remainder of this paper is organized as follows. In Section II, we define the notation and give a more formal definition of the guessing problem. The single-letter form (4) is proved in Section III for the lossless case $D = 0$, and in Section IV for the lossy case $D > 0$. In Section V, we prove the single-letter form (7) for the source-channel list-error exponent. In Section VI, we apply the results about guessing to sequential decoding. Section VII concludes the paper by summarizing the results and stating some open problems. We also discuss in Section VII the possibility of using a stochastic encoder in place of $e_N$ and show that there is no advantage to be gained.

II. PROBLEM STATEMENT:
NOTATION, AND DEFINITIONS

We assume, unless otherwise specified, that the system in Fig. 1 has the following properties. The source is a DMS with a PMF $P$ over a finite alphabet $\mathcal{X}$. The channel is a DMC with finite input alphabet $\mathcal{X}$, finite output alphabet $\mathcal{Y}$, and transition probability matrix $W$. The reconstruction alphabet $\mathcal{U}$ is finite as well. The distortion measure $d$ is a single-letter measure, i.e., it is a function $d: \mathcal{U} \times \mathcal{U} \to [0, \infty)$, which is extended to $\mathcal{U}^N \times \mathcal{U}^N$ by setting $d(\mathbf{u}, \mathbf{u'}) = \sum_{n=1}^{N} d(u_n, u'_n)$. $\mathbf{u} = (u_1, \ldots, u_N)$ is a realization of $\mathbf{U}$. PMF’s of scalar random variables will be denoted by upper case letters, e.g., $P$, $P'$, $Q$, $S$. For random vectors, we will denote the PMF’s by upper case letters indexed by the length of the vector, e.g., $P_N$, $P'_N$, etc. We will omit the index $N$ for product-form PMF’s; e.g., we write $P(\mathbf{u})$ instead of $P_N(\mathbf{u})$ when $P_N$ is a product-form PMF. The probability of an event $A$ w.r.t. a probability measure $P$ will be denoted by $P(A)$. When the underlying probability measure is specified unambiguously, we also use a notation such as $P(\mathbf{u}, \mathbf{y})$ to denote the joint PMF of $\mathbf{U}$ and $\mathbf{Y}$, or $P(\mathbf{u}, A)$ to denote the probability of joint occurrence of $\mathbf{U} = \mathbf{u}$ and an event $A$. The expectation operation is denoted by $E[\cdot]$.

For a given vector $x \in \mathcal{X}^N$, the empirical PMF is defined as $Q_{\mathbf{x}} = \{Q_{\mathbf{x}}(x): x \in \mathcal{X}\}$, where $Q_{\mathbf{x}}(x) = N_{\mathbf{x}}(x)/N$, $N_{\mathbf{x}}(x)$ being the number of occurrences of the letter $x$ in the vector $\mathbf{x}$. The type class $T_{\mathbf{x}}$ of $\mathbf{x}$ is the set of all vectors $\mathbf{x'} \in \mathcal{X}^N$ such that $Q_{\mathbf{x'}} = Q_{\mathbf{x}}$. When we need to attribute a type class to a certain PMF $Q$ rather than to a vector, we shall use the notation $T_Q$.

In the same manner, for sequence pairs $(x, y) \in \mathcal{X}^N \times \mathcal{Y}^N$, the joint empirical PMF is the matrix $Q_{\mathbf{xy}} = \{Q_{\mathbf{xy}}(x, y): x \in \mathcal{X}, y \in \mathcal{Y}\}$, where $Q_{\mathbf{xy}}(x, y) = N_{\mathbf{xy}}(x, y)/N$, $N_{\mathbf{xy}}(x, y)$ being the number of joint occurrences of $x_i = x$ and $y_i = y$. For a stochastic matrix $V(y|x): x \in \mathcal{X}, y \in \mathcal{B}$, the $V$-shell $T_{\mathbf{xy}}(x)$ of a sequence $\mathbf{z} \in \mathcal{X}^N$ is the set of sequences $y \in \mathcal{B}^N$ such that $Q_{\mathbf{xy}}(x, y) = Q_{\mathbf{x}}(x)V(y|x)$ for all $x$ and $y$. 
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Next, we recall the definitions of some information-theoretic functions that appear in the paper. For a PMF $Q$ over an alphabet $\mathcal{A}$, the entropy of $Q$ is defined as

$$H(Q) = -\sum_{x \in \mathcal{A}} Q(x) \ln Q(x)$$

(9)

and its Rényi entropy of order $\alpha > 0$, $\alpha \neq 1$, as [16]

$$H_\alpha(Q) = \frac{1}{1-\alpha} \ln \sum_{x \in \mathcal{A}} (Q(x))^\alpha.$$ 

(10)

Sometimes we write $H(x)$ and $H_\alpha(x)$ to denote the entropy functions for a random variable $X$. For two PMF's $Q$ and $Q'$ on a common alphabet $\mathcal{A}$, the relative entropy function is

$$D(Q||Q') = \sum_{x \in \mathcal{A}} Q(x) \ln[Q(x)/Q'(x)].$$

(11)

For a stochastic matrix $\{V(y|x); x \in \mathcal{A}, y \in \mathcal{B}\}$, and a PMF $Q$ on $\mathcal{A}$, the mutual information function is defined as

$$I(Q, V) = \sum_{y \in \mathcal{B}} \sum_{x \in \mathcal{A}} Q(x)V(y|x) \ln[V(y|x)/V'(y)],$$

(12)

where

$$V'(y) = \sum_{x \in \mathcal{A}} Q(x)V(y|x).$$

The rate-distortion function $R(D, Q)$ for a DMS $Q$ on $\mathcal{U}$, w.r.t. a single-letter distortion measure $d$ on $\mathcal{U} \times \mathcal{U}$, is defined as

$$R(D, Q) = \min_V I(Q, V)$$

(13)

where the minimum is taken over all stochastic matrices $V$ such that

$$\sum_{u \in \mathcal{U}} \sum_{\tilde{u} \in \mathcal{U}} Q(u)V(\tilde{u}|u)d(u, \tilde{u}) \leq D.$$ 

(14)

Marton’s source-coding exponent $F(R, D)$ for a DMS $P$ is given by

$$F(R, D) = \min_{Q; R \geq D, Q \geq R} D(Q||P).$$

(15)

For a DMC $W$, we recall the following definitions. The channel capacity is defined as $C = \max_{S} I(S, W)$, where the maximum is over all PMF's on the channel input alphabet. Gallager’s auxiliary functions are defined as

$$E_0(\rho, S) = -\ln \left[ \sum_y \left( \sum_x S(x)W(y|x)^{1/(1+\rho)} \right)^{1+\rho} \right]$$

(16)

for any PMF $S$ on the channel input alphabet and any $\rho \geq 0$; and

$$E_0(\rho) = \max_{S} E_0(\rho, S).$$ 

(17)

The sphere-packing exponent function is defined as

$$E_{sp}(R) = \sup_{\rho \geq 0} [E_0(\rho) - \rho R].$$

(18)

Next, we define the guessing problem more precisely. For $\hat{u} \in \hat{\mathcal{U}}^N$, let

$$B(\hat{u}, D) \triangleq \{ u \in \mathcal{U}^N : d(u, \hat{u}) \leq ND \}.$$ 

(19)

Definition 1: A $D$-admissible guessing strategy for the set of sequences $\mathcal{U}^N$ is an ordered list $G_N = \{ \hat{u}_1, \hat{u}_2, \ldots \}$ of vectors in $\hat{\mathcal{U}}^N$ such that

$$\bigcup_i B(\hat{u}_i, D) = \mathcal{U}^N.$$ 

In other words, $G_N$ is an ordered covering of the set $\mathcal{U}^N$ by the “$D$-spheres” $B(\hat{u}_i, D)$.

Definition 2: The guessing function $G_N(\cdot)$ induced by a $D$-admissible guessing strategy $G_N$, is the function that maps each $u \in \mathcal{U}^N$ into a positive integer, which is the index $j$ of the first guessing word $\hat{u}_j \in G_N$ such that $d(u, \hat{u}_j) \leq ND$.

We now extend these definitions to the case where some side-information vector $y \in \mathcal{Y}$ is provided.

Definition 3: A $D$-admissible guessing strategy for $\mathcal{U}^N$ with side-information space $\mathcal{Y}$ is a collection $\{ G_N(y) \}$ such that for each $y \in \mathcal{Y}$, $G_N(y)$ is a guessing strategy for $\mathcal{U}^N$ in the sense of Definition 1.

Definition 4: The guessing function $G_N(\cdot|\cdot)$ induced by a $D$-admissible guessing strategy with side-information, $\{ G_N(y) \}$, is the function that maps each $u \in \mathcal{U}^N$ and $y \in \mathcal{Y}$ into a positive integer, $G_N(u|y)$, which is the index $j$ of the first guessing word $\hat{u}_j \in G_N(y)$ such that $d(u, \hat{u}_j) \leq ND$.

We shall omit the subscript $N$ from the guessing functions and simply write $G(\cdot)$, etc., when there is no room for ambiguity.

Notice that the above definitions make no reference to a probability measure. In the context of joint source-channel guessing, we regard $\mathcal{U}^N$ as the sample space for the source vector $\mathcal{U}$, and $\mathcal{Y}^K$ as that for the channel output vector $\mathcal{Y}$. The joint PMF for $U, Y$ is given by $P_U(u, y) = P_U(u)W(y|c_N(u))$ where $c_N: \mathcal{U}^N \rightarrow \mathcal{Y}^K$ is the encoding function. The decoder observes the channel output realization $y$ and employs a guessing strategy $G_N(y)$ to find a $D$-admissible reconstruction of the source realization $u$. Under such a strategy $G_N(U|Y)$ equals the random number of guesses until a $D$-admissible reconstruction $\hat{U}$ of $U$ is found.

Throughout, $o(N)$ will denote a positive quantity that goes to zero as $N$ goes to infinity.

III. THE LOSSLESS SOURCE-CHANNEL GUESSING EXPONENT

In this section, we consider the source-channel guessing problem for the lossless case $D = 0$, i.e., the case where the reconstruction alphabet is the same as the source alphabet and we desire exact reconstruction of the source output. This case is of interest in its own right. Also, the general lossy guessing problem ($D > 0$) is reduced to the lossless one by an argument given in the next section.

For lossless guessing, a guessing strategy $\{ G(y) \}$ that generates its guesses in decreasing order of a posteriori probabilities $Pr[U = u|Y = y]$ achieves the minimum possible value for the moments $E[G(U|Y)^p]$ of the associated guessing function. This is easily seen by simply writing


(20)
Note that such an optimal ordering of guesses depends on the encoder $c_N$ since the joint PMF is given by

$$\Pr[U = u, Y = y] = P(u)W(y|c_N(u)).$$

The fact that optimal guessing strategy is known for the lossless case facilitates the characterization of the associated guessing exponent, denoted by $E_{sc}(\rho)$. Our main result in this section is the following single-letter expression for this exponent.

**Theorem 1:** For any DMS $P$ and DMC $W$, the lossless joint source-channel guessing exponent is given by

$$E_{sc}(\rho) = \left[ \rho H_1/(1+\rho) - \lambda E_0(\rho) \right]^+.$$  \label{eq:21}

Since the proof of (21) is rather lengthy, it is deferred to the Appendix. In fact, in the Appendix we prove a stronger form of Theorem 1, which applies to sources with memory as well. Since the proofs for lossy guessing require the treatment of sources with memory (as the coded channel input may not be memoryless), we state this stronger result for future reference as the following proposition.

**Proposition 1:** For any discrete source with a possibly nonmemoryless PMF $P_N$ for the first $N$ source letters, and any fixed $\rho \geq 0$, there exists a lossless guessing function $G(U|Y)$ such that

$$E[G(U|Y)] \leq c(\rho) \exp \{ N[\rho H_1/(1+\rho) - \lambda E_0(\rho)]^+ \}$$

where $c(\rho)$ is a constant, independent of the source and channel, and of the length $N$. Conversely, for any guessing function $G(U|Y)$ and $\rho \geq 0$

$$E[G(U|Y)] \geq \exp \{ N[\rho H_1/(1+\rho) - \lambda E_0(\rho) - c(N)]^+ \},$$  \label{eq:22}

Proposition 1 implies, in particular, that for a memoryless source $P$, the $\rho$th moment of $G(U|Y)$ can be kept below the constant $c(\rho)$ for all $N \geq 1$ if

$$H_1/(1+\rho) < \lambda E_0(\rho)/\rho.$$  \label{eq:24}

(This cannot be deduced from (21) since it leaves open the possibility of subexponential growth of the moment.) Conversely, it follows directly from (21) that if

$$H_1/(1+\rho) > \lambda E_0(\rho)/\rho$$  \label{eq:25}

then $E_{sc}(\rho) > 0$ and the $\rho$th moment of $G(U|Y)$ must go to infinity exponentially in $N$.

Since $H_1/(1+\rho)$ is increasing and $E_0(\rho)/\rho$ is decreasing as functions of $\rho > 0$, the term $H_1/(1+\rho) - \lambda E_0(\rho)/\rho$ is minimized in the limit as $\rho \to 0$ (this is proved formally below), with the limiting value $H(P) - \lambda C$, where $C$ is the capacity of $W$. Thus we conclude that if $H(P) > \lambda C$, then $E[G(U|Y)]$ must go to infinity exponentially in $N$ for all $\rho > 0$. Conversely, if $H(P) < \lambda C$, then there exists a $\rho > 0$ such that, for any given $N$, it is possible to have $E[G(U|Y)] \leq c(\rho)$ by a suitable choice of the encoder and the guessing strategy.

It is interesting that the conditions $H(P) < \lambda C$ and $H(P) > \lambda C$ are also the conditions for the validity of the direct and converse parts, respectively, of Shannon’s joint source-channel coding theorem for the lossless case [3, p. 216]. This suggests an underlying strong relationship between the problems of i) being able to keep $E[G(U|Y)]$ from growing exponentially in $N$, for some $\rho > 0$, and ii) being able to make the probability of error $\Pr[G(U|Y) > 1]$ arbitrarily small as $N \to \infty$. However, we have found no simple argument that would explain why the conditions for the two problems are identical. We propose this as a topic for further consideration.

We end this section by discussing monotonicity and convexity properties for the function $E_{sc}(\rho)$. It is clear from the definition that $E_{sc}(\rho)$ must be a nondecreasing function of $\rho \geq 0$. This property, and further properties of $E_{sc}(\rho)$, can be obtained analytically by considering the form (21). For this, we refer to Lemma 1 (see the Appendix), which states that, for any fixed PMF $S$

$$f(\rho, S) \triangleq \rho H_1/(1+\rho) - \lambda E_0(\rho, S)$$

is a convex function, which is strictly increasing in the range of $\rho > 0$ where $f(\rho, S) > 0$. We have

$$E_{sc}(\rho) = \left[\min_S f(\rho, S)\right]^+ = \min_S [f(\rho, S)]^+.$$  \label{eq:26}

Since the minimum of a family of increasing functions is increasing, it follows that $E_{sc}(\rho)$ is increasing in the range where it is positive.

As for convexity, $E_{sc}(\rho)$ is convex whenever $E_0(\rho) = \min_S E_0(\rho, S)$ is concave; this is true in particular for those channels where the minimum is achieved by the same $S$ for all $\rho \geq 0$, such as the binary-symmetric channel. There are channels, however, for which $E_0(\rho)$ is not concave [9], and hence it is possible to construct examples for which $E_{sc}(\rho)$ is not convex. (For example, take $P$ as the uniform distribution on a binary alphabet so that $\rho H_1/(1+\rho) = \rho \ln 2$. Let $E_0(\rho)$ be nonconcave. Then, for $\lambda$ large enough, $E_{sc}(\rho)$ will be nonconvex.)

IV. THE LOSSY SOURCE-CHANNEL GUESSING EXPONENT

We are now in a position to prove the main result of this paper.

**Theorem 2:** For any DMS $P$, DMC $W$, and single-letter distortion measure $d$, the joint source-channel guessing exponent $E_{sc}(D, \rho)$ has a single-letter form given by

$$E_{sc}(D, \rho) = [E(D, \rho) - \lambda E_0(\rho)]^+.$$  \label{eq:26}

**Proof:**

**Direct Part:** We need to show

$$E_{sc}(D, \rho) \leq [E(D, \rho) - \lambda E_0(\rho)]^+.$$

To obtain an upper bound on the minimum attainable $E[G(U|Y)]$, we consider a two-stage source-channel coding scheme (Fig. 2). In the first stage, the source output $U$ is encoded into a rate-distortion codeword $\hat{U}$ such that
In the second stage, a joint source-channel guessing scheme is employed, aiming at lossless recovery of \( \mathbf{U} \). The details are as follows.

The encoding of \( \mathbf{U} \) into a channel input block \( \mathbf{X} \) is dependent on the type of \( \mathbf{U} \). Let \( f_Q : \mathcal{T}_Q \rightarrow \mathcal{C}_Q \) be a rate-distortion encoder for the type class \( \mathcal{T}_Q \subseteq \mathcal{U}^N \) such that \( d(\mathbf{u}, f_Q(\mathbf{u})) \leq ND \) for each \( \mathbf{u} \in \mathcal{T}_Q \) and the codebook \( \mathcal{C}_Q \) has size \( e^{N(\mathbb{R}(D, Q)+\epsilon N)} \). Such an encoder exists by the type-covering lemma [5, p. 150]. Let \( g_Q : \mathcal{C}_Q \rightarrow \mathcal{X}^K \) denote a channel encoder that maps the codebook \( \mathcal{C}_Q \) into channel codewords. The two-stage encoder first checks the type of \( \mathbf{U} \), and if \( \mathbf{U} \in \mathcal{T}_Q \), then the encoding functions \( f_Q \) and \( g_Q \) are applied to generate the channel input block \( \mathbf{X} = g_Q(f_Q(\mathbf{U})) \).

The guesser in the system does not know in advance the type of \( \mathbf{U} \). To overcome this difficulty, we employ a \( D \)-admissible guessing strategy \( \{G_Q(\mathbf{y}) : \mathbf{y} \in \mathcal{Y}_Q^K\} \) for \( \mathcal{U}^N \) which interlaces the guesses by a family of \( D \)-admissible guessing strategies \( \{G_Q(\mathbf{y}) : \mathbf{y} \in \mathcal{Y}_Q^K\} \) for \( \mathcal{U}^N \), indexed by types \( Q \) over \( \mathcal{U}^N \). To be precise, let \( Q_1, \ldots, Q_v \) be an enumeration of the types. For any fixed \( \mathbf{y} \in \mathcal{Y}_Q \), the interlaced guessing strategy \( \{G_Q(\mathbf{y})\} \) generates its guesses in rounds. In the first round, the first guesses by \( G_Q(\mathbf{y}) \), \( i = 1, \ldots, v \), are generated, respectively; in the second round, the second guesses are generated, and so on. (If at some round, there are no more guesses by some \( G_Q(\mathbf{y}) \), dummy guesses are inserted.) Let \( G(\mathbf{u}|\mathbf{y}), G_Q(\mathbf{u}|\mathbf{y}) \) be the guessing functions for \( G(\mathbf{y}) \), \( G_Q(\mathbf{y}) \), respectively. Due to interlacing, we have \( G(\mathbf{u}|\mathbf{y}) \leq v G_Q(\mathbf{u}|\mathbf{y}) \) for all \( \mathbf{u} \) and \( \mathbf{y} \), hence

\[
E[G(\mathbf{U}|\mathbf{Y})] = \sum_Q \Pr[\mathbf{U} \in \mathcal{T}_Q] E[G(\mathbf{U}|\mathbf{Y})|\mathbf{U} \in \mathcal{T}_Q] \leq \sum_Q \Pr[\mathbf{U} \in \mathcal{T}_Q] v^{D+1} E[G_Q(\mathbf{U}|\mathbf{Y})|\mathbf{U} \in \mathcal{T}_Q] \leq v^{D+1} \max_Q \{P(T_Q) E[G_Q(\mathbf{U}|\mathbf{Y})|\mathbf{U} \in \mathcal{T}_Q]\},
\]

Next, we specify \( G_Q(\mathbf{y}) \) so that it is an “efficient” guesser when \( \mathbf{U} \in \mathcal{T}_Q \). For this, we suppose that the first \( |Q| \) guesses by \( G_Q(\mathbf{y}) \) consist of an enumeration of the elements of \( \mathcal{C}_Q \) in descending order of the conditional probabilities \( \Pr[\mathbf{U} = \mathbf{u}, \mathbf{Y} = \mathbf{y}] \); the remaining guesses are immaterial so long as they are chosen to ensure the validity of the hypothesis that \( G_Q(\mathbf{y}) \) is \( D \)-admissible for \( \mathcal{U}^N \). Observe that \( G_Q(\mathbf{y}) \) is also a lossless guessing strategy for \( \mathcal{C}_Q \); furthermore, due to the way it has been specified, it is optimal as a lossless guessing strategy for \( \mathcal{C}_Q \), in the sense of minimizing the conditional moments \( E[G_Q(\mathbf{U}|\mathbf{Y})|\mathbf{U} \in \mathcal{T}_Q] \), for all \( \rho \geq 0 \).

(30) where we may have strict inequality if \( d(\mathbf{u}, \mathbf{u'}) \leq ND \) for some \( \mathbf{u'} \in \mathcal{C}_Q \) such that

\[
G_Q(\mathbf{u'}) \prec G_Q(f_Q(\mathbf{u}))
\]

where \( \prec \) is the partial order on \( \mathcal{C}_Q \), defined by \( \mathbf{u'} \prec \mathbf{u} \) if \( \mathbf{u'} \) and \( \mathbf{u} \) are codewords of \( \mathcal{C}_Q \) and \( \mathbf{u'} \) precedes \( \mathbf{u} \) in the order they are generated by \( f_Q(\mathbf{u}) \).

Taking expectations of both sides of (30) w.r.t. the conditional probability measure \( \Pr[\mathbf{U} = \mathbf{u}, \mathbf{Y} = \mathbf{y}|\mathbf{U} \in \mathcal{T}_Q] \) (note that this conditional PMF equals zero unless \( \mathbf{u} = f_Q(\mathbf{u}) \)), we obtain

\[
E[G_Q(\mathbf{U}|\mathbf{Y})|\mathbf{U} \in \mathcal{T}_Q] \leq E[G_Q(\mathbf{U'})|\mathbf{U} \in \mathcal{T}_Q].
\]

(31)

By Proposition 1, we know that the channel encoder \( g_Q \) can be chosen so that

\[
E[G_Q(\mathbf{U}|\mathbf{Y})|\mathbf{U} \in \mathcal{T}_Q] \leq c(\rho) \exp\{N[pR(D, Q) - \lambda E_Q(\rho)]\}
\]

where \( P_N \) is the conditional PMF of \( \mathbf{U} \) given \( \mathbf{U} \in \mathcal{T}_Q \), i.e., \( P_N \) is a PMF on \( \mathcal{C}_Q \) with

\[
P_N(\mathbf{u}) = \Pr[\mathbf{U} = \mathbf{u}|\mathbf{U} \in \mathcal{T}_Q] \sum_{\mathbf{u} \in \mathcal{T}_Q, f_Q(\mathbf{u}) = \mathbf{u}} P(\mathbf{u})/P(T_Q).
\]

The Rényi entropy \( H_{1/(1+\rho)}(P_N) \) is upper-bounded by

\[
\frac{1}{1+\rho} \log |\mathcal{C}_Q| = \mathbb{N}[\log(D, Q) + o(N)]
\]

so

\[
E[G_Q(\mathbf{U}|\mathbf{Y})|\mathbf{U} \in \mathcal{T}_Q] \leq c(\rho) \exp\{N[pR(D, Q) - \lambda E_Q(\rho)]\}
\]

where the last line follows by (2), proved in [2]. Substituting this into (29) and noting that \( v \leq (1 + N)^{D+1} \), we have the proof that \( \mathcal{N}_{\mathcal{C}_Q}(D, \rho) \geq [E(D, \rho) - \lambda E_Q(\rho)]^+ \).

Converse Part: We need to show

\[
\mathcal{N}_{\mathcal{C}_Q}(D, \rho) \geq [E(D, \rho) - \lambda E_Q(\rho)]^+.
\]

Consider an arbitrary \( D \)-admissible joint source-channel guessing strategy \( \{G(\mathbf{y}) : \mathbf{y} \in \mathcal{Y}_Q^K\} \) for \( \mathcal{U}^N \), with associated guessing function \( G(\mathbf{u}|\mathbf{y}) \). Let \( \mathbf{U}_Q, \mathbf{Y}_Q \) denote the random variables whose joint PMF equals the conditional PMF of \( \mathbf{U}, \mathbf{Y} \) given \( \mathbf{U} \in \mathcal{T}_Q \); i.e., \( \mathbf{U}_Q \) has a PMF which is uniform on \( \mathcal{T}_Q \), and \( \mathbf{Y}_Q \) is the channel output random variable when the channel codeword for \( \mathbf{U}_Q \) is transmitted. Then

\[
E[G(\mathbf{U}|\mathbf{Y'})] = \sum_Q P(T_Q) E[G(\mathbf{U}|\mathbf{Y'})|\mathbf{U} \in \mathcal{T}_Q]
\]

(32)
Next we lower-bound the moments of $G(U_0, Y_Q)$. For any fixed $y$, let $G_0, Q(y)$ be a guessing strategy for $T_Q$ which is obtained from $G(y)$ as follows. For each guess $u$ produced by $G(y)$, $G_0, Q(y)$ produces, successively, the elements of the set $B(u, D) = \{ u \in T_Q : d(u, u) \leq ND \}$. Clearly, $\alpha, Q(y)$ is lossless for $T_Q$, and has an associated guessing function that satisfies the bound

$$G_0, Q(u|y) \leq B_{max} G(u|y), \quad \text{for each } u \in T_Q \quad (40)$$

where

$$B_{max} = \max_{u \in D} |B(u, D)|.$$

It is known [4] and also shown in the Appendix that

$$B_{max} \leq \exp \{ N[H(Q) - R(D, Q) + o(N)] \}. \quad (41)$$

Now, by Proposition 1, and since

$$H_{1/(1+\rho)}(U_0) = (1/N) \ln |T_Q| \geq H(Q) - o(N)$$

(for the inequality, see, e.g., [5, p. 30]), we have

$$E[G_0, Q(U_0|Y_Q)] \geq \exp \{ N[\rho H(Q) - \lambda E_0(\rho) - o(N)]^{+} \}. \quad (42)$$

Combining (39)–(42), and using the bound

$$P(T_Q) \geq \exp \{ -N[D(Q||P) + o(N)] \} \quad [5, p. 32],$$

we obtain

$$E[G(U|Y)^\rho] \geq \sum_Q \exp \{ N[-D(Q||P) + \rho R(D, Q)$$

$$\quad - \lambda E_0(\rho) - o(N)]^{+} \} \quad (43)$$

$$\geq \max_Q \exp \{ N[-D(Q||P) + \rho R(D, Q)$$

$$\quad - \lambda E_0(\rho) - o(N)]^{+} \} \quad (44)$$

$$= \exp \{ N[E(D, \rho) - \lambda E_0(\rho) - o(N)]^{+} \}. \quad (45)$$

This completes the proof of the converse part. □

As mentioned in the Introduction, the special case of Theorem 2 for $\lambda = 0$, which corresponds to having no channel, was proved in [2].

Further insight into Theorem 2 can be gained by studying the properties of the function $E_{sec}(D, \rho)$.

**Proposition 2:** The joint source-channel guessing exponent function $E_{sec}(D, \rho)$ has the following properties.

a) For fixed $\rho > 0$, $E_{sec}(D, \rho)$ is a convex function of $D \geq 0$, which is strictly decreasing in the range where it is positive. There is a finite $D_0$, given by the solution of $E(D_0, \rho) = \lambda E_0(\rho)$, such that $E_{sec}(D, \rho) = 0$ for $D \geq D_0$. For any distortion measure such that there exists no reconstruction symbol which is at distance zero to more than one source symbol, we have

$$E_{sec}(0, \rho) = [\rho H_{1/(1+\rho)}(P) - \lambda E_0(\rho)]^{+}. \quad (46)$$

b) For fixed $D \geq 0$, $E_{sec}(D, \rho)$ is a continuous function of $\rho \geq 0$, which is strictly increasing in the range where it is positive. We have $E_{sec}(D, \rho) > 0$ for all $\rho > 0$ if and only if $R(D, P) > \lambda C$, where $C$ is the channel capacity. The function $E_{sec}(D, \rho)$ is convex in $\rho$ whenever $E_0(\rho)$ is concave.

**Proof:** For the most part, this proposition is straightforward and we omit the full proof. We only mention that in part a), the convexity and monotone decreasing property of $E_{sec}(D, \rho)$ as a function of $D$ follow from the fact, proved in [2], that for fixed $\rho > 0$, $E(D, \rho)$ is a strictly decreasing, convex function of $D$ in the range where it is positive.

For part b), we recall the fact, shown in [2], that $E(D, \rho)$ is a convex function of $\rho \geq 0$ (for fixed $D$). Since $E_0(\rho, S)$ is a concave function of $\rho \geq 0$ for any fixed PMF $S$ [9, p. 142], $E_0(\rho, S) = E(D, \rho) - \lambda E_0(\rho, S)$ is a convex function of $\rho \geq 0$. By convexity and the fact that $E_0(0, S) = 0$, the function $E_0(\rho, S)$ is strictly increasing in the range of $\rho$ where $E_0(\rho, S) > 0$. (This last statement is proved in the same manner as in the proof of Lemma 1.) Since $E_{sec}(D, \rho)$ is given by $\min_{\rho \geq 0} [E(D, \rho) - \lambda E_0(\rho, S)]^{+}$, it is also strictly increasing where it is positive (the minimum of a family of increasing functions is increasing).

We have $E_{sec}(D, \rho) > 0$ for all $\rho > 0$ if $E(\rho, S) > 0$ for all $\rho > 0$ and all $S$. Since $E(\rho, S)$ is a convex function of $\rho$ with $E(0, S) = 0$, $E(\rho, S) > 0$ for all $\rho > 0$ if and only if $E'(0, S) > 0$. But

$$E'(0, S) = \lim_{\rho \to 0} \frac{E(D, \rho) - \lambda E_0(\rho, S)}{\rho} = R(D, P) - \lambda I(S, W).$$

It follows that $E(D, \rho) > 0$ for all $\rho > 0$ if and only if $R(D, P) > \lambda C = \lambda \max_{S} I(S, W)$. Since $E(D, \rho)$ is convex, it is clear that $E_{sec}(D, \rho)$ is convex whenever $E_0(\rho)$ is concave. (However, $E_{sec}(D, \rho)$ is in general nonconvex, as shown for the lossless case $D = 0$ in the previous section.) This completes the proof.

It is interesting that, as we have just proved, if $R(D, P) > \lambda C$, then $E_{sec}(D, \rho) > 0$ for all $\rho > 0$, and hence, $E[G(U|Y)^\rho]$ must go to infinity as $N$ goes to infinity for all $\rho > 0$. Conversely, if $R(D, P) < \lambda C$, then there exists a $\rho > 0$ such that it is possible to keep $E[G(U|Y)^\rho]$ from growing exponentially in $N$. The conditions $R(D, P) < \lambda C$ and $R(D, P) > \lambda C$ are also the conditions for the validity of the direct and converse parts, respectively, of Shannon’s joint source-channel coding theorem [9, p. 449] for the lossy case. This is analogous to the problem already mentioned in the lossless case, and the same type of remarks apply.

V. **SOURCE-CHANNEL LIST DECODING EXPONENT**

The aim of this section is to prove the following result.

**Theorem 3:** For any DMS $P$, DMC $W$, $L > 0$, and $D \geq 0$, the source-channel list-error exponent is given by

$$E_{sec}(L, D) = \min_{R \geq L} \{ E[R, D] + \lambda E_{spl}[(R - L)/\lambda] \}. \quad (46)$$
Before we give the proof, we wish to comment on some aspects of this theorem. We remark that for the special case \( \lambda = 0 \), determining \( F_{sc}(L, D) \) is equivalent to determining the “error exponent in source coding with a fidelity criterion,” a problem solved by Marton [15]. In this problem, one is interested in the probability that a rate-distortion codebook \( \mathcal{C} \subset \mathcal{U}^N \) of size \( e^{NL} \) contains no codeword which is within distance \( ND \) of the random vector \( U \in \mathcal{U}^N \) produced by a DMS \( P \). Marton’s exponent \( F(L, D) \) is the best attainable exponential rate of decay of this probability as \( N \to \infty \). Indeed, for \( \lambda = 0 \), we have \( F_{sc}(L, D) = F(L, D) \), in agreement with Marton’s result.

It will be noted that the case \( L = 0 \) is excluded from the theorem. For \( L = 0 \), we have a list of size 1, independent of \( N \). As mentioned in the Introduction, list-of-1 decoding in joint source-channel coding systems was considered by Csiszár; and the error exponent remains only partially known. We also note that if \( L = 0 \) is interpreted as the list size going to infinity at a subexponential rate, then the theorem holds also for \( L = 0 \). We do not prove this statement, since subexponential list sizes are not of interest in the present work.

Finally, we wish to re-iterate that though list-decoders with exponential list sizes are not viable in applications, the above theorem serves as a tool to find bounds on the distribution of computation in sequential decoding, as shown in the next section.

**Proof of Theorem 3:**

**Direct Part:** We need to show

\[
F_{sc}(L, D) \geq \min_{R \leq L} \{ F(R, D) + \lambda E_{sp}[(R-L)/\lambda] \}.
\]

To obtain an upper bound on the minimum attainable probability of list decoding error, we consider a two-stage encoding scheme and an interlaced guessing strategy, just as in the proof of Theorem 2. Then, for any fixed \( y \), among the first \( e^{NL} \) guesses by \( G(y) \), there are at least \( v^{-1} e^{NL} \) guesses by each \( G_Q(y) \). So, we have (writing \( v^{-1} e^{NL} \) in place of \( v^{-1} e^{NL} \) for notational convenience)

\[
\Pr[G(U|Y) > e^{NL}] \\
\leq \sum_{Q} P(T_Q) \Pr[G_Q(U|Y) > v^{-1} e^{NL}|U \in T_Q] \\
= \sum_{Q} P(T_Q) \Pr[G_Q(U|Y) > v^{-1} e^{NL}] \\
\leq \sum_{Q} P(T_Q) \Pr[G_Q(U|Y) > v^{-1} e^{NL}] \\
= \sum_{Q} P(T_Q) \Pr[G_Q(U|Y) > v^{-1} e^{NL}] \\
\]

where \( U_Q, \hat{U}_Q, Y_Q \) are random variables whose joint PMF equals the conditional joint PMF of \( U, \hat{U}, Y \), given \( U \in T_Q \).

To be precise

\[
\Pr[U_Q = u, \hat{U}_Q = \hat{u}, Y_Q = y] = \Pr[U = u, \hat{U} = \hat{u}, Y = y|U \in T_Q] \\
= \begin{cases} 
P(u)W(g_Q(\hat{u}))/P(T_Q), & \text{if } u \in T_Q \\
0, & \text{otherwise}.
\end{cases}
\]

Note, in particular, that \( \hat{U}_Q \) is a random variable over the rate-distortion code \( C_Q \). The event \( G(\hat{U}_Q|Y_Q) > v^{-1} e^{NL} \) may be interpreted as an error event in a communication system with a message ensemble \( \hat{U}_Q \) of rate

\[
H(\hat{U}_Q)/K \leq (1/K) \ln[\lambda^{C_Q}] \leq [R(D, Q) + o(N)]/\lambda.
\]

and with a list-decoder of list-rate

\[
(1/K) \ln[v^{-1} e^{NL}] = [L - o(N)]/\lambda.
\]

By a well-known random-coding bound on the best attainable probability of error for list-decoders [7], [17], the channel encoder \( g_Q \) can be chosen so that

\[
\Pr[G(\hat{U}_Q|Y_Q) > v^{-1} e^{NL}] \\
\leq \exp\{-N[\lambda E_{sp}[(R(D, Q) - L)/\lambda] - o(N)]\}. \\
\]

By (49) and (52), and using the fact that

\[
P(T_Q) \leq \exp\{-N(D(Q)|P)\}
\]

we now have

\[
\Pr[G(\hat{U}_Q|Y_Q) > e^{NL}] \\
\leq \sum_{Q} \exp\{-N[D(Q)|P] + \lambda E_{sp}[(R(D, Q) - L)/\lambda] - o(N)]\}. \\
\]

By (49) and (52), and using the fact that

\[
P(T_Q) \leq \exp\{-N(D(Q)|P)\}
\]

we now have

\[
\Pr[G(\hat{U}_Q|Y_Q) > e^{NL}] \\
\leq \sum_{Q} \exp\{-N[D(Q)|P] + \lambda E_{sp}[(R(D, Q) - L)/\lambda] - o(N)]\}. \\
\]

where in the last line, the term \( v \) was absorbed by \( o(N) \), and we used the following equality:

\[
\min_{R} \{ F(R, D) + \lambda E_{sp}[(R-L)/\lambda] \} \\
= \min_{R} \min_{Q: R(D, Q) \geq R} \{ D(Q)|P] + \lambda E_{sp}[(R-L)/\lambda] \} \\
= \min_{Q} \min_{R \leq R(D, Q)} \{ D(Q)|P] + \lambda E_{sp}[(R-L)/\lambda] \} \\
= \min_{Q} \{ D(Q)|P] + \lambda E_{sp}[(R(D, Q) - L)/\lambda] \}.
\]

In (58), we made use of the monotone decreasing property of \( E_{sp} \). Note that since \( E_{sp}(\cdot) \) is infinite for negative arguments and \( F(R, D) \) is infinite for

\[
R > R_{max}(D) \triangleq \max_{Q} R(D, Q)
\]

the minimum over \( R \) in (55) can be restricted to the range \([L, R_{max}(D)]\), provided, of course, that \( L < R_{max}(D) \). This justifies the use of \( \min \) rather than \( \inf \) in the minimization over \( R \). (For \( L \geq R_{max}(D) \), the probability of failure can be trivially made zero). This completes the proof of the direct part.
Converse Part: We need to show
\[ F_{sc}(L, D) \leq \min_{R \leq L} \{ F(R, D) + \lambda E_{sp}(R - L)/\lambda \} \]

We follow the method Csiszár [4] used in lower-bounding \( \Pr \{ G(U | Y) > 1 \} \). Let \( \{ G(Y) \} \) be an arbitrary D-admissible guessing strategy for \( U \), and \( G(u | y) \) the associated guessing function. As proved in Appendix C, each guess \( \hat{u} \in U^N \) by \( G(Y) \) covers, within distortion level \( ND \), at most
\[ \exp \{ N[H(Q) - R(D, Q) + o(N)] \} \]
elements of \( T_Q \). Thus \( c_{NL} \) guesses cover at most
\[ \exp \{ N[L + H(Q) - R(D, Q) + o(N)] \} \]
elements of \( T_Q \). Thus conditional on \( U \in T_Q \), \( G(U | Y) > c_{NL} \)
corresponds to making an error with a list size of at most
\[ \exp \{ N[L + H(Q) - R(D, Q) + o(N)] \} \].

So, by the sphere-packing lower bound for list decoding [17], we have
\[ \Pr \{ G(U | Y) > c_{NL} \} \leq \exp \{ -N \min_{Q \in \Theta} \{ H(Q) - R(D, Q) - L \}/\lambda + o(N) \} \].
(59)

(Note that the argument of \( E_{sp} \) is obtained as the difference of the source rate \( H(Q)/\lambda \) and the list rate \( L + H(Q) - R(D, Q) - L \)/\( \lambda \).)

Since \( \Pr(T_Q) \geq \exp \{ -N \min_{Q \in \Theta} \{ H(Q) - R(D, Q) - L \}/\lambda + o(N) \} \), we obtain
\[ \Pr \{ G(U | Y) > c_{NL} \} \leq \exp \{ -N \min_{Q \in \Theta} \{ H(Q) - R(D, Q) - L \}/\lambda + o(N) \} \].
(60)

which completes the proof in view of (56)–(58).

VI. APPLICATION TO SEQUENTIAL DECODING

Sequential decoding is a search algorithm introduced by Wozencraft [18] for finding the transmitted path through a tree code. Well-known versions of sequential decoding are due to Fano [6], Zigangirov [19], and Jelinek [10]. The computational effort in sequential decoding is a random variable, depending on the transmitted sequence, the received sequence, and the exact search algorithm. Our aim in this section is to exploit the relationship between guessing and sequential decoding to obtain converse (unachievability) results on the performance of sequential decoders.

Koshelev [14] and Hellman [12] considered using a convolutional encoder for joint source-channel encoding and a sequential decoder at the receiver for lossless recovery \( (D = 0) \) of the source output sequence. For the class of Markov sources, Koshelev showed that the expected computation per correctly decoded digit in such a system can be kept bounded if the Rényi entropy of order 1/2 for the source, \( \lim_{N \to \infty} H_{1/2}(P_N)/N \), is smaller than \( \lambda E_0(1) \). Here, \( P_N \) denotes the joint probability distribution for the first \( N \) source letters. In this section, we first prove a converse result which complements Koshelev's achievability result. Subsequently, we prove a converse for the lossy case.

Consider an arbitrary discrete source (not necessarily Markovian) with distribution \( P_N \) for the first \( N \) source letters. Consider an arbitrary tree code that maps source sequences into channel input sequences so that at each step the encoder receives \( n \) source symbols and emits \( k = \lambda n \) channel input symbols. Thus each node of the tree has \( \lfloor k/n \rfloor \) branches emanating from it, and each branch is labeled with \( k \) channel symbols. Consider the set of nodes at a fixed level, \( N \) source symbols (or \( K = \lambda N \) channel symbols) into the tree code. Each node at this level is associated in a one-to-one manner with a sequence \( u \) of length \( N \) in the source ensemble. Only one of these nodes lies on the channel sequence that actually gets transmitted in response to the source output realization; we call this node the correct node. The correct node at level \( N \) is a random variable, which we identify and denote by \( U \), the first \( N \) symbols of the source. We let \( X \) denote the channel input sequence of length \( K \) corresponding to the correct node \( U \), and \( Y \) the channel output sequence of length \( K \) that is received when \( X \) is transmitted.

Now we use an idea due to Jacobs and Berlekamp [13] to relate guessing to sequential decoding. Any sequential decoder, applied to the above tree code, begins its search at the origin and extends it branch by branch eventually to examine a node \( u' \) at level \( N \), possibly going on to explore nodes beyond \( u' \). We assume that if \( u' \neq u \), i.e., \( u' \) is not the correct node at level \( N \), then the decoder eventually retracts its steps back to below level \( N \) and proceeds to examine a second node \( u'' \) at level \( N \). If \( U \neq u'' \), then eventually a third node at level \( N \) is examined, and so on. Thus for any given realization \( y \) of \( Y \), we have an ordering of the nodes at level \( N \), in which a node \( u \) is preceded by those nodes that the sequential decoder examines before \( u \) when \( u \) is the correct node. We let \( G(u | y) \) denote the position of \( u \) in this ordering when \( Y = y \). (By definition of sequential decoding, the value \( G(u | y) \) is well-defined in the sense that, for any fixed sequential decoder and fixed tree code, the order in which nodes at level \( N \) are examined does not depend on the portion of the channel output sequence beyond level \( K \); it depends only on \( y \).

Clearly, \( G(u | y) \) is a lower bound to the number of computational steps performed by the sequential decoder in decoding the first \( N \) symbols of the transmitted sequence, when \( U = u \) and \( Y = y \). Let \( C_N \) denote the (random) number of steps by the sequential decoder to correctly decode the first \( N \) source symbols. Then, lower bounds to the moments \( \mathbb{E}[G(U | Y)^p] \) constitute lower bounds to \( \mathbb{E}[C_N^p] \). By Proposition 1
\[ \mathbb{E}[G(U | Y)^p] \geq \exp \{ N[pH_{1/1+p}(P_N)/N - \lambda E_0(p) + o(N)]^+ \} \].
(61)
So, if
\[ \lim_{N \to \infty} \sup_{\rho} \rho H_{1/1+p}(P_N)/N > \lambda E_0(p) \]
then \( \mathbb{E}[G(U | Y)^p] \) grows exponentially with \( N \) (for some subsequence), and so does \( \mathbb{E}[C_N^p] \). In particular, if
\[ \lim_{N \to \infty} \sup_{\rho} H_{1/2}(P_N)/N > \lambda E_0(1) \]
then the average computation per correctly decoded digit is unbounded and sequential decoding cannot be used in practice.

We summarize this converse result as follows.
Proposition 3: Suppose a discrete source, with distribution $P_N$ for the first $N$ source letters, is encoded, using a tree code, into the input of a DMC $W$ at a rate of $\lambda$ channel symbols per source symbol, and a sequential decoder is used at the receiver. Let $C_N$ be the amount of computation by the sequential decoder to correctly decode the first $N$ source symbols. Then, the $\rho$th moment of $C_N$ grows exponentially with $N$ if the “source rate”

$$\limsup_{N \to \infty} \frac{H_1(\lambda + \rho)}{N}$$

exceeds $\lambda$ times the channel “cutoff rate” $E_0(\rho)/\rho$.

This result complements Koshelev’s result [14], mentioned above. Note that it applies for any $\rho \geq 0$, while Koshelev was concerned only with $\rho = 1$. We also note that this result generalizes the converse in [1], where the source was restricted to be a DMS with equiprobable letters.

Next we consider the lossy case. First, we need to make precise what successful guessing means in this case, since we are dealing here with piecemeal generation of a reconstruction sequence of indefinite length. We shall insist that for any realization $u_1, u_2, \ldots$ of the source sequence, the system eventually produces a reconstruction sequence $\hat{u}_1, \hat{u}_2, \ldots$ such that $d(u_n, \hat{u}_n) \leq ND$ for all $N \geq N_0$, where $N_0$ is a constant independent of the source and reconstruction sequences. This means that we desire to have a reconstruction sequence that stays close to the source sequence, with the possible exception of a finite initial segment.

As in the lossless case, the tree encoder receives successive blocks of $k$ symbols from the source and for each such block emits $k = \lambda n$ channel input symbols. The sequential decoder works in the usual manner, generating a guess at each node it visits. The guess associated with a node at level $N$ is a reconstruction block $\hat{u} = (\hat{u}_1, \ldots, \hat{u}_N)$ of length $N$, which stays fixed throughout. We assume a prefix property for the guesses in the sense that the guess at a node is the prefix of the guesses at its descendants.

Fix $N \geq N_0$. For any source block $u = (u_1, \ldots, u_N)$ and channel output block $y = (y_1, \ldots, y_N)$, let $G(u|y)$ denote the number of nodes at level $N$ visited by the sequential decoder before it first generates a guess $\hat{u} = (\hat{u}_1, \ldots, \hat{u}_N)$ satisfying $d(u, \hat{u}) \leq ND$. It is possible that the sequential decoder subsequently revises its first $D$-admissible guess $\hat{u}$ at level $N$, but eventually it must settle for some $D$-admissible guess if it ever produces a $D$-admissible reconstruction of the entire source sequence. In any case, $G(u|y)$ is a lower bound to the number of computational steps by the sequential decoder until it settles for its final $D$-admissible guess about the source block $u$, when $y$ is the channel output block. Now assuming that the source in the system is a DMS, we have by Theorem 2

$$\mathbb{E}[G(u|y)^\rho] \geq \exp\{N[E(D, \rho) - \lambda E_0(\rho) - o(N)]\}. \quad (62)$$

We thus obtain the following converse result on the computational complexity of sequential decoding.

Proposition 4: Suppose a DMS $P$ is encoded, using a tree code, into the input of a DMC $W$ at a rate of $\lambda$ channel symbols per source symbol, and a sequential decoder is used at the receiver. Let $C_N$ be the amount of computation by the sequential decoder to generate a $D$-admissible reconstruction of the first $N$ source letters. Then, for any $\rho > 0$, the moment $\mathbb{E}[C_N^\rho]$ must grow exponentially with $N$ if $E(D, \rho) > \lambda E_0(\rho)$.

This result exhibits the operational significance of the functions $E(D, \rho)/\rho$ and $E_0(\rho)/\rho$. Note that as $\rho \to 0$, $E(D, \rho)/\rho \to H(D, P)$ and $E_0(\rho)/\rho \to C$, leading to the expected conclusion that if $H(D, P) > \lambda C$, then $\mathbb{E}[C_N^\rho]/N$ must go to infinity as $N$ increases, for all $\rho > 0$.

We conjecture that a direct result complementing Proposition 4 can be proved. In other words, we conjecture that there exists a system, employing tree coding and sequential decoding, for which $\mathbb{E}[C_N^\rho]/N$ is bounded independently of $N$, for any given $\rho > 0$ satisfying $E(D, \rho) < \lambda E_0(\rho)$. The proof of such a direct result would be lengthy and will not be pursued here.

As a final remark, we note that the lower bound in Section V on the probability of list decoding error directly yields the following lower bound on the distribution of computation in sequential decoding:

$$\Pr[C_N \geq e^{NL}] \geq \exp\{-N[F_{se}(L, D) + o(N)]\}. \quad (63)$$

This is a generalization of the result in [13] about the Pareto behavior of the distribution of computation in sequential decoding.

VII. CONCLUSIONS

We considered the joint source-channel coding and guessing problem, and gave single-letter characterizations for the guessing exponent $E_{se}(D, \rho)$ and the list-error exponent $F_{se}(L, D)$ for the case where the source and channel are finite and memoryless. We applied the results to sequential decoding and gave a tighter lower bound to moments of computation, which, in the lossless case, established the tightness of Koshelev’s achievability result.

The results suggest that, as far as the $\rho$th moment of the guessing effort is concerned, the quantity $E(D, \rho)/\rho$ can be interpreted as the effective rate of a DMS, and $E_0(\rho)/\rho$ as the effective capacity (cutoff rate) of a DMC. The operational significance of these information measures has emerged in connection with sequential decoding.

One may consider extending the joint source-channel guessing framework that we studied here by allowing stochastic encoders with the goal of improving the guessing performance. By a stochastic encoder we mean an encoder that maps any specific source output block $u$ to a channel input block $z$ with a certain probability $V(z|u)$, where $V$ is a transition probability matrix that characterizes the stochastic encoder. A deterministic encoder is a special case of a stochastic encoder for which $V(z|u)$ takes the values 0 or 1 only. Now we show by a straightforward argument that stochastic encoders offer no advantage over deterministic ones. By a well-known fact, any stochastic encoder $V$ can be written as a convex combination
of a number of deterministic encoders \{V_i\}

\[ V(x|u) = \sum_i p_i V_i(x|u) \] (64)

where \( p_i > 0 \) and \( \sum_i p_i = 1 \). In light of this, encoding by \( V \) may be seen as a two-stage process. First, one draws a sample from a random variable \( Z \) that takes the value \( i \) with probability \( p_i \). The sample value of \( Z \) indicates which of the deterministic encoders \( V_i \) is to be used in the second stage. Now, consider two guessers for a system employing such a stochastic encoder. The first guesser observes only the channel output \( Y \) and tries to recover the source block \( X \). The second guesser observes the random variable \( Z \) in addition to \( Y \). Suppose both guessers employ optimal strategies for their respective situations so as to minimize the \( \rho \)th moment of the number of guesses. It is clear that any guessing strategy available to the first guesser is also available to the second. So, the second guesser can do no worse than the first, and we have

\[ E[G^\rho(U|Y)^\rho] = \sum_i p_i E[G^\rho(U|Y, Z = i)^\rho] \] (65)

\[ \geq \min_i \{E[G^\rho(U|Y, Z = i)^\rho]\} \] (66)

where all guessing functions are optimal ones, i.e., they achieve the minimum possible value for the \( \rho \)th moment (in particular, \( G^\rho(U|Y, Z = i) \) is an optimal guessing function for the encoder \( V_i \)). This shows that the performance achieved by using a stochastic encoder cannot be better than that achievable by deterministic encoders.

A topic left unexplored in this paper is whether there exist universal guessing schemes, for which the encoder and the guessing strategy are designed without knowledge of the source and channel statistics and yet achieve the best possible performance. Other topics that may be studied further are the problems mentioned at the end of Sections III and IV, and the conjecture stated at the end of Section VI.

APPENDIX A

PROOF OF PROPOSITION 1

We carry out the proof for an arbitrary finite-alphabet source with distribution \( P_N \) for the first \( N \) source letters. Note that this proof also covers Theorem 1 by taking \( P_N \) as a product-form distribution.

Direct Part: Fix an arbitrary encoder \( c_N \). Let \( \Pr(u, y) \) denote the joint probability assignment

\[ \Pr(u, y) = P_N(u)W(y|c_N(u)). \] (A.1)

We use a guessing strategy \( \{G_N(y)\} \) such that \( G_N(y) \) generates its guesses in descending order of the probabilities \( \Pr(u, y) \). We let \( G(U|Y) \) denote the associated guessing function. By Gallager’s method [8], we have for any \( \rho \geq 0 \)

\[ G(u|y) \leq \sum_{u'} \left[ \frac{\Pr(u', y)}{\Pr(u, y)} \right]^{1/(1+\rho)}. \] (A.2)

Thus

\[ E[G(U|Y)^\rho] \leq \sum_{u, y} \Pr(u, y) \left[ \sum_{u'} \frac{\Pr(u', y)}{\Pr(u, y)} \right]^{1/(1+\rho)} \]

\[ = \sum_y \left[ \sum_u \Pr(u, y) \right]^{1/(1+\rho)} \] (A.3)

Now, we employ a technique used in the sequential decoding literature to upper-bound the moments of computation [11]. Fix \( \rho > 0 \) and let \( n \) be the integer satisfying \( n - 1 < \rho \leq n \). Then

\[ \left[ \sum_u \Pr(u, y)^{1/(1+\rho)} \right]^{1+\rho} = \left[ \sum_{u_1} \sum_{u_{i+1}} \Pr(u_1, y)^{1/(1+\rho)} \cdots \Pr(u_{n+1}, y)^{1/(1+\rho)} \right]^{1+\rho/(1+n)} \] (A.4)

\[ = \left[ \sum_S \sum_{u_{i+1}} \sum_{u_{i+2}} \sum_{u_{i+3}} \cdots \sum_{u_{i+1}} \prod_{i=1}^{1+\rho/(1+n)} \right] \] (A.5)

\[ \leq \sum_S \alpha_S(y)^{(1+\rho)/(1+n)} \] (A.6)

In (A.5), we rewrote the summation in terms of partitions \( S = \{S_1, \ldots, S_m\} \) of the set \( \{1, \ldots, n+1\} \). Each element \( S_i \) of a partition denotes the group of sums on the right-hand side of (A.4) whose indexes \( u_j, j \in S_i \), are restricted to remain identical (as they range through the set of all possible source blocks). In (A.5), \( m_i \) denotes the cardinality of \( S_i \). Note that since sums belonging to different \( S_i \)'s must assume distinct \( u \) values, we have the restriction \( u_i \neq u_{i+1}, \ldots, u_{i+1} \) in (A.5). Equation (A.6) defines the notation \( \alpha_S(y) \), and (A.7) follows by a variant of Jensen’s inequality [9, ineq. (f), p. 523].

Before we proceed, we illustrate the above partitioning by an example. Suppose \( n = 2 \). Then, there are five partitions: \( S_1 = \{1, 2, 3\} \), \( S_2 = \{1, 2\} \), \( S_3 = \{1, 3\} \), \( S_4 = \{2, 3\} \), \( S_5 = \{1\} \). \( S_1 \) and \( S_5 \) have the restriction of sums belonging to different \( S_i \)'s assuming identical \( u \) values, and \( S_2 \) and \( S_3 \) assume distinct \( u \) values. We use the restriction \( u_i \neq u_{i+1} \) for all elements in \( S_4 \).

To continue with the proof, let \( S_0 \) denote the trivial partition which has only one element, i.e., \( |S_0| = 1 \) and \( m_1 = n + 1 \).
We shall treat this partition separately. By the same variant of
Jensen’s inequality mentioned above, we have
\[
\sum_y \alpha_S(y)^{(1+p)/(1+n)} = \sum_y \left[ \sum_u \Pr(u, y)^{(1+n)/(1+p)} \right]^{(1+p)/(1+n)} \geq \sum_y \sum_u \Pr(u, y) \leq 1. \tag{A.8}
\]
Combining (A.3), (A.7), and (A.10), we obtain
\[
E[G(U|Y)^p] \leq 1 + \sum_{S \neq S_0} \sum_y \alpha_S(y)^{(1+p)/(1+n)}. \tag{A.11}
\]

We shall now consider choosing the encoder \(c_N\) at random.
Specifically, we suppose that each source block \(u\) is assigned
the codeword \(x\) with probability \(S^*(x)\), independently of all
other codeword assignments. The PMF \(S^*\) is of product form
with single-letter distribution \(S^*(x)\) chosen so as to achieve the
maximum in (17). Denoting expectation w.r.t. the random code
ensemble by an overline, we have
\[
\overline{E[G(U|Y)^p]} \leq 1 + \sum_{S \neq S_0} \sum_y \alpha_S(y)^{(1+p)/(1+n)}. \tag{A.12}
\]
where (A.13) is by Jensen’s inequality. Now we can write
(A.14)–(A.17) shown at the bottom of this page, where (A.15)
is by the independence of codeword assignments to distinct
messages, and (A.16) is simply by removing the restriction
\(u_i \neq u_1, \ldots, u_{i-1}\).
Now define
\[
\beta_i(y) = \left[ \sum_u \Pr(u, y)^{i/(1+p)} \right]^{(1+p)/(1+n)} \tag{A.18}
\]
and use (A.13) and (A.17) to write
\[
E[G(U|Y)^p] \leq 1 + \sum_{S \neq S_0} \sum_y \prod_{i=1}^{s} \beta_{m_i}(y) \tag{A.19}
\]
where (A.20) is by Hölder’s inequality (note that \(\sum_i \beta_i(x)^{(1+n)/i} = n + 1\)). Now,
\[
\beta_i(y)^{(1+n)/i} = \sum_y \left[ \sum_u \Pr(u, y)^{i/(1+p)} \right]^{(1+p)/i} \tag{A.21}
\]
and
\[
\sum_y \sum_x S^*(x) P_N(u)^{i/(1+p)} W(y|x)^{i/(1+p)} \tag{A.22}
\]
where (A.23) is by Jensen’s inequality. Now we consider two cases. Case \(f(\rho) \leq 0\): Then, for all \(i = 1, \ldots, n\), we have \(f(\rho_i) \leq 0\), and by (A.24)
\[
\sum_y \beta_i(y)^{(1+n)/i} \leq 1. \tag{A.24}
\]
Using this in (A.20) (note that \(1 \leq m_i \leq n\) for \(S \neq S_0\)), we obtain
\[
E[G(U|Y)^p] \leq 1 + \sum_{S \neq S_0} \prod_{i=1}^{s} \beta_{m_i}(y)^{(1+n)/m_i}. \tag{A.26}
\]

\[
\alpha_S(y) = \sum_{u_1} \cdots \sum_{u_s} \Pr(u; y)^{m_i/(1+p)} \tag{A.14}
\]
\[
= \sum_{u_1} \cdots \sum_{u_s} \Pr(u; y)^{m_i/(1+p)} \tag{A.15}
\]
\[
\leq \sum_{u_1} \cdots \sum_{u_s} \prod_{i=1}^{s} \Pr(u_i; y)^{m_i/(1+p)} \tag{A.16}
\]
\[
= \prod_{i=1}^{s} \sum_u \Pr(u, y)^{m_i/(1+p)}. \tag{A.17}
\]
where $c(\rho)$ has been defined as the number of partitions $S$. 

Case $f(\rho) > 0$: Now, for all $i = 1, \ldots, n$, $f(\rho) \geq f(\rho_i)$, and by (A.24) 

$$\sum_{y} \beta_i(y)^{(1+n)/i} \leq \exp[Nf(\rho)].$$

Using this in (A.20), and recalling that 

$$\sum_i m_i = n + 1$$

we obtain 

$$\sum_{S \neq \emptyset} \prod_{i=1}^{S} \sum_{y} \beta_{i}(y)^{(1+n)/m_{i}} \leq \exp[Nf(\rho)].$$

Combining (A.28) and (A.31), we conclude that 

$$\sum_{S \neq \emptyset} \prod_{i=1}^{S} \exp[Nf(\rho)m_i/(1+n)] \leq c(\rho) \exp[Nf(\rho)].$$

Combining (A.28) and (A.31), we conclude that 

$$\sum_{S \neq \emptyset} \prod_{i=1}^{S} \exp[Nf(\rho)]= \exp[Nf(\rho)+\text{const}].$$

This completes the proof of the direct part.

Converse: Fix an arbitrary encoder $e_N$ and an arbitrary guessing scheme $G(U|Y)$. Let 

$$P_{N}(u) = P_N(u)W(y|e_N(u)).$$

By [1, Theorem 1] 

$$\mathbb{E}[G(U|Y)^\rho] \geq (1 + N \ln |A|)^{-\rho} \sum_y \left[ \sum_u P(u, y)^{1/(1+\rho)} \right]^{1+\rho}.$$ 

Now 

$$\sum_y \left[ \sum_u P(u, y)^{1/(1+\rho)} \right]^{1+\rho} = \left[ \sum_u P_N(u)^{1/(1+\rho)} \right]^{1+\rho} \cdot \exp[pH_{1/(1+\rho)}(P_N)]$$

$$= \exp[pH_{1/(1+\rho)}(P_N)] \cdot \sum_y \left[ \sum_x P_N(x)^{1/(1+\rho)} \right]^{1+\rho} \geq \exp[NpH_{1/(1+\rho)}(P_N)/N - \lambda E_0(\rho)].$$

where 

$$P_N(u) = \frac{P_N(u)^{1/(1+\rho)}}{\sum_{u'} P_N(u')^{1/(1+\rho)}}$$

and 

$$P_N(x) = \sum_{u: e_N(u) = x} P_N(u).$$

Equation (A.35) follows by the parallel channels theorem [8, Theorem 5]. Thus 

$$\mathbb{E}[G(U|Y)^\rho] \geq \exp[NpH_{1/(1+\rho)}(P_N)/N - \lambda E_0(\rho)] \cdot \exp[N(\rho - E_0(\rho))].$$

This, together with the obvious fact that $\mathbb{E}[G(U|Y)^\rho] \geq 1$, completes the proof.

**APPENDIX B** 

**PROOF OF LEMMA 1**

First, $\rho H_{1/(1+\rho)}(P')$ is convex in $r > 0$ for any distribution $P'$ since 

$$g(r) = \left[ \sum_u P(u)^{(1+r)/(1+\rho)} \right]^{1+\rho}$$

satisfies, by Hölder’s inequality [9, ineq. (b), p. 522], 

$$g(\rho_1)g(\rho_2)^{1-\alpha} \geq g(\alpha\rho_1 + (1-\alpha)\rho_2)$$

for any $\rho_1 > 0, \rho_2 > 0$, and $0 < \alpha < 1$. Since it is also known that $E_0(\rho, S)$ is a concave function of $\rho \geq 0$ [9, p. 142], the convexity of $f(\rho)$ follows. 

That $f(0) = 0$ is due to $E_0(0, S) = 0$ [9, p. 142]. Thus the function $f(\rho)$ starts at 0 and may dip to negative values initially; then, it will become positive (excluding trivial cases) for $r$ large enough. To see that $f'(r)$ is increasing in the range where it is positive, consider any $0 < r_1 < r_2$ such that $f(r_1) > 0, f(r_2) > 0$. Let $\alpha = r_1/r_2$. Then, by convexity, 

$$(1-\alpha)f(0) + \alpha f(r_2) \geq f(r_1).$$

But $f(0) = 0$, so we have 

$$f(r_2) \geq (r_2/r_1)f(r_1) > f(r_1).$$

**APPENDIX C**

**UPPER BOUND ON $B_{\text{max}}$**

We wish to upper-bound the size of 

$$B(\hat{u}, D) = \{ u \in T_Q : d(\hat{u}, u) \leq ND \}$$

for arbitrary $\hat{u} \in \hat{U}^N$. Let $\hat{Q}$ denote the type of $\hat{u}$, i.e., suppose $\hat{u} \in T_Q \subset \hat{U}^N$. Consider the sets 

$$S_{T}(\hat{u}, D) \triangleq B(\hat{u}, D) \cap T_{\hat{u}}(\hat{u}).$$

$T_{\hat{u}}(\hat{u})$ is empty unless the shell $V$ is consistent with the marginal compositions, i.e., 

$$Q(x) = \sum_{\hat{u}} Q(\hat{u})V(\hat{x}|\hat{u}).$$

Assume henceforth that $V$ is consistent in this sense. We have [5, p. 31] 

$$|T_{\hat{u}}(\hat{u})| \leq \exp[N[H(Q) - I(\hat{Q}, V)]].$$
Now, note that $S_1(\mathbf{t}, D)$ is empty unless
\[
d(\mathbf{Q}, V) \triangleq \sum_{\mathbf{t}, x} Q(\mathbf{t})V(x|\mathbf{t})d(x, \mathbf{t}) \leq D.
\]

However, if $d(\mathbf{Q}, V) \leq D$, then we have by definition, $R(D, Q) \leq I(\mathbf{Q}, V)$, and hence by (A.39)
\[
|T_1(\mathbf{t})| \leq \exp\{N[H(Q) - R(D, Q)]\}.
\]

The proof is now completed as follows.
\[
\left| B(\mathbf{t}, D) \right| = \sum_V |T_1(\mathbf{t})| \leq \sum_{V: d(\mathbf{Q}, V) \leq D} \exp\{N[H(Q) - R(D, Q)]\} = \exp\{N[H(Q) - R(D, Q) + o(N)]\}
\]

where in the last line we made use of the fact that the number of shells $V$ grows polynomially in $N$.

ACKNOWLEDGMENT

The authors are grateful to I. Csiszár and V. Balakirsky for enlightening discussions.

REFERENCES