Battery performance in a variety of conditions is one of the most crucial design criteria in modern consumer electronics, electric vehicles, and various defense related equipment. The parameters of the battery generally limit not only operation time between charge cycles, but also size of the finished product. Charge capacity of the battery is the first important specification that controls the lifetime and size of the finished product. However, a simple capacity estimation does not provide the complete picture. Battery capacity is specified under very specific conditions that are mostly at constant current. The exact value of this current, how the battery is charged beforehand and how long the charge and the discharge will proceed depend heavily on the chemistry and the standards (and conventions) that are developed for the system in question. However, in real life applications, the discharge demands on the battery is far from a constant current discharge.\(^4\)\(^5\) Behavior of the battery under the non-uniform discharge conditions needs to be determined, understood and accounted for, in order to achieve the best design and choice for any application. With the ever-increasing number of mobile powered applications, an accurate and easy to implement modeling approach to evaluate various batteries is of utmost necessity. The vast number of different discharge/charge use-cases makes measurement of all possible discharge profiles distinctly impractical.

In a recent review Fotouhi et al.\(^3\) covered various perspectives of understanding and predicting battery behavior based on different assumptions. As we will discuss below, all methods have their advantages and drawbacks. Methods with low computational complexity tend to have high inaccuracies whereas methods that are accurate tend to be algebraically and computationally complex.

In another recent review, Abada et al.\(^4\) covered battery modeling approaches as they relate to the safety considerations of batteries. Understanding and predicting battery behavior is crucial for not only the performance of the system, but also, the safety of the products. Most battery accidents encountered recently are either due to mishandling of the battery that leads to some physical deformation\(^3\) or they are caused by the battery getting charged or discharged to potentials that are not safe for its chemistry.\(^3\)\(^4\)\(^5\) In accidents of the latter kind, the battery voltage predictions to be accurate are of great importance.

Battery voltage is the main response of the battery as a function of applied current profiles. The fundamental parameter dictating the battery voltage response is the state-of-charge (SOC). In any battery chemistry, an electrochemical potential exists as a function of the activities of the various electroactive species. This potential, in theory, can be defined using the appropriate combination of the relevant group of Nernst Equations.\(^7\) Electrochemical potential provides the basis for any modeling approach.\(^8\) However, it only reflects the thermodynamic equilibrium condition and does not capture the response of the batteries to current spikes or oscillating currents. Therefore, the AC response of the battery needs to be modeled in addition to the DC response. The sum of the AC response and the DC response yields the actual real-time battery voltage.

In recent years, a number of different approaches to battery performance modeling have been developed that takes into account the deviations from the electrochemical equilibrium potential. These have been reviewed by Nejad et al.\(^9\) All methods that are employed require fundamental parameters that explain the various electrochemical interfaces and the chemical and electrochemical reactions within the battery. Kinetics and thermodynamics of the reactions of the battery, along with the double layer charging of the anode/electrolyte interface, cathode/electrolyte interface and potentially the dielectric of the separator need to be explained in a proper model for the battery. In addition to the kinetics and thermodynamics of the reactions and the various capacitive charging phenomena, transport is another limiting issue that needs to be incorporated into an accurate model. Transport to and from well-defined geometries are well characterized and are solvable analytically. However, batteries, like any other electrochemical energy storage system (EES), rely on the electrode/electrolyte interface to function. Since the charge storage is interface based, a high surface area is beneficial. This high surface area is accomplished through porous electrodes. Though porous electrodes are advantageous in order to increase the interfacial area, they severely complicate the ionic transport phenomena. Since the pores are so numerous, they are impossible to individually characterize and catalog in terms of shapes, sizes and their surface chemistry.

Further, the active materials that are commonly used are electronically insulating especially in Li based battery chemistries.\(^3\)\(^6\)\(^1\) Therefore, the electrode structure is made up of a mixture of the insulating, yet electrochemically active intercalation material, some carbonaceous conducting additive and a binder to hold everything together. This structure has a very complicated electronic transport
behavior in addition to the very complicated ionic transport through the various pores.

For all the reasons mentioned, practically, these parameters are impossible to obtain individually in an accurate fashion. Most of the time, the kinetic and transport parameters that explain the behavior of the systems, or implications of groups of said parameters are measured through electrochemical impedance spectroscopy (EIS). EIS measurements are made on batteries and fit to equivalent circuit models that explain the various parameters to differing levels of detail. In the simplest case, the data is fit to a simplified Randles cell that lumps all the capacitive interfaces into a single capacitor and all the kinetic terms into a single resistor that is put in parallel to this capacitor while, all the transport phenomena are lumped into a single resistor. Though this impedance model and the voltage profile predicted through it captures the fundamental properties of the response, it lacks the fine detail in the data. In the opposite extreme, porous interfaces are modeled using detailed transmission lines and the rest of the interfaces are modeled with constant phase elements and capacitors along with the resistors that explain the kinetic and transport phenomena.

Even though the accuracy of the individual kinetic and thermodynamic parameters are questionable, modeling approaches that start from first principles are reported. In one example Fan et al. developed a model that includes the thermodynamic half-cell potentials that are corrected by solid state diffusion, the Butler-Volmer kinetics for the electrode reactions, liquid phase diffusion for either side of the system along with the ohmic drop. Using this formulation, the authors developed a decent understanding of the internal operation of the system and followed the concentrations of various species within the time domain to predict the fast moving part of the response. This formulation, the authors developed a decent understanding of the internal operation of the system and followed the concentrations of various species within the system. In another study, Verbrugge et al. reported a formulation that explains the slow transport phenomena associated with a Li-Si anode in detail. Using their model, they could follow and predict the concentration profiles and the speciation of Li species inside the Si anode.

One straightforward way to model the performance of batteries is to take the equivalent circuit model and use the same components in the time domain to predict the fast moving part of the response. This approach was shown to be useful by Barsoukov et al. where simple SPICE simulations were conducted using non-linear equivalent circuits that were developed for the cells in question. More recently, a similar approach was also shown to work by Castano et al. where a simplified Randles cell was used in order to predict the battery behavior. In a different study, Thele et al. presented a method based on impedance spectroscopy and included a term to explain the hysteretic behavior of NiMH type batteries. Mentioned references show that this type of an approach can reproduce the voltage profiles, as accurately as the equivalent circuit model parameters reproduce the impedance spectrum.

Simple models such as the simplified Randles model clearly fail to capture all the details of EIS data. However, taking the more complicated models into time domain complicate the algebra and increase greatly the relevant computation time for the modeling.

We are presenting a new approach that combines the best of both worlds. Instead of modeling the impedance spectra using an equivalent circuit model that is either incomplete or very complicated, we will present an approach to use the impedance data as is. Our approach makes no assumptions and has no fit parameters, instead, it uses the measured impedance spectrum in order to predict the response directly.

Instead of trying to obtain parameters from impedance spectra in order to build a response function in the time domain, we are doing the modeling in the frequency domain for the AC part of the response. A Fourier transform of the desired current profile yields the frequency domain current profile, this frequency domain current profile is simply multiplied by the impedance at every frequency contained by the transform. This yields the AC voltage response of the battery as a function of frequencies that are relevant to the profile. Finally, a simple inverse Fourier transform of the voltage profile yields the voltage response of the batteries in the time domain. The DC response of the battery is then added in through a simple map of SOC vs DC potential obtained experimentally.

As shown in Figure 1, this approach is computationally quite simple and very straightforward to implement. The steps are all doable analytically and do not involve any approximations or assumptions.

**Experimental**

In order to test the validity of our approach, two kinds of batteries with different chemistries (LiFePO4 and NiMH) and a supercapacitor was chosen to be representative of different EES. Going further, abbreviations are going to be used instead of the full name of the samples studied. IFR 22650 LiFePO4 battery from EWT Battery from Shenzhen, China, will be denoted by LFP, 1200 mAh NiMH battery from GPI International Limited from Hong Kong will be denoted by NiMH and BCAP0350, a 350 F ultracapacitor from Maxwell Technologies, USA, will be denoted by 350F. Samples of these devices were obtained from local wholesalers.

Gamry Interface 5000E Potentiostat/Galvanostat/ZRA was employed for measuring impedance spectra, DC potential vs. SOC data and the response to the discharge profile chosen. For arbitrary current profiles used in this study, along with impedance spectra at relevant frequency values, customs scripts were written in-house using EXPLAIN language used by the Gamry Framework software.

The DC voltage vs. SOC map were obtained using a DC current discharge, at a DC current that is adjusted such that the current is 0.1% of the numerical capacity of the battery (e.g. 1.2 mA for the
1200 mAh NiMH battery). For the 350F, this was measured by 3.5 mA. This current is intentionally chosen to be small since a slow discharge is preferred for the potential to accurately reflect the equilibrium potential at the various SOC. A small current ensures that the contributions from non-equilibrium effects are small enough to be ignored.

EIS data were gathered in potentiostatic mode with 1 mV AC amplitude. Potentiostatic measurement ensures that the battery voltage does not drift throughout the measurement and 1 mV AC amplitude ensures linearity of the measured data. The linearity and the stability are verified through a Kramers-Kronig (KK) test using the built-in KK transform test in Echem Analyst. The impedance data, along with the KK tests are shown in the supporting information figure S2. Since the data is gathered potentiostatically to ensure stability, and 1 mV is chosen to ensure linearity, the KK transforms fit perfectly to the data without any noticeable deviation. The $\chi^2$ value for all fits are less than $2 \times 10^{-6}$.

Frequencies that are used are linearly spaced and not logarithmically spaced which is generally the case in EIS. The log spacing ensures proper coverage of all processes within a system, however, in the present case, frequencies required are dictated by the length and the sampling time of the given discharge profile. Therefore, for every profile measured, a distinct set of frequencies were measured using a modified version of the custom script. In between every measurement, the battery was charged to the voltage chosen for the specific system (3.340 V and 3.120 V for LFP, 1.240 V for NiMH and 1.500 V for 350F). This voltage was chosen such that the system under test was not operating at charge/discharge extremes and had minimal side reactions during charge or discharge. The charging was performed using a constant potential hold for 10 hours in order to ensure equilibration of the system at the potential of interest. This ensured that any leftover relaxation from the constant current charging process decayed to below the noise level before the start of the test.

**Modeling Methodology**

The modeling methodology is broken into two separate but equally important parts given the discharge profiles. The AC part of the response is calculated in the frequency domain based on the impedance spectrum of the system to be modeled. The DC part is added in an additional step, using a simple map of voltage as a function of SOC, which is commonly done in the literature.

The AC part of the voltage response is calculated based on a frequency domain complex multiplications. The arbitrary current profile is Fourier transformed to yield the current as a function of frequency along with the corresponding frequencies. In order to calculate the voltage at the frequencies of interest, impedance values at all required frequencies are measured. Complex impedance values are then multiplied by complex frequency domain current values to yield an expected complex voltage response in the frequency domain. At this point, a simple inverse Fourier transform is performed to obtain the fast moving part of the time domain voltage response.

The DC part of the voltage is then added using a map of SOC vs. DC voltage. This map is measured using a low current discharge as explained in the Experimental section. In order to employ this map, the overall charge ($Q$) as a function of any time point ($j$) in the discharge profile is calculated by a sum of current($I$) of the profile multiplied by time intervals($\Delta t$) at all points(i) up to the time point ($j$).

$$Q(j) = \sum_{i=1}^{j} I(i) \times \Delta t$$

The resulting charge values are then matched to corresponding voltage values in the map of SOC vs. DC voltage. The DC voltages are added to the fast moving part calculated above to yield the final result.

Computations along with the complex multiplications were done using arrays defined through NumPy v1.9.2 and Fourier transforms were done within SciPy v0.5.11. Spyder v2.3.5.2 was used as the development environment.

**Test Cases**

As test cases for the methodology, two profiles published by Environmental Protection Agency (EPA)\(^a\) are used. Specifically, the profiles chosen are Highway Fuel Economy Test Drive Schedule (HighwayFET)\(^b\) and Heavy Duty Urban Dynamometer Drive Schedule (HDUDDS).\(^c\) These profiles are just two of a long list that are published by EPA along with other regulatory bodies in order to standardize the testing procedures for automotive applications. The profiles chosen have both high acceleration and deceleration levels, in addition to long flat regions to demonstrate the versatility of our approach.

These profiles are published as arrays of speeds at various time points. In order to convert these speeds to current demand from the battery, the following procedure is applied. First, accelerations are calculated as simple two point finite differences. Then, accelerations are normalized to have the highest acceleration level to be unity. In a final step, decelerations that lead to charging of the batteries are multiplied by 40% in order to account for inefficiencies in regenerative braking\(^d\).

In the final step, power is assumed to be directly proportional to the current that is drawn from the energy storage system. This implies that the voltage of the battery does not change appreciably throughout the test. Though this assumption is somewhat valid for a battery based system, it is certainly not valid for a supercapacitor. However, since the particulars of the actual discharge profiles is immaterial for the present work, this point is not considered further.

In addition, one profile involving a relatively long charge and a relatively long discharge step followed by a rest was used. Since the method is based on impedance spectroscopy, this profile was chosen in order to test the validity of the approach in profiles that involve slowly changing currents. The length and the sampling rate of this profile is adjusted to coincide with those of HDUDDS in order to have the set of frequencies correspond to those of the said profile. This profile will be referred to as a Squarewave as an abbreviation.

The above mentioned profiles thus calculated are used as templates for every battery. The amplitude of the profile is then adjusted according to the battery capacity. For batteries, this current amplitude was chosen to be 10% of the numerical capacity in Ah of the battery for both batteries and all three profiles, except Squarewave for LFP. This amplitude was chosen to be 1% of the numerical capacity to check linearity. For the supercapacitor, experiments were performed at currents that are chosen to be the numerical value of the capacitance in Farads. Finally, in order to check for a deep discharge scenario, the profiles were scaled by 2.2A for the LFP case in one of the tests. As examples, the above mentioned profiles, scaled to 350 mA are shown in Figure 2.

**Results and Discussion**

Three types of samples studied have distinctly different impedance spectra in the relevant frequency region. These spectra are shown in supplementary information figure S2. The 350F shows a distinctly more capacitive spectrum whereas two battery systems showed a more resistive character. Differences in the EIS data are only relevant to the present study in showing the wide applicability of the model and they are presented as evidence of the said issue. Reasons behind the differences of the spectra are well understood and will not be discussed here.

Figures 3, 4, 5 show comparisons of the calculated voltage and the measured voltage overlaid on each other for LFP, 350F and NiMH respectively with all three discharge profiles studied. In all cases, the

---

\(^a\)This number fluctuates a lot in the literature and there is probably no hard single number on the efficiency. However, 40% was chosen as an average for the current study.

\(^b\)The data, along with a summary of the steps is shown in supporting information figure S1.
The current profiles used in this work as an example, 350 mA amplitude profiles are shown that were used for the 350F. The prediction error is less than 1%. In the HDUDDS and Highway FET profiles, errors are much less than 1% as shown in Table I.

The success of the predictions is impressive given the algorithm has no adjustable parameters and is only based on measurements of DC Voltage vs. SOC and a proper impedance spectrum. Using these two datasets and nothing else, the response of the battery is predicted with a model that relies on straightforward algebra and with minimal computational complexity. This model can be used to predict the performance of batteries under arbitrary load without any adjustable parameters.

Table I. Error table of three different systems with three different profiles.

<table>
<thead>
<tr>
<th></th>
<th>LFP</th>
<th>NiMH</th>
<th>350F</th>
</tr>
</thead>
<tbody>
<tr>
<td>HighwayFET</td>
<td>&lt; 0.08%</td>
<td>&lt; 0.33%</td>
<td>&lt; 0.04%</td>
</tr>
<tr>
<td>HDUDDS</td>
<td>&lt; 0.08%</td>
<td>&lt; 0.22%</td>
<td>&lt; 0.03%</td>
</tr>
<tr>
<td>Squarewave</td>
<td>&lt; 0.03%</td>
<td>&lt; 0.91%</td>
<td>&lt; 0.92%</td>
</tr>
</tbody>
</table>

Below, we will discuss our various results and compare the effects of certain issues on the performance of the predictive power of the approach.

Details of the energy storage chemistry/mechanism.—The approach presented in the current work has no implications or assumptions regarding the underlying mechanism of the electrochemistry of energy storage. As the impedance spectrum is measured and is used directly without any fits or modeling, the details of neither the impedance spectrum, nor the electrochemistry within compromise the wide applicability of the model.

Since the approach presented only relies on the measured parameters through impedance spectroscopy and a slow discharge without any assumptions about neither, it is expected to work irrespective of the sample. The NiMH, LFP and the 350F are modeled equally as well with minimal error. This clearly shows that the approach is fundamentally sound and can predict the voltage response of the system. As demonstrated by the successful predictions across different systems with different electrochemical energy storage chemistries and...
mechanisms, the approach described here is applicable to batteries of various chemistries as well as supercapacitors.

**Discharge profile.**—Three discharge profiles that are studied are chosen such that they have very fast moving parts in addition to relatively long and constant portions. Even though the approach works in a way that errors are less than 1% for all cases, as seen from the table, Squarewave is the one with the largest error. The main reason for this larger than others error is non-linearity of the fast moving part of the profile as explained in the next section.

**Non-linearity.**—One major assumption in the present report is that the system is linear. This assumption is warranted given the current algorithm relies heavily on the ability to measure a valid impedance spectrum of the system using the standard methods. Linearity of the system measured is an underlying assumption in doing any EIS measurement. The AC part of our approach cannot capture those nonlinearities that are not present in the EIS measurement, even though the DC part of the model does not have any linearity requirements.

The frequency domain response of the profile that is used to test slow moving performance of the approach has a distinct peak in the frequency domain that dominates the response. The amplitude at this frequency corresponds to a very large modulation that cannot be accurately explained with the linear EIS measurement that was done. This is the reason for the discrepancy that is higher than the other profiles which have a more uniform structure in the frequency domain. As a check for this phenomenon, Squarewave for LFP is shown in Figure 3. The error for this case is much smaller. For comparison, the Squarewave data for LFP at 220 mA is shown in supplementary information S3.

**Variance of EIS characteristics with respect to SOC.**—One major assumption in the modeling approach presented herein is that the impedance spectrum does not change appreciably through the period predicted. There are a number of reports in the literature that show that

\[\text{Figure 4. The response of NiMH (in red) and the predicted value (in blue) for three profiles at 120 mA.}\]

\[\text{Figure 5. The response of 350F (in red) and the predicted value (in blue) for three values at 350 mA.}\]
Figure 6. The response of LFP (in red) and the predicted value (in blue) for 2.2A discharge amplitude for all profiles used in this study. The maximum errors are less than 2.1% for Squarewave, 0.7% for Highway FET, 0.5% for HDUDDS.

Conclusions

A new approach to modeling voltage behavior of batteries and supercapacitors is presented. This new approach is independent of battery chemistry or charge storage mechanism and relies on measurements of EIS and slow discharge. The approach is designed to be algebraically straightforward, with low computational complexity and with zero adjustable parameters. The described approach predicts the voltage response in all presented cases with less than 1% error in all and less than 0.3% in cases where linearity is maintained in the frequency domain.
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