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Abstract. We provide a new method for solving a very general model of an assemble-to-order system: multiple products, multiple components that may be demanded in different quantities by different products, batch production, random lead times, and lost sales, modeled as a Markov decision process under the discounted cost criterion. A control policy specifies when a batch of components should be produced and whether an arriving demand for each product should be satisfied. As optimal solutions for our model are computationally intractable for even moderately sized systems, we approximate the optimal cost function by reformulating it on an aggregate state space and restricting each aggregate state to be represented by its extreme original states. Our aggregation drastically reduces the value iteration computational burden. We derive an upper bound on the distance between aggregate and optimal solutions. This guarantees that the value iteration algorithm for the original problem initialized with the aggregate solution converges to the optimal solution. We also establish the optimality of a lattice-dependent base-stock and rationing policy in the aggregate problem when certain product and component characteristics are incorporated into the aggregation/disaggregation schemes. This enables us to further alleviate the value iteration computational burden in the aggregate problem by eliminating suboptimal actions. Leveraging all of our results, we can solve the aggregate problem for systems of up to 22 components, with an average distance of 11.09% from the optimal cost in systems of up to 4 components (for which we could solve the original problem to optimality).

1. Introduction

Assemble-to-order (ATO) systems appear in many industries where rapid delivery of customized products or multi-item orders plays a vital role; they are particularly popular in the automotive, consumer electronics, and online retailing industries. (See Kapuscinski et al. 2004, Xu et al. 2009, and Lu et al. 2015, for examples.) ATO production holds inventory at the component level so that a product may be assembled from its components—if sufficient inventory exists—immediately after customer demand for this product occurs. This strategy allows the producer to offer greater product variety by providing flexibility in the use of potentially scarce components.

Despite the popularity of ATO systems in industry and a vast literature (see survey papers by Song and Zipkin 2003 and Atan et al. 2017, for example), knowledge of ATO inventory management is largely limited to (i) optimal policies for specific restricted product structures such as the “M” or “W” systems and (ii) performance evaluation and optimization techniques for heuristic policies for general problems. In this study we present a new approach to optimizing general ATO systems by approximating the problem via aggregation of the state space. Numerical experiments reveal the practicality of our aggregation method, extending current knowledge of (ii). Our aggregation of the state space also facilitates analytical treatment of the general ATO problem, which is notoriously difficult when defined on the original state space. Structural results that we obtain from the aggregate problem appear to extend current knowledge of (i).

We model the problem as an infinite-horizon Markov decision process (MDP) under the expected total discounted cost criterion. Each component is produced in batches of fixed size in a make-to-stock
fashion; production times are independent and have an Erlang distribution. Demand for each product arrives as an independent Poisson process; if not satisfied immediately, these demands are lost. The state space of the problem consists of the on-hand inventory level and production status for each component. A control policy specifies when to produce a batch of any component and whether to fulfill an arriving demand if sufficient inventory exists. Solving this ATO problem to optimality is extremely problematic even under exponential production times since the state space is unmanageably large; see Nadar et al. (2016). We develop an effective, and computationally efficient, aggregation method to reduce the problem's state space. This enables us to solve instances with up to 22 components. The average distance from the optimal cost is 11.09% in instances with up to four components (for which we could solve the original problem to optimality).

Our aggregation method first partitions the original state space into disjoint subsets such that each subset consists of the same number of adjacent original states; see Definition 1. Each subset forms an “aggregate” state in the aggregate problem. We then formulate the optimality equation for the aggregate problem. Since an aggregate state can be represented by its original states with varying degrees of importance, the controller disaggregates the aggregate state into its original states according to a specific probability distribution. The disaggregated system is then again subject to the admissible action space of the original problem and moves between original states as in the original problem. However, the controller determines the optimal actions based on the cost function evaluated not in those original states but in the corresponding aggregate states.

The probability distribution used to disaggregate an aggregate state has the potential to greatly influence the performance of the aggregate problem. We introduce a rule that disaggregates each aggregate state into its two extreme original states (the smallest and the largest): our extreme point policy (see Definition 2). This rule proves very effective in our numerical experiments: if we take the average percentage deviation from optimal cost across all states as our performance criterion, the average distance of our aggregate solution from the optimal solution is 6.32% under the extreme point policy, on a test bed of 180 instances. Inspired by Rogers and Plante (1993), we also consider an alternative rule that assigns equal disaggregation probabilities to all original states of an aggregate state: the uniform policy (see Definition 3). The average distance of our aggregate solution from the optimal solution is 5.97% under the uniform policy, on the same test bed. However, if we take the percentage deviations from optimal cost across all states weighted by optimal stationary distribution, the average distances are 10.3% and 12.86%, respectively.

While our disaggregation rule is comparable to the uniform rule with respect to optimal cost, it is significantly better computationally: on our test bed, the computation time of the aggregate problem under our rule is, on average, 96.4% lower than that of the original problem when solved by value iteration. The corresponding reduction under the uniform rule is, on average, 11.2%.

We then derive a finite error bound for the cost function of our aggregate problem, regardless of the disaggregation rule; see Theorem 1. This bound enables us to prove that a value iteration algorithm that starts with the cost function of our aggregate problem converges to the optimal cost function of the original problem. If such an algorithm is implemented on our test bed under the extreme point policy, the maximum distance from the optimal cost across all states drops to 10%, 5%, and 1% with, on average, 76%, 64%, and 45% fewer iterations, respectively, compared with the standard value iteration algorithm.

We also establish the optimality of a lattice-dependent base-stock and lattice-dependent rationing (LBLR) policy (defined on the original states with positive disaggregation probabilities) in the aggregate problem when certain component and product characteristics are incorporated into the aggregation/disaggregation schemes (see Theorem 2): for any configuration of component orders, the original state space of the on-hand inventory levels (with positive disaggregation probabilities) can be partitioned into disjoint lattices such that, on each lattice, (a) it is optimal to produce a component if and only if the current original state is less than the base-stock level of that component on the current lattice; and (b) it is optimal to fulfill a demand for a product if and only if the current original state is no less than the rationing level for that product on the current lattice. We use this optimal policy structure to further reduce the computational burden of the value iteration algorithm in the aggregate problem via action elimination. This procedure reduces the already-low computation time of the aggregate problem under the extreme point policy by a further 56.8%, on average, on a different test bed of 90 instances (each satisfying the conditions that ensure the optimality of LBLR).

We thus contribute to the ATO literature in several ways:

- To our knowledge, we are the first to study state aggregation in the optimization of ATO systems, highlighting the practicality of our aggregate solution with respect to both accuracy and computation time under the extreme point policy.
- We find a finite error bound for our aggregate solution, under general disaggregation, in general ATO
systems. This allows us to validate the use of a value iteration method that starts with our aggregate solution in the original problem. This method converges faster than the standard value iteration method according to our numerical experiments.

• We identify the optimal policy structure in the aggregate problem of general ATO systems by incorporating certain product and component characteristics into aggregation/disaggregation schemes. Our aggregation method renders the state space separable into multiple disjoint lattices so that well-known threshold policies (base-stock and rationing) are optimal on each of those lattices. This allows us to restrict the search for an optimal policy to the class of LBLR policies in the aggregate problem, dramatically reducing the computational burden.

• Our aggregate problem includes the original problem of ATO assembly systems as a special case. Prior research established the optimal policy structure for ATO assembly systems with exponential production times. We characterize the optimal policy structure for these systems by allowing for less variable and thus often more realistic Erlang production times.

The rest of the paper is organized as follows: Section 2 reviews the related literature. Section 3 describes the original problem. Section 4 describes the aggregate problem along with two possible disaggregation rules. Section 5 offers an error bound for the aggregate problem and proves the convergence of the value iteration algorithm that starts with the aggregate solution. Section 6 establishes the optimal policy structure in the aggregate problem under certain aggregation/disaggregation rules. Section 7 presents our numerical results. Section 8 offers a summary and concludes. All proofs are contained in an online appendix.

2. Related Literature
As mentioned in the introduction, ATO systems have received much attention in the literature; Song and Zipkin (2003) and Atan et al. (2017) provide comprehensive reviews. Several authors have identified the optimal and/or asymptotically optimal policy structure for managing inventory in very specific ATO systems: Lu et al. (2010) establish that no-holdback (NHB) allocation rules are optimal for generalized W-systems operating under an independent base-stock (IBS) replenishment policy when the “symmetric cost” condition holds. Doğru et al. (2010) prove that an IBS policy and an NHB allocation policy with a priority-based backorder clearing (PBC) rule are optimal for W-systems with identical component lead times when the “symmetric cost” or “balanced capacity” condition holds. Reiman and Wang (2012) extend the results of Doğru et al. (2010) to generalized W-systems with symmetric costs when all unique components have the same lead time, which is longer than that of the common component. Lu et al. (2015) show that a coordinated base-stock (CBS) policy and NHB allocation rules are optimal for N- and W-systems with nonidentical replenishment lead times and symmetric costs. They also reveal the asymptotic optimality of a CBS policy and an NHB policy with a PBC rule under high demand volume and asymmetric costs.

For ATO systems with identical component lead times, Reiman and Wang (2015) establish the asymptotic optimality of a stochastic program–based allocation rule and an IBS policy as the lead time goes to infinity. Wan and Wang (2015) prove the asymptotic optimality of the allocation rule in Reiman and Wang (2015) under high demand volume, showing that stock reservation is necessary for asymptotic optimality in many systems. Doğru et al. (2017) leverage the allocation rule of Reiman and Wang (2015) to generate results for M-systems: stock reservation is asymptotically optimal if the inventory cost of the assembled product exceeds the sum of those of individual products, and an NHB policy with a myopic priority rule is asymptotically optimal otherwise.

For ATO systems with lost sales, optimality results exist under Markovian assumptions on production and demand: Benjaafar and ElHafsi (2006) establish the optimality of a state-dependent base-stock and state-dependent rationing (SBSR) policy for an ATO assembly system with multiple demand classes. ElHafsi (2009) extends this result to customer orders that arrive as a compound Poisson process. ElHafsi et al. (2008) prove that an SBSR policy is optimal for an ATO system with a nested product structure. Benjaafar et al. (2011) show that an SBSR policy is optimal for an ATO assembly system with multiple stages, each producing a different item in batches of variable sizes. And Nadar et al. (2014) establish that an LBLR policy is optimal for generalized M-systems. Nadar et al. (2016) numerically demonstrate the optimal performance of LBLR for ATO systems with general product structures.

Despite the great interest from both academia and industry, and despite the suggestive results in Nadar et al. (2016), the optimal policy structure is still unknown in general ATO systems. For example, for systems with general product structures, even under assumptions of binary component requirements and identical (finite) replenishment lead times, no optimal policy structure has been proved. One reason for this is that such an optimal policy needs to address both replenishment and allocation issues for arbitrary numbers of interdependent components and products.

Consequently, several papers focus on heuristic policies: Akçay and Xu (2004) demonstrate the practicality of an order-based component allocation rule in a periodic-review ATO system with response time windows and the IBS policy. They optimize the base-stock
levels based on sample average approximation (SAA). Huang (2014) evaluates the use of last-come, first-served (within one period) and product-based priority (within time windows) rules for component allocation in a periodic-review ATO system with the IBS policy. Several other papers study the optimization of IBS or independent (s, S) policies in continuous-review ATO systems with the first-come, first-served (FCFS) allocation rule (Lu and Song 2005, Lu et al. 2005, Zhao and Simchi-Levi 2006, van Jaarsveld and Dollevoet 2011). Finally, van Jaarsveld and Scheller-Wolf (2015) develop an SAA algorithm that computes near-optimal base-stock levels in large-scale ATO systems with the FCFS allocation rule. They also explore the performance of IBS and FCFS policies. All of these papers assume that any unmet demand is backlogged. Lost sales models have proven notoriously difficult to optimize; for recent developments, see Goldberg et al. (2016) and Xin and Goldberg (2016) for single-item systems and Zipkin (2015) for ATO systems with zero lead time.

Aggregation is an approximate dynamic programming method used to provide a good approximation to a value function using a smaller state space. We refer the reader to Tsitsiklis and Van Roy (1996), chapter 6 in Heyman and Sobel (2003), chapter 8 in Powell (2011), and chapter 6 in Bertsekas (2012) for discussions of value function approximations via aggregation. See also Rogers et al. (1991) for a comprehensive survey of aggregation methods in optimization.

A few researchers have studied the aggregation technique in the ATO literature: Vliegen and van Houtum (2009) use this technique on the so-called service tool problem with joint returns and partial order service. They propose an approximation in which all states with the same number of tools in the return pipeline are aggregated, ignoring the sets the tools were demanded in. Bušić et al. (2012) use aggregation with an appropriate modification of the transition probabilities to construct bounding chains with a common state space of reduced cardinality. They also apply their method in the service tool problem. Bušić and Coupechoux (2014) take a similar approach to derive bounding chains for an original Markov chain, and then they use them as inputs in a perfect simulation algorithm for the purpose of drawing samples from the exact stationary distribution of the original Markov chain. The above papers focus on the performance evaluation of a given policy, while we use state aggregation in search of an optimal policy in a general ATO system. We refer the reader to Kemeny and Snell (1976) for further details on state aggregation in Markov chains.

3. The Original Problem

We consider an ATO system with m components (i = 1, 2, . . . , m) and n products (j = 1, 2, . . . , n). Define A as an m × n nonnegative resource-consumption matrix; aij is the number of units of component i needed to assemble one unit of product j, and ai is the jth column of A. Each component i is produced in batches of a fixed size qi in a make-to-stock fashion. Define q = (q1, q2, . . . , qm) as the vector of production batch sizes. The production time for a batch of component i is independent of the number and status of outstanding replenishment orders of any type, and it has a kj -Erlang distribution consisting of kj stages, each exponentially distributed with the same rate kjμi. Thus, production times with coefficients of variation (CVs) greater than 0 and no larger than 1 can be modeled. (If CVs larger than 1 were desired, hyperexponential production times could be used.) Production for a batch of component i can be initiated only if there is no other batch of component j under production. Assembly lead times are negligible so that assembly operations can be postponed until demand is realized. Demand for each product j arrives as an independent Poisson process with finite rate λj. Demand for product j can be fulfilled only if all the required components are available. Demand may also be rejected in the presence of all the necessary components. Unfilled demand of product j incurs a unit lost sale cost c, that includes the lost profit margin and the potential loss of goodwill.

More restricted versions of our problem have been studied in the literature on Markovian inventory systems with lost sales; see, for example, Ha (1997a, 2000), Benjaafar and ElHafi (2006), ElHafi et al. (2008), and Nadar et al. (2014, 2016). More restricted assumptions also appear in the literature on Markovian inventory systems with backorders; see, for example, Ha (1997b), de Véricourt et al. (2002), and Gayon et al. (2009b). Key features of our model that generalize these papers are multiple components demanded by different products according to a general product structure (as opposed to single-component, assembly, nested, and M-system product structures) and Erlang production times (as opposed to exponential production times).

Let K = maxk, kj. The state of the system X(t) = {Xk(t)} is a K × m matrix that consists of component inventory levels and information regarding the status of current production for each component: Xk(t) is a nonnegative integer denoting the on-hand inventory for component i at time t. For 2 ≤ k ≤ kj, Xk(t) is a binary integer such that k−1∑j=2 Xj(t) ≤ 1, and Xk(t) = 1 means k − k + 1 Erlang stages have been completed for a batch of component i at time t (Xk(t) = 0 if K ≥ k > kj). Note that if Xk(t) = 1, the remaining time to complete the production of a batch of component i has a (k − 1)-Erlang distribution with mean (k − 1)/kjμi. Component i held in stock incurs a unit holding cost per unit time h, > 0; the total inventory holding cost rate in state X(t) is h(X(t)) = ∑i hiXk(t). Define ti as the time of occurrence of the
Thus, the time interval length $\nu$ is initiated; if $u^{(i)} = 0$, then component $i$ is not produced; if $u_i = 1$, then demand for product $j$ is satisfied; and if $u_i = 0$, then demand for product $j$ is rejected. Denote by $\mathbb{U}(x)$ the set of admissible actions in state $x$. For any action $u = (u^{(1)}, \ldots, u^{(m)}, u_1, \ldots, u_n) \in \mathbb{U}(x)$, (1) $u^{(i)} = 0$ if $\forall k$ s.t. $2 \leq k \leq k_i$ and $x_{ki} = 1$; and (2) $u_i = 0$ if $\exists i$ s.t. $x_{i1} < a_{ji}$. As component orders are not part of our system state until the first Erlang stage is complete, these can, in effect, be cancelled upon state transition. This assumption is standard (again see, for example, Ha 1997a, b, 2000; de Véricourt et al. 2002; Benjaafar and ElHafsi 2006; ElHafsi et al. 2008; Gayon et al. 2009b; Nadar et al. 2014). Nadar et al. (2016) showed that this assumption is benign in their numerical experiments.

Let $v$ denote a real-valued function defined on $\mathbb{N}_0^{K \times m}$, where $\mathbb{N}_0$ is the set of nonnegative integers. Also define $0 < \alpha < 1$ as the discount factor. For a given policy $l = \bar{l}$ and a starting state $X(0) = x$, the expected discounted cost over an infinite planning horizon, $v^l(x)$, can be written as

$$v^l(x) = E \left\{ \sum_{t=0}^{\infty} e^{-\alpha t} h(X_t) dt \right\}$$

$$+ \sum_{j=1}^{n} \int_0^{\infty} e^{-\alpha t} c_j dN_j(t) \bigg| X(0) = x, l = \bar{l} \bigg], \quad (1)$$

where $N_j(t)$ is the cumulative number of demands for product $j$ that have not been fulfilled from on-hand inventory up to time $t$.

The time between the transition to state $x$ and the transition to the next state is exponentially distributed with rate $\nu$ if action $u = (u^{(1)}, \ldots, u^{(m)}, u_1, \ldots, u_n) \in \mathbb{U}(x)$ is selected in state $x$. Following Lippman (1975), we consider a uniformized version of the problem where the rate of transition $\nu$ is an upper bound for all states and controls; we take $\nu = \sum_i k_i \mu_i + \sum_j \lambda_j$. Thus, the time interval length $(t_{k+1} - t_k)$ is exponentially distributed with rate $\nu$, $\forall x$. This transforms the continuous-time control problem into an equivalent discrete-time control problem.

If action $u = (u^{(1)}, \ldots, u^{(m)}, u_1, \ldots, u_n) \in \mathbb{U}(x)$ is selected in state $x$, the next state is $\hat{x}$ with probability $p_{x,x}(u)$. Thus,

$$p_{x,x}(u) = \begin{cases} \hat{x} = x + e_{ki} \text{ (initiate production)}, & \nu \mu_i/u, \\ \hat{x} = x + e_{k_{i-1,i}} - e_{k_i} \text{ (order progresses)}, & \nu \mu_i/u, \\ \hat{x} = x - \sum_i a_i e_{li} \text{ (satisfy demand)}, & \nu \mu_i/\nu, \\ \nu \mu_i/\nu, & 0 \text{ otherwise,} \end{cases}$$

where $I_k$ is the set of components $i$ for which $\exists k$ such that $2 \leq k \leq k_i$, and $x_{ki} = 1$, and $e_{li}$ is an $K \times m$ matrix with 1 in the $k$th row and $l$th column and 0 in every other entry. In this discrete-time framework, $N_j(t_k)$ is the cumulative number of unsatisfied demands for product $j$ at the time of the $x$th transition, and $h(X(t_k))$ is the total inventory holding cost rate during the time interval $(t_k, t_{k+1})$. Then, $v^l(x)$ in (1) can be rewritten as follows (see Benjaafar and ElHafsi 2006 and Nadar et al. 2014 for similar formulations in the ATO literature):

$$v^l(x) = E \left\{ \sum_{x=0}^{\infty} \frac{v}{x+\nu} \frac{X(t_x)}{X(t_{x-1})} + \sum_{x=1}^{\infty} \frac{v}{x+\nu} \right\}$$

$$\cdot \sum_{j=1}^{m} c_j (N_j(t_k) - N_j(t_{k-1})) \bigg| X(0) = x, l = \bar{l} \bigg]. \quad (2)$$

Our objective is to identify a policy $l' \in \mathbb{L}$ that minimizes the expected discounted cost. Below we formulate the optimality equation that holds for the optimal cost function $v^0 = v^0$:

$$v^0(x) = \min_{u \in \mathbb{U}^l} \left\{ h(x) \frac{\nu}{\alpha + \nu} + \frac{\nu}{\alpha + \nu} \sum_{x=1}^{n} \frac{\lambda_j c_j (1 - u_j)}{\nu} \right\}$$

$$+ \frac{\nu}{\alpha + \nu} \sum_{x=1}^{n} p_{x,x}(u) v^0(x). \quad (3)$$

Therefore, our continuous-time control problem is equivalent to a discrete-time control problem with discount factor $\nu/(\alpha + \nu)$ and cost per stage given by

$$\frac{h(x)}{\alpha + \nu} + \frac{\nu}{\alpha + \nu} \sum_{x=1}^{n} \frac{\lambda_j c_j (1 - u_j)}{\nu}.$$
where the operators \( T^{(i)} \) for component \( i \) and \( T_j \) for product \( j \) are defined as

\[
T^{(i)} v(x) = \begin{cases} 
\min \{ v(x + e_{ki}), v(x) \} & \text{if } x_{ki} = 0, \forall k \in \{2, \ldots, k_i\}, \\
v(x + e_{ki} - e_{k+1,i}) & \text{if } x_{k+1,i} = 1 \text{ and } 2 < k < k_i, \\
v(x + q_i e_{li} - e_{2i}) & \text{otherwise, i.e., } x_{2i} = 1;
\end{cases}
\]

\[
T_j v(x) = \begin{cases} 
\min \{ v(x) + c_j, v(x - \sum_i a_{ji} e_{ji}) \} & \text{if } x_{ji} \geq a_{ji}, \forall i, \\
v(x) + c_j & \text{otherwise}.
\end{cases}
\]

For a given state \( x \), the operator \( T^{(i)} \) specifies whether or not to initiate production of a batch of component \( i \) if there is no batch of component \( i \) under production, and the operator \( T_j \) specifies whether or not to fulfill an arriving demand for product \( j \) if sufficient inventory exists.

In Section 7, as a computational requirement, we restrict the state space to be finite; define \( \bar{x}_i = (\bar{x}_{i1}, \ldots, \bar{x}_{im}) \) as a vector of upper bounds for component inventory levels and \( \mathcal{X} \) as the set of system states. Thus, for any state \( x \in \mathcal{X} \) at any time, we must have \( 0 \leq x_{ij} \leq \bar{x}_{ij}, \forall i \). Also, for any action \( u = (u^{(1)}, \ldots, u^{(m)}) \in U(x) \), we must have \( u^{(i)} = 0 \) if \( x_{ij} + q_i > \bar{x}_{ij} \). Note that the upper bounds should be sufficiently high so that they are never visited at optimality.

4. The Aggregate Problem

In this section we use “hard aggregation” to approximate the value function of our ATO problem in Section 3. We group the original system states into disjoint nonempty subsets; each subset forms an “aggregate” state, and each original state belongs to only one aggregate state. (In “soft aggregation,” each original state is associated with a convex combination of aggregate states; see Bertsekas 2012, chap. 6.) Define \( \mathcal{Y} \) as the set of aggregate states. Denote \( x \in \mathcal{Y} \) if the original state \( x \) belongs to aggregate state \( y \), and for every \( x \), denote by \( v(x) \) the aggregate state \( y \) with \( x \in \mathcal{Y} \). We introduce the disaggregation probability \( d_{yx} \) as the degree to which \( y \) is represented by \( x \). In a hard aggregation scheme,

\[
\sum_{x \in \mathcal{Y}} d_{yx} = 1, \quad \forall y \in \mathcal{Y}.
\]

We thus restrict the disaggregation probabilities \( d_{yx} \) to be zero for states \( x \) that are not in state \( y \).

Letting \( \mathbf{b} = (b_1, \ldots, b_m) \) denote a vector of positive integers, below we define the aggregation scheme that we consider in this and subsequent sections.

**Definition 1** (On-Hand Inventory Aggregation). The aggregate state \( y(x) = \{y_{ki}\} \) is a \( K \times m \) matrix that is constructed as follows:

\[
y_{ki} = \lfloor x_{ki}/b_i \rfloor, \quad \forall i,
\]

i.e., \( x_{ki} = b_i y_{ki} + z_i \) where \( z_i \in \{0, 1, \ldots, b_i - 1\}, \forall i \), and

\[
y_{ki} = x_{ki}, \quad \forall i \text{ and } k \in \{2, \ldots, k_i\}.
\]

See Figure 1 for an illustration. The size of the state space decreases as \( b_i \) increases; if \( \mathbf{b} \) is defined minimally (i.e., \( \mathbf{b} = (1, \ldots, 1) \)), the aggregate problem reduces to the original problem. In Section 7, again as a computational requirement, we restrict the aggregate state space to be finite. Define \( \tilde{y}_i = (\tilde{y}_{i1}, \ldots, \tilde{y}_{im}) \) as a

**Figure 1.** Illustration of Our Aggregation Scheme with \( \mathbf{b} = (3, 3) \) and Two Possible Disaggregation Rules for a \( 2 \times 2 \) System with \( K = 1 \)

Notes. Each circle (filled or unfilled) is an original state. Each square is an aggregate state and has \( 3 \times 3 = 9 \) original states. For instance, the upper right square in each graph is \( y = (2, 2) \). Disaggregation probability of each state shown in a filled circle is \( 1/2 \) in (a) and is \( 1/9 \) in (b).
vector of upper bounds for aggregate state variables that correspond to on-hand inventory levels in the original problem. Thus, for any aggregate state \( y \in \mathcal{Y} \) at any time, we must have \( 0 \leq y_{i1} \leq \bar{y}_{i1}, \forall i \). We choose our upper bounds for component inventory levels in the original problem as follows:

\[
\bar{x}_{ij} + 1 = b_j(y_{ij} + 1), \quad \forall i.
\]

Thus, each aggregate state has \( \prod b_j \) original states; we reduce the state space by a factor of \( \prod b_j \).

Below we formulate the Bellman equations that hold for the optimal cost function approximation \( r^* \) under our aggregation scheme (see Bertsekas 2012, chap. 6 for a detailed explanation):

\[
r^*(y) = \sum_{x \in \mathcal{X}} d_{yx} \tilde{v}(x), \quad y \in \mathcal{Y},
\]

where \( \tilde{v}(x) \) is the optimal cost-to-go from original state \( x \) that is generated from aggregate state \( y \) as in Definition 1. The function \( \tilde{v} \) is defined as

\[
\tilde{v}(x) = h(x) + \sum_{i} k_i \tilde{v}^{(i)}(x) + \sum_{j} \lambda_j \tilde{v}_j(x),
\]

where the functions \( \tilde{v}^{(i)} \) for component \( i \) and \( \tilde{v}_j \) for product \( j \) are given by

\[
\tilde{v}^{(i)}(x) = \begin{cases} 
\min \{ r^*(y(x + e_{ki})), r^*(y(x)) \} & \text{if } x_{ki} = 0, \forall k \in \{2, \ldots , k_i\}, \\
r^*(y(x + e_{k1})) & \text{if } x_{k1+1,i} = 1 \text{ and } 2 \leq k < k_i, \\
r^*(y(x + d_{i1}e_{11} - e_{21})) & \text{otherwise, i.e., } x_{21} = 1;
\end{cases}
\]

and

\[
\tilde{v}_j(x) = \begin{cases} 
\min \{ r^*(y(x)) + c_j, r^*(y(x - \sum a_{ij}e_{1i})) \} & \text{if } x_{i1} \geq a_{ij}, \forall i, \\
r^*(y(x)) + c_j & \text{otherwise.}
\end{cases}
\]

Once \( r^* \) is computed, a heuristic policy (for the original problem) can be found through the minimizations in (9) and (10). We use the terms “aggregate-optimal cost function” and “aggregate-optimal policy” to denote the function \( r^* \) and the heuristic policy obtained from the function \( r^* \), respectively. We now introduce our rule for disaggregation probabilities in (7).

**Definition 2** (Extreme Point Disaggregation). The lowest and highest original states that belong to aggregate state \( y \) are equally representative (see Figure 1(a) for an example); that is,

\[
d_{yx} = \begin{cases} 
1/2 & \text{if } x_{i1} = b_{i}y_{i1}, \forall i, \\
1/2 & \text{if } x_{i1} = b_{i}y_{i1} + b_{i} - 1, \forall i, \\
0 & \text{otherwise.}
\end{cases}
\]

The extreme point policy has several desirable characteristics. First, it may significantly reduce the error introduced by our aggregation in Definition 1: Suppose that the current original state is in the middle portion of any aggregate state—for example, \( x = (1, 1) \) in Figure 1(a). If a batch of components is ordered in (9) or a demand is satisfied in (10), the system will likely stay in the same aggregate state. Assigning positive disaggregation probabilities to such substates may lead to many such self-transitions, causing \( r^* \) to remain the same in many minimizations in (9) and (10) and worsening our approximation. The extreme point policy reduces the number of self-transitions: the system moves from the lowest original state of a particular aggregate state to a different aggregate state whenever a demand for any product is satisfied and from the highest original state of a particular aggregate state to a different aggregate state whenever a batch of any component is produced. Section 7.1 compares the cost performance of this approach with that of an alternative uniform disaggregation rule from the literature that assigns equal disaggregation weights to all original states of an aggregate state (Definition 3). The results obtained tend to confirm our intuition.

**Definition 3** (Uniform Disaggregation). All states that belong to aggregate state \( y \) are equally representative (see Figure 1(b) for an example); that is, \( d_{yx} = (\prod b_j)^{-1} \) if \( x \in y \) and \( d_{yx} = 0 \) otherwise.

We label the aggregate problems under the disaggregation rules in Definitions 2 and 3 as AP-Ex and AP-Un, respectively. The acronym “Ex” stands for extreme and “Un” for uniform.

Rogers and Plante (1993) evaluate the use of uniform disaggregation in estimating the limiting probabilities of band diagonal Markov chains, comparing it to assigning the disaggregation weights by solving a group of subsystems in the original problem. They find that equal weighting yields approximate limiting probabilities that are often as good as those obtained from the alternative method, motivating us to use the uniform policy as a natural benchmark for our rule.

The extreme point policy also substantially reduces the per-iteration computational complexity of the value iteration algorithm we employ to solve the aggregate problem: since states with zero disaggregation probabilities will never be visited in the aggregate problem, there is no need to execute computations (8)–(10) for those states. This reduces the per-iteration computational complexity of the original problem by a factor of \( \prod b_j/2 \). Our numerical experiments indicate that the iterations required for convergence of the value iteration algorithm are similar in both the original and aggregate problems. Thus, the per-iteration computational savings from our disaggregation scheme translate into significant savings in value function computation; see Sections 7.1 and 7.2.
5. Error Bounds for the Aggregate Problem

In this section we prove that value iteration, initialized with the aggregate solution, is guaranteed to converge in the original problem. We prove this in three steps: First, we establish upper bounds on the difference of the optimal cost function in (4) evaluated at any two original states having the same configuration of component orders (see Theorem 1(a)). Second, we use these upper bounds to construct a finite error bound for the aggregate-optimal cost function, regardless of the disaggregation rule, based on certain problem parameters \((\alpha, h_i, c_i, a_{ij})\) and the vector \(b\) (see Theorem 1(b)). Finally, this finite error bound allows us to validate the use of the value iteration method that starts with the aggregate-optimal cost function in the original problem (see Theorem 1(c)).

We define \(C_i\) as the maximum possible inventory cost savings (including both lost sales and holding costs) from serving a demand that consumes component \(i\), minus the maximum possible holding cost savings from having one fewer unit of component \(i\) (in the long run); that is, \(C_i = \max_{j, x_i > 0} (c_j + \sum_j a_{ij} h_j / \alpha) - h_i / \alpha\). Also, let \(\geq_{gi}\) denote componentwise inequality; that is, \(\hat{x} \geq_{gi} \hat{y} \iff \hat{x}_{ki} \geq \hat{y}_{ki}, \forall k, i\). With these, we establish the following structural properties of our optimal cost function. (The proofs of Lemma 1 and all other subsequent results appear in the online appendix.)

**Lemma 1.** The optimal cost function satisfies the following inequalities:

\[
\begin{align*}
(a) \quad & v^*(\hat{x}) + (h(\hat{x}) - h(\hat{y})) / \alpha \geq v^*(\hat{y}), \forall \hat{x} \geq_{gi} \hat{y} \text{ s.t. } \hat{x}_{ki} = \hat{y}_{ki}, \forall k > 1, \forall i.
\end{align*}
\]

\[
(b) \quad v^*(x + e_{ij}) + C_j \geq v^*(x), \forall x, \forall i.
\]

Lemma 1(a) states that when the system moves to a higher inventory level, the optimal cost increases by no more than the maximum possible increase in holding costs, which occurs when the additional \(\hat{x}_{ki} - \hat{y}_{ki}\) units of each component \(i\) remain in inventory for a very long time. Lemma 1(b) states that when the inventory level of component \(i\) is reduced by one, the optimal cost increases by no more than \(C_i\). Lemma 1(b) also implies that \(v^*(x + \sum_{j=1}^{m} e_{ij}) + \sum_{j=1}^{m} C_j \geq v^*(x), \forall x\).

Next we define the operator \(T\) on the set of real-valued functions \(v: T v(x) = h(x) + \sum_i \mu_i T^{(i)} v(x) + \sum_j \lambda_j T_j v(x)\) where the operators \(T^{(i)}\) and \(T_j\) are given in (5) and (6). Also, let \(T^k v = T v\) and \(T^k v = T(T^{k-1} v), \forall k > 1\). We are now ready to state the main result of this section based on Lemma 1.

**Theorem 1.** (a) The following inequality holds for any two original states \(\hat{x}\) and \(\hat{y}\) having the same configuration of component orders \(\{x_{ki}\}_{k,i}\):

\[
\begin{align*}
& v^*(\hat{x}) - v^*(\hat{y}) \leq \frac{h(\hat{x} - \hat{y} + \sum_{i=1}^{m} e_{ii}) + \alpha \tau \sum_{i=1}^{m} C_i}{\alpha},
\end{align*}
\]

where \(\tau = \min\{k \in \mathbb{N}_0; k \geq \hat{x}_{ii} - \hat{y}_{ii}, \forall i\}\).

(b) There exists a finite error bound for the aggregate-optimal cost function that can be specified as follows:

\[
r^*(y) - c \leq v^*(x) \leq r^*(y) + \epsilon, \quad \forall y \in \mathcal{Y}, x \in \mathcal{X},
\]

where

\[
\epsilon = \max_{\hat{x}, \hat{y}} \sum_{k \in \mathbb{N}_0} \sum_{j=1}^{m} \sum_{i=1}^{m} \frac{h(\hat{x} - \hat{y} + \tau \sum_{i=1}^{m} e_{ii}) + \alpha \tau \sum_{i=1}^{m} C_i}{\alpha^2},
\]

(c) The value iteration algorithm starting with the aggregate-optimal cost function converges to the optimal cost function of the original problem; that is, if \(v(x) = r^*(y(x)), \forall x\), then \(\lim_{k \to \infty} (T^k v)(x) = v^*(x), \forall x\).

The upper bounds in Theorem 1(a) build on the structural properties in Lemma 1. In the ATO literature, several authors have derived upper bounds on the optimal cost function difference between certain inventory levels for more restricted versions of our general ATO problem to identify the product or demand class that should have the highest fulfillment priority. See, for instance Ha (1997a, 2000), Benjaafar and El-Hafsi (2006), El-Hafsi et al. (2008), and El-Hafsi (2009). However, to the best of our knowledge, we are the first to introduce upper bounds on the optimal cost function difference between arbitrary inventory levels.

The upper bounds in Theorem 1(a) allow us to construct the error bound \(\epsilon\) in Theorem 1(b). Note that \(\epsilon\) increases with \(h_i, c_i, 1 - \alpha\) (the discount factor). Numerical experiments indicate that \(\epsilon\) is typically multiple orders of magnitude larger than the actual errors for the instances in Section 7. Nevertheless, in Theorem 1(c), our finite error bound guarantees the convergence of the value iteration algorithm in the original problem (with infinite state space) initialized with the (unbounded) aggregate-optimal cost function (defined on an infinite state space). Numerical experiments in Section 7.3 demonstrate the usefulness of this value iteration algorithm.

We also establish a different error bound in Corollary 1, which is tighter than the error bound in Theorem 1. But the error bound in Corollary 1 is only available under the following assumption, of which there are several examples in the literature.

**Assumption 1.** There exists a product (denoted by \(j^*\)) such that (i) one unit of this product consumes at least one unit from each component, and (ii) it is always optimal to satisfy demands for this product if sufficient inventory exists.

Below are four specific ATO product structures that satisfy Assumption 1, which are special cases of our general ATO problem in Section 3.

1. An assembly product structure: Suppose that \(K = a_{ij} = 1, \forall i, j\). In such systems, Benjaafar and El-Hafsi (2006) show that it is always optimal to satisfy demands for the product with the highest lost sale cost if sufficient inventory is available.
2. A nested product structure with unitary component requirements: Suppose that \( K = 1, m = n, a_{ij} = 1 \) if \( i \geq j \), \( a_{ij} = 0 \) otherwise, and \( c_j > \cdots > c_m \). In such systems, ElHafsi et al. (2008) show that it is always optimal to satisfy demands for product 1 if sufficient inventory is available.

3. A nested product structure with nonunitary component requirements: Suppose that \( K = 1 \). Also, letting \( \tau_j \) denote a positive integer, \( \forall j \), suppose that \( a_{11} = 1, a_{ij} = \tau_j \times \cdots \times \tau_{j-1} \), \( \forall j > 1, \forall l, c_{ij} \geq \tau_j c_j, \forall j < n \), and \( q = a_1 \). Then it is always optimal to satisfy demands for product \( n \) if sufficient inventory is available; see the online appendix for a proof. Such systems may appear in semiconductor manufacturing. For instance, the price of an Intel processor with 8 cores and 16 threads is more than twice that with 4 cores and 8 threads (https://www.intc.com/investor-relations/investor-education-and-news/cpu-line-form-a-different-lattice-used-in-theorem-2). Also, suppose that \( n_1 + c_2 < c_3 \). Then it can be shown that it is always optimal to satisfy demands for product 3 if sufficient inventory is available. Such systems may appear when a vendor sells a bundled product at a premium price since the bundling process itself requires substantial technical knowledge. For instance, the price of a computer is often higher than the sum of the prices of its components.

Assumption 1 fails to hold if there is no product that uses all the components or if every product that uses all the components has at least one state in which its demand is rejected at optimality.

**Corollary 1.** Under Assumption 1, the following inequality holds for any two original states \( \bar{x} \) and \( \hat{x} \) having the same configuration of component orders \( \{x_{ki}\}_{k>1} \):

\[
v'(\bar{x}) - v'(\hat{x}) \leq \frac{h(\bar{x} - \hat{x} + \tau \sum_{i=1}^{m} a_{ij} e_{ij}) + \alpha \tau c_p}{\tau_x},
\]

where \( \tau = \min\{k \in \mathbb{N}_+: k a_{ij} \geq \bar{x}_{ij} - \hat{x}_{ij}, \forall i\} \). Furthermore, there exists a finite error bound for the aggregate-optimal cost function that can be specified as follows:

\[
r'(y) - e \leq v'(x) \leq r'(y) + e, \quad \forall y \in \bar{y}, x \in y,
\]

where

\[
e = \max_{x, y} \frac{h(\bar{x} - \hat{x} + \tau \sum_{i=1}^{m} a_{ij} e_{ij}) + \alpha \tau c_p}{\alpha^2}.
\]

Corollary 1 follows from Theorem 1 if \( \sum_{i=1}^{m} e_{ij} \) and \( \sum_{i=1}^{j} C_i \) are replaced with \( \sum_{i=1}^{j} a_{ij} e_{ij} \) and \( c_p \), respectively. Unlike Theorem 1, Corollary 1 builds on the inequality \( v'(x + \sum_{i=1}^{m} a_{ij} e_{ij}) + c_p \geq v'(x), \forall x \), rather than the structural property in Lemma 1(b). This inequality holds under Assumption 1: when the system moves to a lower inventory level upon fulfillment of a demand for product \( j' \), the optimal cost function increases by no more than \( c_p \), because it is always optimal to satisfy demands for product \( j' \) if sufficient inventory exists.

6. Characterization of the Aggregate-Optimal Policy

We are able to establish the aggregate-optimal policy structure under the following assumption.

**Assumption 2.** (i) If the production time of each component has an exponential distribution (i.e., \( K = 1 \)), \( b_i \geq \max\{q_i, \max_j\{a_{ij}\}\}, \forall i \). If the production time of at least one component has an Erlang distribution (i.e., \( K > 1 \)), \( b_i = q_i \geq \max_j\{a_{ij}\}, \forall i \).

(ii) For \( x \in y \), the disaggregation probability \( d_{xy} \) can be strictly positive only if either \( x_{ij} < \min_j\{a_{ij}\} + b_i x_{ij}/b_j \), \( \forall i \) or \( x_{ij} \geq \max_j\{a_{ij}\} + b_i x_{ij}/b_j \), \( \forall i \). In addition, for \( x \in y \) and \( x \in y \), \( d_{xy} = d_{yx} \) if \( x_{ij} = x_{i j} = x_{ij} - b_i y_{ij}, \forall i \), or, equivalently, \( d_{xy} = d_{yx} \) where \( x_{ij} = b_i y_{ij}, 0 \leq z_j < b_j, \forall i, \) and \( z = (z_1, \ldots, z_n), \forall y, \) and \( \forall x \in y \).

See Figure 2 for an illustration of aggregation and disaggregation schemes under Assumption 2.

**Figure 2.** Illustration of Aggregation and Disaggregation Schemes Under Assumption 2 When \( K = 1, A = ((2, 1), (1, 1)), q = (1, 1), \) and \( b = (4, 3) \).

Notes. Each circle is an original state, and each rectangle is an aggregate state. Disaggregation probabilities can be positive for original states shown in filled circles, but they are zero for other original states (e.g., \( d_{0,0,2,0} \geq d_{0,0,2,0} > 0 \)). Disaggregation probabilities for original states on the same location of different aggregate states are the same (e.g., \( d_{0,0,2,0} = d_{0,0,2,0} \)). The original states on each dashed line form a different lattice used in Theorem 2.
If $K = 1$ and $b_i = \max\{q_j, \max\{a_{ij}\}\}$, $\forall i$, two original states map to different aggregate states if either the inventory levels of some component $i$ in these original states are at least one replenishment batch apart, or if the same number of units of some product $j$ cannot be made from on-hand inventory of some component $i$ in these original states (assuming an ample supply for all the other components). If $K > 1$, $b_i$ should be equal to the replenishment batch size of component $i$, which is no smaller than the number of units of component $i$ required by any product.

Assumption 2(ii) implies that the disaggregation probability of the state $x \in \mathbb{y}$ can be positive only if either the aggregate state $y(x)$ remains the same upon fulfillment of a demand for product $j$, $\forall j$, or if the aggregate state $y(x)$ drops to $y(x) - e$ upon fulfillment of a demand for product $j$, $\forall j$. The extreme point policy satisfies Assumption 2(ii) when $a_{ij} \geq 1$ and $b_i > \max\{a_{ij}\}$.

We establish the aggregate-optimal inventory replenishment and allocation policies through the structural properties of our aggregate-optimal cost function. Let $e_k$ denote a zero matrix if $k > k_i$. Define $\mathcal{V}$ as the set of real-valued functions $f$ on $\mathbb{R}_0^{K \times m}$ that satisfy the following properties.

**Property 1.** $f(y + \sum_{i=1}^m e_{ji} + e_{k_1}) - f(y + \sum_{i=2}^m e_{ji} + e_{k_1}) \geq f(y + e_{k_1}) - f(y + e_{k_1,2})$, $\forall y$, $\forall i$, and $\forall k \in \{1, \ldots, k_i\}$.

**Property 2.** $f(y + e_{k_1} + e_{k_1}) - f(y + e_{k_1,1} + e_{k_1}) \geq f(y + e_{k_1} + e_{k_1}) - f(y + e_{k_1,1} + e_{k_1})$, $\forall y$, $\forall i \neq i$, $\forall k \in \{1, \ldots, k_i\}$.

**Property 3.** $f(y + e_{k_1} + e_{k_1}) - f(y + e_{k_1}) \geq f(y + e_{k_1}) - f(y)$, $\forall y$, $\forall i$.

Property 1 states that the difference $f(y + e_{k_1}) - f(y + e_{k_1,1})$ weakly increases if each of the variables $y_{ij}$ is increased by one. Property 2 states that the difference $f(y + e_{k_1} + e_{k_1}) - f(y + e_{k_1,1} + e_{k_1})$ weakly decreases if the batch of component $i$ under production proceeds to the next Erlang stage. When $K = 1$, Property 2 reduces to Topkis’ (1978, 1998) submodularity property on $\mathbb{R}_0^m$. Property 3 states that the difference $f(y + e_{k_1}) - f(y)$ weakly increases as the variable $y_{ij}$ increases. When $K = 1$, Property 3 reduces to discrete convexity in each of the variables $y_{ij}$. We show in the proof of Lemma 2 that Properties 1 and 2 together imply Property 3.

Several papers characterize the optimal policy for inventory systems with exponential production times by proving that the optimal cost function satisfies Properties 1–3 when $K = 1$. See, for instance, Benjaafar and ElHafsi (2006), ElHafsi et al. (2008), ElHafsi (2009), and Gayon et al. (2009a). Unlike these papers, Ha (2000) considers a single-item inventory system with Erlang production times; it can be shown that the optimal structural property in Ha (2000) is equivalent to Property 1 when $m = 1$. However, to the best of our knowledge, no one has studied the above properties when both $K > 1$ and $m > 1$.

Define the operator $F$ on the set of real-valued functions $r$:

$$Fr(y) = \sum_{x \in y} d_{y,i}(h(x) + \sum_i k_i V_i(x) + \sum_i \lambda_i V_i(x)), \quad y \in \mathcal{V},$$

where the functions $V_i(x)$ for component $i$ and $V_j$ for product $j$ are given by

$$v^{(i)}(x) = \begin{cases} \min \{r(y(x + e_i)), r(y(x))\} & \text{if } x_{k_1} = 0, \forall k \in \{2, \ldots, k_i\}, \\ r(y(x + e_i, e_{k_1})) & \text{if } x_{k_1} = 1 \text{ and } 2 \leq k \leq k_i, \\ r(y(x + q_i e_i, e_{k_1})) & \text{otherwise, i.e., } x_{k_1} = 1 \text{ and } \\ \{r(y(x)) + c_j, r(y(x - \sum_i a_{ij} e_i))\} & \text{if } x_{k_1} \geq a_{ij}, \forall i, \\ r(y(x)) + c_j & \text{otherwise.} \end{cases}$$

Lemma 2 shows that $\mathcal{V}$ propagates through the operator $F$, and that our aggregate-optimal cost function is an element of $\mathcal{V}$.

**Lemma 2.** Under Assumption 2, if $r \in \mathcal{V}$, then $Fr \in \mathcal{V}$. Furthermore, the aggregate-optimal cost function $r^*$ is an element of $\mathcal{V}$.

Thus, our aggregate-optimal cost function satisfies Properties 1–3 under Assumption 2. The aggregate-optimal policy form in Theorem 2 builds on Property 1, and the comparative statics of the aggregate-optimal policy parameters build on both Properties 1 and 2. It is possible to construct numerical examples showing that Property 1 may fail to hold if Assumption 2 is violated.

We introduce the notation $\mathcal{L}(p, b) = \{p + kb: k \in \mathbb{N}_0\}$ to denote an $m$-dimensional lattice with initial vector $p \in \mathbb{N}_0^m$ and common difference $b$, where $\exists i$ s.t. $p_i < b_i$. Thus, for any $b$, $\mathbb{N}_0^m = \bigcup_i \mathcal{L}(p, b)$ and $\mathcal{L}(p_1, b) \cap \mathcal{L}(p_2, b) = \emptyset$, $\forall p_1 \neq p_2$. We partition the original state space of the on-hand inventory levels into multiple disjoint lattices with common difference $b$. Each original state in a particular aggregate state corresponds to a different lattice. Application of Lemma 2 allows us to characterize the form of the aggregate-optimal policy over such lattices of the original state space, restricted to the states with positive disaggregation probabilities. See Figure 2 for an example.

Recall that $e_{ij}$ is an $K \times m$ matrix with 1 in the $k$th row and $i$th column and 0 in every other entry.
introduce the notation $e_i$ to denote the ith unit vector of dimension $m$. With these, we are now ready to establish the aggregate-optimal policy structure.

**Theorem 2.** Under Assumption 2, there exists an aggregate-optimal stationary policy such that we have the following:

1. For any configuration of component orders $x_{i1} = \{x_{i1}\}_{i=1}^\infty$, the aggregate-optimal inventory replenishment policy for each component $i$ is a lattice-dependent base-stock policy with lattice-dependent base-stock levels $S_i(p, x_{i1}) \in \mathbb{L}(p, x_{i1})$, $\forall p$. It is aggregate-optimal to produce a batch of component $i$ if and only if $x_{i1} \in \mathbb{L}(p, x_{i1})$ is less than $S_i(p, x_{i1})$.

2. For any configuration of component orders $x_{i2} = \{x_{i2}\}_{i=1}^\infty$, the aggregate-optimal inventory allocation policy for each product $j$ is a lattice-dependent rationing policy with lattice-dependent rationing levels $R_j(p, x_{i2}) \in \mathbb{L}(p, x_{i2})$, $\forall p$. It is aggregate-optimal to fulfill a demand for product $j$ if and only if $x_{i2} \in \mathbb{L}(p, x_{i2})$ is greater than or equal to $R_j(p, x_{i2})$.

The aggregate-optimal policy has the following additional properties:

(i) The controller is indifferent between producing and not producing a batch of component $i$ at aggregate-optimality if $x_{i1} \in \mathbb{L}(p, x_{i1})$ and $y(\sum_{i=1}^m p_i e_i) = y(\sum_{i=1}^m p_i e_i)$.

(ii) The base-stock levels $S_i(p, x_{i1})$ and $S_j(r, x_{i1})$ map to the same aggregate state if $y(\sum_{i=1}^m p_i e_i) + e_{i1} = y(\sum_{i=1}^m r_i e_i) + e_{i1}$.

(iii) The base-stock levels obey $S_i(p, x_{i1}) \geq S_j(p, x_{i1})$ if $x_{i1}$ becomes $x_{i1}$ upon completion of any Erlang stage $k < k_1$, for any component $i \neq j$ and $y(\sum_{i=1}^m p_i e_i) + e_{i1}$.

(iv) The base-stock levels obey $S_i(p + b_i e_i, x_{i1}) \geq S_j(p, x_{i1}) + b_i e_i$ if $x_{i1}$ becomes $x_{i1}$ upon completion of the last Erlang stage for any component $i \neq j$ and $y(\sum_{i=1}^m p_i e_i) + e_{i1} = y(\sum_{i=1}^m p_i e_i + q_i e_{i1})$.

(v) The base-stock levels obey $S_i(p, x_{i1}) + \sum_{i=1}^m b_i e_i \geq S_i(p + \sum_{i=1}^m b_i e_i, x_{i1})$ if $i \in I_j$, $x_{i1} = x_{i1} - 1$, $\forall i \in I_j$, $\forall k > 1$; $I_k \cap I_k = \emptyset$, $\forall k \neq \hat{k}$; and $y(\sum_{i=1}^m p_i e_i) + e_{i1} = y(\sum_{i=1}^m p_i e_i + q_i e_{i1})$.

(vi) It is aggregate-optimal to fulfill a demand for product $j$ if $x_{i1} \in \mathbb{L}(p, x_{i1})$, where $a_i = p_i e_i - \sum_{i=1}^m p_i e_i = y(\sum_{i=1}^m p_i e_i)$.

(vii) The rationing levels obey $R_j(p, x_{i1})$ and $R_j(r, x_{i1})$ map to the same aggregate state if $y(\sum_{i=1}^m p_i e_i) = y(\sum_{i=1}^m r_i e_i) = y(\sum_{i=1}^m p_i e_i + \sum_{i=1}^m b_i e_i - \sum_{i=1}^m a_i e_i)$.

(viii) The rationing levels obey $R_j(p, x_{i1}) \geq R_j(p, x_{i1})$ if $x_{i1}$ becomes $x_{i1}$ upon completion of any Erlang stage $k < k_1$, for any component $i$ and $y(\sum_{i=1}^m p_i e_i) + \sum_{i=1}^m b_i e_i - \sum_{i=1}^m a_i e_i = y(\sum_{i=1}^m p_i e_i)$.

Theorem 2 also proves the following additional properties of the aggregate-optimal allocation policy:

• Point (vi) shows that if increasing the inventory level of component $i$ by its batch size moves the system from two different points of two disjoint lattices in an aggregate state $y$ to the same aggregate state $y + e_{i1}$, the aggregate-optimal aggregate-base-stock levels of component $i$ on these two lattices must be in the same aggregate state.

• Based on Property 2, point (iii) says that the aggregate-optimal aggregate-base-stock level of component $i$ weakly increases when the system moves to a different lattice with an increment of $b_i$ in the inventory level of component $i \neq j$ under production proceeds to the next Erlang stage. Likewise, point (iv) states that the aggregate-optimal aggregate-base-stock level of component $i$ weakly increases when the system moves to a different lattice with an increment of $b_i$ in the inventory level of component $i \neq j$ under production proceeds to the next Erlang stage.

Theorem 2 proves the following additional properties of the aggregate-optimal allocation policy:

• Point (vi) shows that it is aggregate-optimal to satisfy a demand for product $j$ if the current aggregate state remains the same upon fulfillment of this demand.

• For a given configuration of component orders, point (vii) states that if the system moves from two different points of two disjoint lattices in a particular aggregate state to a lower aggregate state upon fulfillment of a demand for product $j$, the aggregate-optimal
rationing levels for product \( j \) on these two lattices must be in the same aggregate state.

- Based on Property 1, points (viii) and (ix) say that, upon fulfillment of a demand for product \( j \), if the system moves from one particular lattice in any aggregate state to a lower aggregate state, then the following hold: The aggregate-optimal rationing level for product \( j \) on this particular lattice weakly decreases when a batch of any component \( i \) under production proceeds to the next Erlang stage. However, when the system moves from this lattice to a different lattice with an increment of \( b_i \) in the inventory level of component \( i \) and \( x_{ij} \) decreases by 1, the aggregate-optimal rationing level for product \( j \) increases by \( b_i e_i \) or decreases.

The notion of LBLR was first introduced by Nadar et al. (2014) to characterize the optimal policy structure for ATO systems with generalized \( M \)-system product structure and exponential production times. Nadar et al. (2014) established the comparative statics of the optimal policy parameters for their ATO problem, which are in line with points (iv) and (ix) of Theorem 2. In their computational work, Nadar et al. (2016) reveal the optimal performance of LBLR for ATO systems with general product structures and exponential production times, but they present no method for its proof. Unlike Nadar et al. (2014, 2016), we use the notion of LBLR to analytically characterize the aggregate-optimal policy structure for ATO systems with general product structures and Erlang production times. Thus, the models in Nadar et al. (2014, 2016) are special cases of our model in this paper. For exponential production times (i.e., when \( K = 1 \)), our partitioning of the state space into disjoint lattices is based on the vector \( b \) defined by our aggregation scheme; that in Nadar et al. (2014, 2016) is based on certain assumed product characteristics that we do not require. When \( K > 1 \), Theorem 2 also establishes the comparative statics of the aggregate-optimal policy parameters with respect to the configuration of component orders.

When \( K = b_i = q_i = a_{ij} = 1, \forall i, j \), and thus Assumption 2 is satisfied, our aggregate problem reduces to the original problem in Benjaafar and ElHafsi (2006), who characterize the optimal policy structure for an ATO assembly system with exponential production times. When \( K > b_i = q_i = a_{ij} = 1, \forall i, j \), we characterize the optimal policy structure for an ATO assembly system with Erlang production times, generalizing Benjaafar and ElHafsi (2006).

Section 7.4 implements the above structural results to accelerate the value iteration algorithm, by restricting the action space to only generate LBLR policies in each iteration step.

7. Numerical Experiments

In Section 7.1 we numerically investigate the performance of aggregate-optimal cost functions in AP-Ex and AP-Un as approximations to the optimal cost function in the original problem (OP). After evaluating the scalability of AP-Ex in Section 7.2, we evaluate the use of the value iteration algorithm initialized with the aggregate-optimal cost function in OP, comparing it to the standard value iteration algorithm in Section 7.3. Finally, in Section 7.4, we exploit the aggregate-optimal policy structure (see Theorem 2) in computation of the aggregate-optimal cost function. All computations have been executed on a system with 2.9 GHz CPU and 16 GB of RAM.

7.1. Performance Evaluation of AP-Ex and AP-Un

In this subsection we investigate the performance of the optimal solutions of AP-Ex and AP-Un, in comparison with the optimal solution of OP. We generate 30 instances with 3 components and 3 products by randomly selecting \( a_{ij} \) and \( q_i \) from the set \{1, 2, 3, 4, 5\}, \( h_i \) from the set \{1, 3, 5\}, \( c_i \) from the set \{50, 100, 150, 200\}, \( \mu_i \) from the set \{1, 2\}, and \( \lambda_i \) from the set \{0.2, 0.4\}, \( \forall i, j \). We solve each of the 30 instances for exponential and 2-Erlang production times; for discount factors \( v/(\alpha + v) \) of 0.95, 0.97, and 0.99; and for aggregation schemes in which \( b \in \{(3, 3, 3), (4, 4, 4), (6, 6, 6)\} \). We impose \( \bar{x}_i = (35, 35, 35) \) in all instances. (Because \( \bar{x}_{ii} + 1 = 36 \) is an integer multiple of 3, 4, and 6, each aggregate state contains the same number of original states under each aggregation scheme. Also, note that our instances in this subsection do not necessarily satisfy Assumptions 1 and 2.) We evaluate the performance of AP-Ex and AP-Un in terms of the following measures:

(i) **APD**: The average of percentage deviation from the optimal cost across all states; that is,

\[
100 \sum_{x \in X} \left| \frac{r^*(y(x)) - v^*(x)}{v^*(x)} \right|,
\]

where \( |X| \) is the number of original states in the set \( X \).

(ii) **WAPD**: The weighted average of percentage deviation from the optimal cost across all states based on the optimal stationary distribution; that is,

\[
100 \sum_{x \in X} \pi_x \left| \frac{r^*(y(x)) - v^*(x)}{v^*(x)} \right|,
\]

where \( \pi_x \) is the limiting probability the system is in state \( x \) at the optimal solution to OP.

(iii) **CTR**: The computation time ratio of the aggregate problem to the OP.

After calculating each of these performance measures in each instance, we construct 95% confidence intervals on these measures from our 30 instances; see Table 1.

Table 1 indicates that AP-Ex is computationally much less demanding than both OP and AP-Un. As mentioned in Section 4, this is primarily due to the
that as expected, at a fixed discount factor, both APD and WAPD cost function deviates more from the optimal, its performance worse at higher discount factors: the original measure, WAPD: As discussed in Section 4, disaggregating the aggregate state into its two extreme original states better captures the dynamics of replenishment and fulfillment decisions by allowing for more transitions between aggregate states, and thus it tends to improve the performance of our aggregation scheme.

We intuitively expect the aggregate problem to perform worse at higher discount factors: the original problem becomes more complicated when the future costs get less discounted, and thus it is critical to treat the problem in a sophisticated manner. Our analytical error bounds in Section 5 are in line with this intuition. But, contrary to our expectations, for AP-Ex with \( b = (6, 6, 6) \), Table 1 indicates that WAPD significantly decreases as the discount factor increases. This could be because the optimal cost increases with the discount factor, and thus even if the aggregate-optimal cost function deviates more from the optimal, its percentage deviation can still decrease. Table 1 also shows that as expected, at a fixed discount factor, both APD and WAPD increase with \( b \). Last, we note that AP-Ex performs slightly better when the production times are more variable.

7.2. Selected Larger Instances
To evaluate the scalability of OP and AP-Ex, we analyze the computation times of OP and AP-Ex for several instances of various sizes. We generate instances in which \( m \in \{2, 4, \ldots, 20\} \) and \( n \in \{8, 16, \ldots, 120\} \) by randomly selecting problem parameters as in Section 7.1. We consider each instance for exponential and 2-Erlang production times and for aggregation schemes in which \( b \in \{(2, \ldots, 2), (4, \ldots, 4), (8, \ldots, 8), (12, \ldots, 12)\} \). We impose \( x = (23, \ldots, 23) \) and \( v/(a + v) = 0.99 \) in all instances. (Again, note that our instances in this subsection do not necessarily satisfy Assumptions 1 and 2.) Figure 3 exhibits the instances we could solve within five hours.

(i) Exponential production times: For AP-Ex, we could solve instances with 6 components when \( b = (2, \ldots, 2) \), 8 components when \( b = (4, \ldots, 4) \), 14 components when \( b = (8, \ldots, 8) \), and 20 components when \( b = (12, \ldots, 12) \). For OP, we could solve instances with up to only 4 components.

(ii) 2-Erlang production times: For AP-Ex, we could solve instances with 4 components when \( b \in \{(2, \ldots, 2), (4, \ldots, 4)\} \), 8 components when \( b = (8, \ldots, 8) \), and 10 components when \( b = (12, \ldots, 12) \). For OP, we could solve instances with 4 components but with many

Table 1. Confidence Intervals on Performance Measures for AP-Ex and AP-Un

<table>
<thead>
<tr>
<th>( b )</th>
<th>( \frac{\nu}{a + \nu} )</th>
<th>AP-Ex</th>
<th>AP-Un</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v )</td>
<td>APD</td>
<td>WAPD</td>
<td>CTR</td>
</tr>
<tr>
<td>3</td>
<td>0.95</td>
<td>3.49 ± 0.34</td>
<td>4.75 ± 1.09</td>
</tr>
<tr>
<td>—</td>
<td>0.97</td>
<td>3.58 ± 0.42</td>
<td>5.06 ± 1.67</td>
</tr>
<tr>
<td>—</td>
<td>0.99</td>
<td>3.68 ± 0.68</td>
<td>5.06 ± 1.60</td>
</tr>
<tr>
<td>4</td>
<td>0.95</td>
<td>6.01 ± 0.49</td>
<td>8.38 ± 2.05</td>
</tr>
<tr>
<td>—</td>
<td>0.97</td>
<td>6.53 ± 0.61</td>
<td>9.33 ± 2.12</td>
</tr>
<tr>
<td>—</td>
<td>0.99</td>
<td>7.31 ± 1.01</td>
<td>9.46 ± 2.06</td>
</tr>
<tr>
<td>6</td>
<td>0.95</td>
<td>8.37 ± 0.75</td>
<td>17.56 ± 2.57</td>
</tr>
<tr>
<td>—</td>
<td>0.97</td>
<td>8.65 ± 0.86</td>
<td>15.20 ± 2.69</td>
</tr>
<tr>
<td>—</td>
<td>0.99</td>
<td>9.08 ± 1.50</td>
<td>14.04 ± 2.61</td>
</tr>
<tr>
<td>Average</td>
<td>6.30</td>
<td>9.85</td>
<td>0.033</td>
</tr>
</tbody>
</table>

2-Erlang production times (\( k_i = 2, \forall i \))

<table>
<thead>
<tr>
<th>( b )</th>
<th>( \frac{\nu}{a + \nu} )</th>
<th>AP-Ex</th>
<th>AP-Un</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v )</td>
<td>APD</td>
<td>WAPD</td>
<td>CTR</td>
</tr>
<tr>
<td>3</td>
<td>0.95</td>
<td>3.59 ± 0.33</td>
<td>5.36 ± 1.19</td>
</tr>
<tr>
<td>—</td>
<td>0.97</td>
<td>3.65 ± 0.38</td>
<td>5.87 ± 1.22</td>
</tr>
<tr>
<td>—</td>
<td>0.99</td>
<td>3.87 ± 0.53</td>
<td>4.83 ± 1.07</td>
</tr>
<tr>
<td>4</td>
<td>0.95</td>
<td>5.94 ± 0.44</td>
<td>10.04 ± 2.48</td>
</tr>
<tr>
<td>—</td>
<td>0.97</td>
<td>6.43 ± 0.50</td>
<td>10.90 ± 2.29</td>
</tr>
<tr>
<td>—</td>
<td>0.99</td>
<td>7.91 ± 0.84</td>
<td>10.89 ± 2.20</td>
</tr>
<tr>
<td>6</td>
<td>0.95</td>
<td>8.32 ± 0.75</td>
<td>20.07 ± 2.59</td>
</tr>
<tr>
<td>—</td>
<td>0.97</td>
<td>8.60 ± 0.78</td>
<td>16.00 ± 2.31</td>
</tr>
<tr>
<td>—</td>
<td>0.99</td>
<td>8.65 ± 1.04</td>
<td>12.79 ± 2.52</td>
</tr>
<tr>
<td>Average</td>
<td>6.33</td>
<td>10.75</td>
<td>0.039</td>
</tr>
</tbody>
</table>
fewer products than those solved in AP-Ex when $b \in \{(2, \ldots, 2), (4, \ldots, 4)\}$.

Figure 3 indicates that increasing the number of components has a much greater impact on the scalability of both OP and AP-Ex than increasing the number of products. This is because an increment in the number of products only has the effect of increasing the number of allocation operators in a given state by one in both OP and AP-Ex. However, an increment in the number of components leads to an exponential increase in the state space of OP at a growth rate of $k_i (\bar{x}_i + 1)$ and in the state space of AP-Ex at a growth rate of $k_i (\bar{x}_i + 1)/b_i$.

For the instances we could solve in OP, Tables 2 and 3 exhibit the average CTR and APD values of AP-Ex, respectively: AP-Ex outperforms OP with respect to computation times by up to one order of magnitude when $b = (2, \ldots, 2)$, by up to three orders of magnitude when $b = (4, \ldots, 4)$, and by up to four orders of magnitude when $b \in \{(8, \ldots, 8), (12, \ldots, 12)\}$. The computational advantage of AP-Ex tends to increase with the number of components. AP-Ex deviates from OP with respect to cost by only a couple of percent when $b = (2, \ldots, 2)$, by 12.2% when $b = (4, \ldots, 4)$, by 41.8% when $b = (8, \ldots, 8)$, and by 39.4% when $b = (12, \ldots, 12)$, on average.

Our experimental setup is similar to the one proposed by Nadar et al. (2016), who develop a linear program to find the optimal average cost for Markovian ATO systems. Taking $K = 1$ and $x_i = (10, \ldots, 10)$, they could solve instances with up to 2 components and 15 products and instances with up to 4 components and 2 products. With the help of our aggregation method, when $K = 1$, we are able to solve significantly larger instances (with up to 20 components and 112 products) with much larger bounds on inventory levels ($x_i = (23, \ldots, 23)$ in our instances). Our aggregation method also enables us to solve many different test problems of various sizes that have been studied by many other authors under more restricted policies. See, for instance, Zhang (1997), Cheng et al. (2002), Akçay and Xu (2004), Lu and Song (2005), and Lu et al. (2005).

### 7.3. Initialization of the Value Iteration Algorithm via the Aggregate Solution

We now compare initializing the value iteration algorithm for the original problem with the aggregate-optimal cost function of AP-Ex versus initializing it with the zero function. For each instance in Section 7.1 (not necessarily satisfying Assumptions 1 and 2), we perform the following:

1. **We solve AP-Ex by the value iteration algorithm and denote the computation time by $t$.**

2. **We run the value iteration algorithm that starts with the zero function in OP until time $t$.**

3. **Denote the value iteration algorithm in OP that starts with the aggregate-optimal cost function obtained in (i) by AP-VI.** We run AP-VI until the maximum percentage deviation from the optimal cost across all states (MAXPD) reaches $D$. Let $I_t$ denote the number of iterations performed by AP-VI.

4. **Denote the value iteration algorithm in OP that starts with the cost function obtained at time $t$ in (ii)**

### Table 2. Average CTR Values for AP-Ex in Selected Larger Instances

<table>
<thead>
<tr>
<th>$n \in {8, 16, 24, 32, 40}$</th>
<th>$n \in {48, 56, 64, 72, 80}$</th>
<th>$n \in {88, 96, 104, 112, 120}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$</td>
<td>$b_i = 2$</td>
<td>$b_i = 4$</td>
</tr>
<tr>
<td>$k_i = 1$</td>
<td>2</td>
<td>0.4630</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.1160</td>
</tr>
<tr>
<td>$k_i = 2$</td>
<td>2</td>
<td>0.1038</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.2407</td>
</tr>
</tbody>
</table>

Note. The instances with $k_i = 2$, $m = 4$, and $n > 40$ could not be solved in OP within five hours.
by Z-VI. We run Z-VI until MAXPD again reaches \(D\). Let \(I_2\) denote the number of iterations performed by Z-VI.

We then take the average of \(I_1/I_2\) from our 30 instances for \(D \in \{1,5,10\}\); see Table 4.

Table 4 indicates that AP-VI is computationally better than Z-VI in all cases. Table 4 also shows that the average iteration ratio increases as MAXPD decreases: AP-VI is less beneficial percentage-wise when a more accurate cost function is desired. But AP-VI can still reduce the number of iterations by 45%, on average, even when MAXPD is 1. Another important observation from Table 4 is that AP-VI has the greatest computational benefit over Z-VI when the discount factor is 0.99 (i.e., when the number of iterations required for convergence of the algorithm is largest) and when \(b = (3,3,3)\) (i.e., when the distance of the aggregate solution from the optimal solution is smallest). Last, we note that AP-VI is more beneficial under more variable production times.

### 7.4. The Value of Implementing the Aggregate-Optimal Policy Structure

Our structural results in Section 6 can be exploited to further reduce computation for AP-Ex: the value iteration (VI) algorithm employed in Section 7.1 to solve AP-Ex starts with zero function \(r_0\) and successively computes \(Fr_0, F^2r_0, \ldots\), where \(F^kr_0\) refers to \(k\) compositions of the operator \(F\) defined in Section 6. As \(r_0\) satisfies Properties 1–3, \(F^kr_0\) satisfies Properties 1–3 for all \(k\); see Lemma 2. Thus, the policy that attains the minimum in each iteration \(k\) takes the form of LBLR. As the algorithm progresses in the \(k\)th iteration by computing \(F^kr_0\) across states, extra information on the lattice-dependent base-stock and rationing levels becomes available. For instance, for a given configuration of component orders, if it is not optimal to produce a batch of component \(i\) in inventory level \(\{x_{i_1}\} \in \mathbb{L}(p,b)\), then the base-stock level for component \(i\) on the lattice \(\mathbb{L}(p,b)\) should be no greater than \(\{x_{i_1}\}\). We therefore need not consider inventory levels \(\{z_{i_1}\} \in \mathbb{L}(p,b)\) that are greater than \(\{x_{i_1}\}\) that have not been visited yet in the current iteration.

We thus modify the VI algorithm: once the optimal actions are found in any state in any iteration, we eliminate actions that are inconsistent with LBLR from the action space of those states to be visited in that iteration. We also consider a variant of this modified VI algorithm where we eliminate actions that are inconsistent with not only LBLR but also properties (i)–(ix) in Theorem 2; we label these algorithms as LBLR-VI and LBLRI-VI, respectively. LBLRI-VI incorporates the interdependent thresholds across different lattices into the action elimination procedure.

We consider systems in which \(m = n, K = 1, x = (35,\ldots,35)\), and \(\nu/(\alpha + \nu) \in \{0.95,0.97,0.99\}\) and aggregation schemes in which \(b \in \{(3,\ldots,3),(4,\ldots,4)\),

### Table 3. Average APD Values for AP-Ex in Selected Larger Instances

<table>
<thead>
<tr>
<th>(m)</th>
<th>(b_1 = 2)</th>
<th>(b_1 = 4)</th>
<th>(b_1 = 8)</th>
<th>(b_1 = 12)</th>
<th>(b_1 = 2)</th>
<th>(b_1 = 4)</th>
<th>(b_1 = 8)</th>
<th>(b_1 = 12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(k_1 = 1)</td>
<td>2.745 8.493 32.297 29.175</td>
<td>3.357 16.600 47.464 45.402</td>
<td>2.658 12.980 48.531 47.231</td>
<td>2.745 8.493 32.297 29.175</td>
<td>3.357 16.600 47.464 45.402</td>
<td>2.658 12.980 48.531 47.231</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The instances with \(k_1 = 2, m = 4, n > 40\) could not be solved in OP within five hours.

### Table 4. Average Iteration Number Ratios of AP-VI to Z-VI

<table>
<thead>
<tr>
<th>(b_1)</th>
<th>(\nu/(\alpha + \nu))</th>
<th>Exponential production times</th>
<th>2-Erlang production times</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAXPD = 10</td>
<td>MAXPD = 5</td>
<td>MAXPD = 1</td>
</tr>
<tr>
<td>3</td>
<td>0.95</td>
<td>0.157</td>
<td>0.288</td>
</tr>
<tr>
<td>4</td>
<td>0.97</td>
<td>0.115</td>
<td>0.247</td>
</tr>
<tr>
<td>4</td>
<td>0.99</td>
<td>0.076</td>
<td>0.176</td>
</tr>
<tr>
<td>6</td>
<td>0.95</td>
<td>0.246</td>
<td>0.376</td>
</tr>
<tr>
<td>6</td>
<td>0.97</td>
<td>0.210</td>
<td>0.351</td>
</tr>
<tr>
<td>6</td>
<td>0.99</td>
<td>0.163</td>
<td>0.296</td>
</tr>
<tr>
<td>Average</td>
<td>0.218</td>
<td>0.345</td>
<td>0.535</td>
</tr>
</tbody>
</table>
last, we note that the discount factor has no significant impact on the computational benefits of LBLR-VI and LBLRI-VI.

8. Concluding Remarks
We have studied state aggregation for value function approximation applied to general ATO systems. The aggregate model under our extreme point policy provides significant computational savings over the original problem while still maintaining satisfactory accuracy: the computation time of the aggregate problem is on average 96.4% lower than that of the original problem, and the average distance of the aggregate solution from the optimal solution is 6.32% on our test bed of three-component, three-product instances. Although the average distances from the optimal solution are similar under the extreme point and uniform policies, the computation time of the aggregate problem is on average only 11.2% lower than that of the original problem under the uniform policy. With the extreme point policy, we could solve instances with up to 20 components in the aggregate problem, whereas we could solve instances with up to 4 components in the original problem.

We also establish a finite error bound for the aggregate solution, which allows us to prove that the value iteration algorithm on the original problem converges to the optimal solution if it starts with the aggregate solution. Numerical experiments in the original problem reveal that the numbers of iterations performed until the maximum distance from the optimal solution is 6.32% on our test bed of three-component, three-product instances. Although the average distances from the optimal solution are similar under the extreme point and uniform policies, the computation time of the aggregate problem is on average only 11.2% lower than that of the original problem under the uniform policy. With the extreme point policy, we could solve instances with up to 20 components in the aggregate problem, whereas we could solve instances with up to 4 components in the original problem.

We also establish a finite error bound for the aggregate solution, which allows us to prove that the value iteration algorithm on the original problem converges to the optimal solution if it starts with the aggregate solution. Numerical experiments in the original problem reveal that the numbers of iterations performed until the maximum distance from the optimal solution is 6.32% on our test bed of three-component, three-product instances. Although the average distances from the optimal solution are similar under the extreme point and uniform policies, the computation time of the aggregate problem is on average only 11.2% lower than that of the original problem under the uniform policy. With the extreme point policy, we could solve instances with up to 20 components in the aggregate problem, whereas we could solve instances with up to 4 components in the original problem.

Table 5. Average Computation Time Ratios of LBLR-VI and LBLRI-VI to VI

<table>
<thead>
<tr>
<th>(m, n)</th>
<th>b</th>
<th>ALL</th>
<th>NOL</th>
<th>LBLR-VI</th>
<th>LBLR-VI</th>
<th>LBLR-VI</th>
<th>LBLR-VI</th>
<th>LBLR-VI</th>
<th>LBLR-VI</th>
<th>LBLR-VI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>VI</td>
<td>VI</td>
<td>VI</td>
<td>VI</td>
<td>VI</td>
<td>VI</td>
<td>VI</td>
</tr>
<tr>
<td>(2, 2)</td>
<td>(3, 3)</td>
<td>6.26</td>
<td>46</td>
<td>0.451</td>
<td>0.405</td>
<td>0.439</td>
<td>0.408</td>
<td>0.455</td>
<td>0.418</td>
<td></td>
</tr>
<tr>
<td>—</td>
<td>(4, 4)</td>
<td>4.76</td>
<td>34</td>
<td>0.477</td>
<td>0.443</td>
<td>0.473</td>
<td>0.443</td>
<td>0.483</td>
<td>0.439</td>
<td></td>
</tr>
<tr>
<td>—</td>
<td>(6, 6)</td>
<td>3.27</td>
<td>22</td>
<td>0.558</td>
<td>0.493</td>
<td>0.563</td>
<td>0.514</td>
<td>0.569</td>
<td>0.506</td>
<td></td>
</tr>
<tr>
<td>(3, 3)</td>
<td>(3, 3, 3)</td>
<td>4.35</td>
<td>794</td>
<td>0.487</td>
<td>0.384</td>
<td>0.492</td>
<td>0.375</td>
<td>0.515</td>
<td>0.394</td>
<td></td>
</tr>
<tr>
<td>—</td>
<td>(4, 4, 4)</td>
<td>3.36</td>
<td>434</td>
<td>0.525</td>
<td>0.422</td>
<td>0.524</td>
<td>0.421</td>
<td>0.551</td>
<td>0.429</td>
<td></td>
</tr>
<tr>
<td>—</td>
<td>(6, 6, 6)</td>
<td>2.37</td>
<td>182</td>
<td>0.613</td>
<td>0.475</td>
<td>0.609</td>
<td>0.485</td>
<td>0.617</td>
<td>0.486</td>
<td></td>
</tr>
<tr>
<td>(4, 4)</td>
<td>(3, 3, 3)</td>
<td>3.40</td>
<td>12,190</td>
<td>0.513</td>
<td>0.361</td>
<td>0.536</td>
<td>0.368</td>
<td>0.561</td>
<td>0.371</td>
<td></td>
</tr>
<tr>
<td>—</td>
<td>(4, 4, 4)</td>
<td>2.66</td>
<td>4,930</td>
<td>0.545</td>
<td>0.402</td>
<td>0.558</td>
<td>0.406</td>
<td>0.579</td>
<td>0.412</td>
<td></td>
</tr>
<tr>
<td>—</td>
<td>(6, 6, 6)</td>
<td>1.93</td>
<td>1,342</td>
<td>0.625</td>
<td>0.465</td>
<td>0.636</td>
<td>0.467</td>
<td>0.662</td>
<td>0.481</td>
<td>0.481</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td>0.533</td>
<td>0.428</td>
<td>0.537</td>
<td>0.432</td>
<td>0.555</td>
<td>0.437</td>
<td></td>
</tr>
</tbody>
</table>

Note: ALL, average lattice length; NOL, number of lattices.
us to further reduce the computation time of the aggregate problem. We could solve instances with 22 components by implementing the optimal policy structure. The structural knowledge derived from the aggregate problem may inspire and facilitate future research on characterizing the optimal policy form and/or developing near-optimal heuristic policies in the original problem for general ATO systems. Future extensions of this paper could also focus on large-scale computational methods for the aggregate problem, such as simulation-based policy iteration and value iteration methods. Another direction for future research is to study aggregation in more complex ATO problems that can still be modeled as MDPs with potentially larger state and/or action spaces. Examples include ATO systems with variable replenishment quantities and/or backorders. Although we considered Erlang production times in this paper, our structural results continue to hold when production times follow a Coxian distribution having (weakly) greater termination rates in later phases, including the Erlang distribution as a special case. See Osogami and Harchol-Balter (2006) for a definition of the Coxian distribution.
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