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1. Introduction

Hubs are special facilities that serve as switching, transshipment, and sorting points in many-to-many distribution systems. Instead of serving each origin-destination (O/D) pair directly, hub facilities concentrate flows in order to take advantage of economies of scale. Flows from the same origin with different destinations are consolidated on their route to the hub and are combined with flows that have different origins but the same destination. The consolidation takes place on the route from the origin to the hub and from the hub to the destination as well as between hubs. The hub location problem (HLP) is concerned with locating the hub facilities and allocating the demand nodes to the hubs in order to route the traffic between O/D pairs (Alumur and Kara, 2008).

Regarding the way the non-hub nodes are allocated to the hubs, there are two basic types of hub networks: single allocation and multiple allocation. In single allocation networks, all the incoming and outgoing traffic to and from any non-hub node is routed through a single hub, whereas in multiple allocation networks, each non-hub node can receive and send flow through more than one hub. Fig. 1 illustrates examples of single and multiple allocation hub networks. In both cases, four out of 14 nodes are selected as hub facilities and act as consolidation and dissemination points for the traffic flows in the network.

From an applicability point of view, both single and multiple allocation networks are used in practice. For example, passenger airline networks typically have multiple allocation because there are flights from some non-hub cities to several or all of an airline’s hubs, whereas less-than-truckload (LTL) trucking networks may have each non-hub node (i.e., end-of-line terminal) assigned to a single break-bulk terminal (i.e., hub). Similarly, some telecommunication networks employ the single allocation setting to reduce the cost of constructing the network, and others allow or require multiple allocation, as for example to increase reliability and/or provide backups (Campbell and O’Kelly, 2012).

In most of the studies in the literature of the HLP, the market is assumed to be a monopoly, i.e., one firm (decision maker) decides on the configuration of its hub network in order to optimize some objective of interest. However, in real world applications, there may be competitors present in the market whose decisions would definitely affect the level of success of the other firms. In this study, we consider a duopoly market where there are two operating firms. The decision maker who makes the initial location decisions is called the leader and the other one is named as the follower. We first consider a simpler case where the leader has already configured its network without being aware of the follower’s upcoming entrance to the market. In this case, the problem is formulated as a single level MIP model from the follower’s perspec-
tive. Then, we consider a Stackelberg game where competitors are aware of each other and the leader locates his/her hubs in anticipation of the follower’s upcoming action which aims at optimally locating its hubs, based on the known decisions made by leader. Therefore, the leader seeks to locate its hubs so that its market share is maximized after the follower best locates its hubs. The problems for both single and multiple allocation networks are formulated as bilevel programming models where the upper (leader) and lower (follower) problems are MIPs.

The underlying hub networks considered in our work are designed based on the assumption of a complete network between the installed hubs equipped with efficient means of transport that allow a flow-independent discount factor to be applied to the inter-hub transportation costs. It is also assumed that the network nodes and the connecting links are uncapped and direct shipments are not allowed between the non-hub nodes. We remark here that, especially for single allocation case with large number of installed hubs, some of the spoke links, which are not discounted, may also have high volume of flow (Campbell, 2013). However, we do not address this issue in the current paper as our main motivation is to develop efficient metaheuristic algorithms for solving large scale instances of the competitive hub location problems under classical settings. Here we mainly focus the application towards intermodal transportation where discounts are applicable to the inter-hub links regardless of the flow volumes and due to the use of a cheaper mode of transportation (e.g., rail or maritime transportation). One should also note that, in case of passenger transportation, the issue of larger flows on the spoke links can partly be alleviated by separating the 0-stop and 1-stop flows from the 2-stop flows and scheduling them separately (Campbell, 2013).

HLPs constitute a difficult class of NP-hard combinatorial optimization problems (Contreras et al., 2011). Moreover, in case of the single allocation HLP, given a fixed set of locations for the hubs, the allocation part of the problem is still NP-hard (Kara, 1999). For this reason, developing efficient solution algorithms capable of solving the problem instances of large sizes is of utmost practical importance.

The main contribution of this paper can be stated as follows. We address the competitive hub location problem under both single and multiple allocation settings. As mentioned earlier, both the allocation schemes are frequently used in practice. Therefore, studying the problem under both allocation settings is of great importance. We propose single level and bilevel MIP formulations to model the problems from the follower’s and the leader’s perspectives, respectively. In order to solve the proposed models, we develop four efficient solution algorithms based on Simulated Annealing (SA) that are able to solve large scale instances of the problem within short computational times. Extensive computational experiments are conducted to show the effectiveness of the proposed algorithms as well as to study the effect of different input parameters such as the number of installed hubs and the discount factor value. Furthermore, we extend the problems to accommodate more general capture mechanisms that allow the competing firms to partially capture the O/D demands in addition to the classical binary (all-or-nothing) capture mechanism. Finally, some managerial insights are derived based on the results obtained from the conducted experiments.

The remainder of this paper is organized as follows. The next section discusses the relevant literature for the problem at hand. In Section 3, we will present new bilevel MIP model formulations for the competitive hub location problem on behalf of the competitors for both single and multiple allocation networks. The proposed SA based solution algorithms are presented in Section 4. Computational experiments and corresponding results are presented in Section 5. Finally, Section 6 provides conclusions and some outlooks for future research.

2. Literature review

Study of the HLP began with the pioneering work of O’Kelly (1986). The first quadratic mathematical formulation of single allocation p-hub problem is presented in O’Kelly (1987). Linear integer programming formulations for different versions of the HLP such as the p-hub median problem, the uncapped hub location problem, the p-hub center problem, and the hub covering problem are proposed by Campbell (1994). The interested readers may refer to Alumur and Kara (2008), Campbell and O’Kelly (2012), Fajahani et al. (2013) and Contreras (2015) as recent surveys on the HLP.

Although the competitive facility location problem has been widely studied in the literature (see Drezner et al., 2015; Eiselt et al., 2015; Fernández et al., 2017; Kress and Pesch, 2012; Kučukaydın et al., 2012 and references therein), there is a limited number of works published in the field of competitive hub location problem. The first work on the competitive HLP is done by Mariano et al. (1999) where they formulate the follower’s problem, trying to maximize its own market share, given a set of existing hubs for the leader. Their model allows partial captures by the follower depending on the cost of services. Wagner (2008) tackles the same problem with a different capture paradigm where
the follower gets nothing in case of equal cost. He also proposes a more efficient formulation for the problem. Sasaki and Fukushima (2001) study the competitive HLP on a plane where a large leader firm competes with several medium firms to maximize its own profit. The problem is modeled as a bilevel program where each firm locates one hub and logit functions are used to model the customer preferences that affect the proportional captures. Based on the same idea, Sasaki (2005) studies the competitive HLP in a discrete environment. The same capture rule as in Sasaki and Fukushima (2001) is used where the leader and follower respectively locate p and r hubs on a network and each route contains only one hub.

Adler and Smilowitz (2007) analyze the hub network alliances and mergers in the airline industry under competition. Their research combines profit-maximizing objectives to cost-based network design formulations within a game theoretic framework that enables merging airlines to choose appropriate international hubs for their integrated network. In another competitive HLP, Eisell and Marianov (2009) address a conditional p-hub location problem with attraction functions where an entrant airline transportation firm is assumed to enter a competitive market and the customers are assumed to choose an airline depending on a combination of factors such as flying time and travel fare based on gravity-like utility functions.

Gelareh et al. (2010) propose an MIP model for a competitive hub network design considering competition between a newcomer liner service provider and an existing dominating operator, both operating on hub networks. The authors only address the follower’s problem and propose a Lagrangian decomposition method together with a primal bound generation procedure for solving it. Lin and Lee (2010) study a competition game on hub network design and determine a hub network for each of all carriers in the oligopolistic market based on the long-term Cournot-Nash equilibrium steady state. Liier-Villagra and Marianov (2013) address a competitive HLP in which location and pricing decisions are made by an entrant firm entering to a market where some other firm has already been operating. Customer preferences are modeled using logit function resulting in a nonlinear model maximizing the profit of the entrant firm. Sasaki et al. (2014) consider a competitive hub arc location problem under Stackelberg competition. Rather than locating hub facilities, they locate hub arcs in the network. They model the problem as a bilevel program in which the leader and the follower respectively locate p and r hub arcs to maximize their own revenues.

Mahmutogullari and Kara (2016) consider a competitive HLP based on Stackelberg competition where the market is assumed to be a duopoly. Two firms decide on locations of their hubs and then customers choose one firm with respect to cost of provided service. They term the follower’s problem as (\textit{r}xp) hub-medianoid and the leader’s problem as (\textit{r}hp) hub-centroid problem. They only consider the problems under the multiple allocation assumption and propose MIP models for them. Furthermore, they assume a binary capture mechanism where each O/D demand can be captured by either the leader or the follower. In order to solve the bilevel (\textit{r}hp) hub-centroid problem, they propose an exact solution algorithm based on enumeration and solve the problem for a network of 81 nodes with up to 5 installed hubs by the leader and the follower.

Although integer programming optimization approaches are used to solve various types of HLP in small sizes, larger instances are usually solved by heuristic or metaheuristic procedures. In fact, development of metaheuristic algorithms has helped many real-world applications, in which optimal or near-optimal solutions can be obtained in less computational time. Some authors have tackled the multiple allocation HLPs using heuristic and metaheuristic algorithms (see Boland et al., 2004; Campbell, 1996; Chaharsooghi et al., 2017; Ernst and Krishnamoorthy, 1998; Liier-Villagra and Marianov, 2013; Marianov et al., 1999 as some examples).


3. Mathematical formulation

Let \( G = (N, E) \) be a network, where \( N \) is the set of nodes and \( E \) is the set of edges such that \( E \subseteq N \times N \). Assume \( H \subseteq N \) be a subset of nodes that is available for locating hubs. For all \( i,j \in N \), let \( w_{ij} \) and \( c_i \) denote respectively the amount of flow originated at node \( i \) and destined to node \( j \), and the transportation cost of a unit flow from node \( i \) to node \( j \). Transportation costs on the inter-hub connections are discounted by a constant factor \( \alpha (0 < \alpha \leq 1) \) and the number of hubs to be located by the leader and follower are denoted by \( p \) and \( r \), respectively. It is assumed that both the leader and follower have complete information about the game and will act rationally. Each O/D flow in the network is captured by either the leader or the follower based on the unit transportation cost from its origin to its destination. A customer prefers the follower if the cost of service provided by the follower is strictly better than that of the leader. Otherwise, the demand is captured by the leader. In case of equal costs, ties are broken in favor of the leader as the customer has no incentive to change the current position.

In the remainder of this section, mathematical formulations for the leader’s and the follower’s problems are proposed under both the multiple and single allocation settings. The notations and definitions for the multiple allocation case are mostly borrowed from Mahmutogullari and Kara (2016) as we address similar problems and we want the terminology to be consistent in the competitive HLP literature.

3.1. Multiple allocation models

Let us assume that the leader has already opened its hubs at a subset of nodes \( X_p = \{x_1, x_2, \ldots, x_p\} \), \( X_p \subseteq H \), and is serving the market with these hubs. For every node pair \( i \) and \( j \), the cost of service provided by the leader, denoted by \( \bar{p}_{ij} \), can be calculated
as:

\[
\beta_{ij} = \min \{ c_{ik} + \alpha c_{km} + c_{mj} \} \quad \forall i, j \in N.
\]  (1)

Assume now that the follower enters the market and establishes its own hubs on a subset of nodes \( Y_r = \{ y_1, y_2, \ldots, y_r \}, Y_r \subseteq H. \) In a similar manner, the follower’s cost, denoted by \( \gamma_{ij} \), for all node pairs \( i \) and \( j \) can be calculated as:

\[
\gamma_{ij} = \min \{ c_{ik} + \alpha c_{km} + c_{mj} \} \quad \forall i, j \in N.
\]  (2)

For all \( i, j \in N \), the follower captures the flow \( w_{ij} \) if \( \gamma_{ij} < \beta_{ij} \). Therefore, total flow captured by the follower can be expressed by a mapping \( f : P_r(H) \times P_y(H) \rightarrow [0, W] \) such that:

\[
f(X_p, Y_r) = \sum_{i,j \in N: \gamma_{ij} < \beta_{ij}} w_{ij}
\]  (3)

where \( P_p(H) \) is the set of all subsets of cardinality \( p \) from \( H \) and \( W \) is the sum of flows over the network, i.e., \( W = \sum_{i,j \in N} w_{ij} \).

Given the leader’s hubs located on \( X_p \), the multiple allocation \((r|X_p)\) hub-medianian problem aims at locating a set of \( r \) hubs that maximizes the captured demand by the follower. To model the \((r|X_p)\) hub-medianian problem for the multiple allocation problem, assume that \( a_{ij}^{km} \) is a binary covering parameter that takes the value of 1 if the flow between nodes \( i \) and \( j \) is captured by the follower and 0, otherwise. In other words, with \( \beta_{ij} \) defined by (1) for a given \( X_p \), we have:

\[
a_{ij}^{km} = \begin{cases} 1, & \text{if } c_{ik} + \alpha c_{km} + c_{mj} < \beta_{ij} \quad \forall i, j \in N, k \in H \quad (4) \\ 0, & \text{otherwise} \end{cases}
\]

Let the variable \( x_{ijkm} \) denote the fraction of flow \( w_{ij} \) that is sent from node \( i \) to node \( j \) using the link between the hubs \( k \) and \( m \) by the follower. Let also the binary variable \( y_{jk} \in \{0, 1\} \) be 1 if node \( k \) is selected by the follower as a hub with a cost and 0, otherwise. The problem consists of selecting \( r \) nodes which will act as the follower’s hubs and determining how the non-hub nodes will be allocated to the hubs and the flows will be routed in the network so that total captured flow by the follower is maximized. The MIP model for the multiple allocation \((r|X_p)\) hub-medianian problem can be written as:

\[
\text{max} \sum_{i,k} \sum_{j \in N} \sum_{m \in H} w_{ij} a_{ij}^{km} x_{ijkm}
\]  (5)

s.t.:

\[
\sum_{k \in H} y_{jk} = r \quad (6)
\]

\[
\sum_{k \in H} \sum_{m \in H} x_{ijkm} = 1 \quad \forall i, j \in N \quad (7)
\]

\[
\sum_{m \in H} x_{ijkm} + \sum_{m \in H} x_{jkm} \leq y_{jk} \quad \forall i, j \in N, k \in H \quad (8)
\]

\[
x_{ijkm} \geq 0 \quad \forall i, j \in N, k, m \in H \quad (9)
\]

\[
y_{jk} \in \{0, 1\} \quad \forall k \in H \quad (10)
\]

Looking at the problem from the leader’s perspective, one needs to minimize the flows captured by the follower (or equivalently maximize the flows captured by the leader) via selecting an appropriate set of hubs. In other words, the multiple allocation \((r|y)\) hub-centroid problem aims at selecting a set of \( r \) hubs for the leader so that in the remaining scenario the follower can capture the least possible flow. To formulate the multiple allocation \((r|y)\) hub-centroid problem as a bilevel mathematical model, let the variables \( x_{ijkm} \) and \( y_{jk} \) respectively show the routing and location decisions made by the leader (corresponding to \( x_{ijkm} \) and \( y_{jk} \) decision variables for the follower). The bilevel model for the multiple allocation \((r|y)\) hub-centroid problem can be written as:

\[
\min FC_{Ma}
\]  (11)

s.t.:

\[
\sum_{k \in H} y_{jk} = p \quad (12)
\]

\[
\sum_{k \in H} \sum_{m \in H} x_{ijkm} = 1 \quad \forall i, j \in N \quad (13)
\]

\[
\sum_{m \in H} x_{ijkm} + \sum_{m \in H} x_{jkm} \leq y_{jk} \quad \forall i, j \in N, k \in H \quad (14)
\]

\[
x_{ijkm} \geq 0 \quad \forall i, j \in N, k, m \in H \quad (15)
\]

\[
y_{jk} \in \{0, 1\} \quad \forall i, j \in N, k \in H \quad (16)
\]

The objective function (11) minimizes the total maximum flow captured by the follower \( FC_{Ma} \) which is obtained as the optimal objective function value of the lower level problem (5)–(10). Constraint (12) forces the number of hubs opened by the leader to be equal to \( p \). Constraints (13)–(16) have the same meaning for the leader as do the constraints (7)–(10) for the follower.

3.2. Single allocation models

We now discuss the \((r|X_p)\) hub-medianian and \((r|y)\) hub-centroid problems for the single allocation case. With \( X_p = \{x_1, x_2, \ldots, x_p\}, X_p \subseteq H \), denoting the set of hubs opened by the leader, define the mapping \( A_{X_p} : N \rightarrow X_p \) as the leader’s assignment function consisting of ordered pairs showing the way every node in \( N \) is assigned to a hub in \( X_p \). For each node pair, \( i, j \in N \), let \( o(i) \) and \( o(j) \) denote respectively the hubs to which \( i \) and \( j \) are assigned according to \( A_{X_p} \). In this case, the parameter \( \beta_{ij} \) can be calculated as follows:

\[
\beta_{ij} = c_{io(i)} + \alpha c_{o(i)o(j)} + c_{o(j)} \quad \forall i, j \in N \quad (17)
\]

Now, suppose that the follower enters the market by opening its hubs on subset of nodes \( Y_r = \{y_1, y_2, \ldots, y_r\}, Y_r \subseteq H. \) Also, define \( A_{y_r} : N \rightarrow Y_r \) as the follower’s assignment function showing the way every node in \( N \) is assigned to a hub in \( Y_r \). If the nodes \( i \) and \( j \) are respectively assigned to hubs \( o(i) \) and \( o(j) \) by the follower, the parameter \( \gamma_{ij} \) can be calculated as follows:

\[
\gamma_{ij} = c_{oi(i)} + \alpha c_{o(i)o(j)} + c_{o(j)} \quad \forall i, j \in N \quad (18)
\]

As noted before, \( w_{ij} \) is captured by the follower if \( \gamma_{ij} < \beta_{ij} \) for all \( i, j \in N \). Given the leader’s and the follower’s assignment functions, \( A_{X_p} \) and \( A_{y_r} \), the total flow captured by the follower can be expressed by a mapping \( f : P_r(N \times H) \times P_y(N \times H) \rightarrow [0, W] \) such that:

\[
f(A_{X_p}, A_{y_r}) = \sum_{i,j \in N: \gamma_{ij} < \beta_{ij}} w_{ij}
\]  (19)
where \( R_p(N \times H) \) is the collection of all assignment functions with hubs chosen from a subset of cardinality \( p \) from \( H \).

The objective of the single allocation (\( rX_p \)) hub-medianoid problem is to choose a set of \( r \) hubs for the follower and determine the associated assignment function that maximizes captured demand given the assignment function of the leader (\( A^*_k \)). We formulate this problem based on the model proposed by Peker and Kara (2015) for the single allocation \( p \)-hub maximal covering problem. The \( p \)-hub maximal covering problem can be considered as a special case of (\( rX_p \)) hub-medianoid problem in which the covering radius for every O/D pair is a given fixed value, whereas in the (\( rX_p \)) hub-medianoid problem, the covering radius for each O/D pair is different from those of other pairs and is calculated based on the network configuration of the leader using Eq. (17). To model the problem, let the binary variable \( y_{ik} \in \{0, 1\} \) be 1 if node \( i \) is allocated to the follower to hub \( k \) and 0, otherwise. Moreover, define the variable \( z_{ij} \) as the fraction of flow originated from node \( i \) and destined to node \( j \) that is captured by the follower. Using these newly defined variables along with the \( d_{ij}^m \) as defined before (with \( \beta_{ij} \) defined as (17)), the MIP model for the single allocation (\( rX_p \)) hub-medianoid problem can be written as:

\[
FC_{SA} = \max \sum_{k \in H} \sum_{i,j \in N} w_{ij}z_{ij} \tag{20}
\]

s.t.: \[
\sum_{k \in H} y_{ik} = r \quad \forall i \in N \tag{21}
\]

\[
\sum_{k \in H} y_{ik} = 1 \quad \forall i \in N \tag{22}
\]

\[
y_{ik} \leq y_{kk} \quad \forall i \in N, k \in H \tag{23}
\]

\[
z_{ij} \geq \sum_{k \in H} d_{ij}^m y_{ik} + \lambda_{ij}(1 - y_{jm}) \quad \forall i, j \in N, m \in H \tag{24}
\]

\[
z_{ij} \geq 0 \quad \forall i, j \in N \tag{25}
\]

\[
y_{ik} \in \{0, 1\} \quad \forall i \in N, k \in H \tag{26}
\]

The objective function (20) maximizes the total captured flow by the follower. Constraint (21) determines the number of hubs to be located by the follower. Constraints (22) imply that each node \( i \) must be assigned to exactly one hub. Constraints (23) state that non-hub nodes can only be allocated to the nodes that have already established as hub nodes. Constraints (24) calculate the fraction of flow between any O/D pair \( i \rightarrow j \) that is captured by the follower based on the way these nodes are assigned to the installed hubs. Peker and Kara (2015) suggest to set the value of parameter \( \lambda_{ij} \) to \( \max_{k \in H, m \in H}(d_{ij}^m) \) in order to tighten the formulation. Note that based on constraints (22) every node is assigned to exactly one hub. Assuming that \( o'(i) \) and \( o'(j) \) denote respectively the hubs to which nodes \( i \) and \( j \) are assigned by the follower, the constraint (24) reduces either to \( z_{ij} \leq o'(i) \) if \( m = o'(j) \) or to the redundant constraint \( z_{ij} \leq o'(i) + \lambda_{ij} \) if \( m \neq o'(j) \). Constraints (25) and (26) are standard domain constraints for the variables.

We now consider the leader’s problem where he/she wants to minimize the demand captured by the follower while deciding on their hub set as well as their assignment function. To formulate a bilevel model for the single allocation (\( rlp \)) hub-centroid problem, we define the variables \( Y_{ik} \) as the assignment decisions made by the leader (corresponding to \( y_{ik} \) variables for the follower). The single allocation (\( rlp \)) hub-centroid problem can now be formulated as:

\[
\min FC_{SA} \tag{27}
\]

s.t.: \[
\sum_{k \in H} Y_{ik} = p \tag{28}
\]

\[
\sum_{k \in H} Y_{ik} = 1 \quad \forall i \in N \tag{29}
\]

\[
Y_{ik} \leq y_{kk} \quad \forall i \in N, k \in H \tag{30}
\]

\[
Y_{ik} \in \{0, 1\} \quad \forall i \in N, k \in H \tag{31}
\]

The objective function (27) minimizes the maximum total amount of flow captured by the follower (\( FC_{SA} \)) calculated as the optimal objective function value of the lower level problem (20)–(26). Constraint (28) ensures that the number of hubs located by the leader is equal to \( p \). Constraints (29)–(31) have the same meaning as (22)–(23)–(26), respectively.

The proposed bilevel models for the multiple and single allocation (\( rlp \)) hub-centroid problems are linearized using a minimax approach and the resulting linear MIP models are presented in Appendix A.

It is known that the bilevel models are very hard to solve even for a small number of decision variables (Bard, 1998; Dempe, 2002). Therefore, we use metaheuristic solution algorithms to solve the above stated problems in reasonable time. The proposed algorithms are described in detail in the next section.

4. Metaheuristic solution algorithm

In this section, we describe in detail the proposed simulated annealing (SA) based metaheuristic algorithms for solving the (\( rX_p \)) hub-medianoid and (\( rlp \)) hub-centroid problems for both the single and multiple allocation cases. SA is a metaheuristic optimization algorithm which is effective in solving combinational optimization problems. It was developed in 1953 by Metropolis et al. (1953) and was independently described by Kirkpatrick et al. (1983) and Černý (1985). To solve an optimization problem, the SA algorithm starts from an initial solution and consecutively moves to the new neighboring solutions via algorithm loops. If the new solution is better than the current solution in terms of the value of objective function, the current solution is replaced by the new one. Otherwise, the algorithm accepts the new solution with a probability \( \exp \Delta E/T \) if the problem has a minimization objective (or \( \exp \Delta E/T \) if the problem has a maximization objective), where \( \Delta E \) is the difference of objective function values between the current solution and the new solution and \( T \) is the current temperature. At each temperature, several replications run and then the temperature is reduced slowly. In the early stages where the temperature is too high, there is a high probability to accept poor solutions. In the final stages, with a gradual decrease in temperature, there will be less probability to accept a bad solution. At the end, the algorithm converges to a good solution.

4.1. Solution representation

We use a one-dimensional array to represent the solutions in multiple allocation problem. This array of size \( p \) includes the numbers associated with the nodes that are selected as hubs. The sorting of numbers within the arrays is not important. Fig. 2 demonstrates the representation array of the solution exhibited in
4.3. The nodes i and j are not the hubs.

Having altered the set of open hubs using either of the two above mentioned operators, the allocations of flows are then determined based on the new set of hubs by solving a shortest path problem for each O/D pair i − j, as mentioned before.

For single allocation SA algorithm, we use three other operators for generating neighboring solutions, namely the “Swap_Hub”, the “Nearest_Allocation”, and the “Reallocate_NonHub” operators. “Swap_Hub” is used to generate random neighbors from the current solution. “Nearest_Allocation” is used to allocate the non-hub nodes to their nearest open hubs immediately after the “Swap_Hub” operator is applied, whereas “Reallocate_NonHub” is used to perform local search on the newly generated neighbors to improve their assignment parts.

- **Swap_Hub**: In this move, a randomly selected hub node becomes non-hub and a randomly selected non-hub node becomes hub. The new non-hub node as well as the nodes previously allocated to it are then allocated to other existing hubs based on nearest distance policy.

- **Nearest_Allocation**: Based on this operator, which is originally proposed by O’Kelly (1987), for a given set of hub nodes, each non-hub node is allocated to its nearest open hub.

- **Reallocate_NonHub**: This operator changes the allocation of a randomly selected non-hub node to a hub node other than its current hub.

4.4. Parameters used in the SA procedure

The proposed SA algorithms use six input parameters, namely $T_0$, $T_f$, $\delta_1$, $\delta_2$, $R$, and $N_0$. $T_0$ and $T_f$ represent the initial and final temperatures, respectively. $\delta_1$ is used in the (r|p) hub-centroid problems as cooling rate that controls the cooling process in the algorithm, whereas $\delta_2$ is used as the cooling rate in the (r|Xp) hub-medianoid problems. $R (0 < R < 1)$ denotes the probability with which the first operator is used at each temperature of the SA algorithm in multiple allocation problems (medianoid and centroid). The second operator is thus used with probability $1 - R$. Finally, $N_e$ denotes the number of iterations the search proceeds at a particular temperature which is used only in single allocation problems (medianoid and centroid).

4.5. The overall SA algorithms

To solve the multiple allocation (r|Xp) hub-medianoid problem, we assume that the leader has already located its hubs based on the solution of the uncapacitated multiple allocation p-hub median problem (UMApHMP). We start our algorithm by generating an initial solution $Y_0$ for the follower and setting the initial temperature to $T_0$. $Y_{best}$ denotes the best solution found so far and $f_{best}$ denotes the corresponding objective function value. At each temperature, we generate a new solution $Y'$ based on the current solution using either of the two operators presented in Section 4.3. To generate a neighboring solution, a random number $\rho$ is generated from the interval [0,1] and if this number is larger than the threshold value of the $R$, we use the “Swap_One_Hub” operator and otherwise, we use “Swap_Two_Hubs” operator. Subsequently, the objective value of the new solution $f(X_p, Y')$ is calculated. We define $\Delta E$ as the difference between the objective values of the new and current solutions, i.e., $\Delta E = f(X_p, Y') - f(X_p, Y)$. If $\Delta E > 0$, we update the current solution as $Y' \leftarrow Y'$. If the objective $f(X_p, Y')$ of the new solution $Y'$ is even larger than the best objective $f_{best}$, we set $f_{best} \leftarrow f(X_p, Y')$ and $Y_{best} \leftarrow Y'$. Otherwise, if $\Delta E \leq 0$, we generate another random number $\rho$ from the interval [0,1]. If $\rho$ is larger than $\exp(\Delta E/T)$, we update the current solution as $Y \leftarrow Y'$. In other words, we accept the solutions of worse quality with probability $\exp(\Delta E/T)$ to help the algorithm not get trapped in local optima. Subsequently, we reduce the temperature at each iteration according to the formula $T = \delta \times T$. The algorithm
is terminated when the current temperature $T$ drops below the
prespecified final temperature $T_\text{f}$.

The SA algorithm for the multiple allocation (rlp) hub-centroid
problem is more complex than that of the (rlkXp) hub-medianoid
problem as we aim at optimizing the leader’s objective within a
bilevel solution framework. In this case, we have a main SA for
optimizing the leader’s decisions and a lower level SA for the fol-
lower’s decisions. At each iteration of the main SA, where a new
solution is generated for the leader, the lower level SA is run on
behalf of the follower to solve the (rlkXp) hub-medianoid problem.
In this case, we define $\Delta E = f(X'_p, Y'_p(X'_p)) - f(X_p, Y_p(X_p))$ in
the main SA. Since the (rlp) hub-centroid problem has a minimization
objective, we accept the new solutions if $\Delta E < 0$. Furthermore, if
the objective $f(X'_p, Y'_p(X'_p))$ of the new solution $X'_p$ is smaller than
best objective $f_{\text{best}}$, we set $f_{\text{best}} = f(X'_p, Y'_p(X'_p))$ and $X_{\text{best}} \leftarrow X'_p$. Otherwise, if $\Delta E \geq 0$, we accept this solution of inferior quality
with probability $\exp(-\Delta E / T)$.

The pseudo-codes of the proposed SA algorithms for the mul-
tiple allocation (rlkXp) hub-medianoid and the multiple allocation
(rlp) hub-centroid problems are illustrated in Algorithms 1 and 2,
respectively.

**Algorithm 1** SA for multiple allocation (rlkXp) hub-medianoid ($T_0$,
$T_p$, $T_1$, $T_2$, $R$, $\alpha$, $X_p$, $T_r$).

1. Generate a random initial solution $Y_r$;
2. Calculate $f(X_p, Y_r)$;
3. $T \leftarrow T_0$; $f_{\text{best}} \leftarrow f(X_p, Y_r)$; $Y_{\text{best}} \leftarrow Y_r$;
4. while $T > T_1$
5. $\rho \leftarrow \text{rand}(0, 1)$;
6. if $\rho > R$
7. Generate a new solution $Y'_r$ based on $Y_r$ using
“Swap_One_Hub” operator;
8. else
9. Generate a new solution $Y'_r$ based on $Y_r$ using
“Swap_Two_Hubs” operator;
10. end if
11. Calculate $f(X_p, Y'_r)$;
12. if $\Delta E > 0$ then
13. $Y_r \leftarrow Y'_r$; $f(X_p, Y'_r) \leftarrow f(X_p, Y'_r)$;
14. else
15. $\rho \leftarrow \text{rand}(0, 1)$;
16. if $\rho < \exp(-\Delta E / T)$ then
17. $Y_r \leftarrow Y'_r$; $f(X_p, Y'_r) \leftarrow f(X_p, Y'_r)$;
18. end if
19. end if
20. if $f(X_p, Y'_r) > f_{\text{best}}$ then
21. $f_{\text{best}} \leftarrow f(X_p, Y'_r)$;
22. end if
23. $T \leftarrow T \times T$;
24. end while
25. return $Y_{\text{best}}$, $f_{\text{best}}$

**Algorithm 2** SA for multiple allocation (rlp) hub-centroid ($T_0$, $T_p$,
$T_1$, $R$, $\alpha$, $p$, $r$).

1. Generate a random initial solution $X_p$;
2. Get $Y_p$ and $f(X_p, Y_p)$ by solving the (rlp) hub-medianoid
problem using Algorithm 1;
3. while $T > T_1$
4. $\rho \leftarrow \text{rand}(0, 1)$;
5. if $\rho > R$
6. Generate a new solution $X'_p$ based on $X_p$ using
“Swap_One_Hub” operator;
7. else
8. Generate a new solution $X'_p$ based on $X_p$ using
“Swap_Two_Hubs” operator;
9. end if
10. if $f(X_p, Y'_p) < f_{\text{best}}$ then
11. $f_{\text{best}} \leftarrow f(X_p, Y'_p)$;
12. end if
13. $T \leftarrow T_1$;
14. return $X_{\text{best}}$, $f_{\text{best}}$

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Test instances used for (rlkXp) hub-medianoid problem.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data set</td>
<td>CAB</td>
</tr>
<tr>
<td>$\rho$</td>
<td>2.3,4, and 5</td>
</tr>
<tr>
<td>$r$</td>
<td>2.3,4, and 5</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.6 and 0.8</td>
</tr>
</tbody>
</table>

5. Computational experiments

In order to test the efficiency of the proposed SA algorithms, we use two data sets from the literature of the HLP: the CAB and
the TR data sets. The CAB data set introduced by O’Kelly (1987) is
based on the airline passenger interactions between 25 US cities
in 1970 evaluated by the Civil Aeronautics Board (CAB). This data
set has been used by most of the hub location researchers in the
literature. To solve the problem on the CAB data set, the parameter
$\alpha$ is considered at two levels as $\alpha \in \{0.6, 0.8\}$. The second data
set that is used in our computational experiments is the TR data
set (Tan and Kara, 2007) which is based on the cargo flows be-
tween 81 cities of Turkey where only 22 of these cities are can-
didate nodes for location of hubs ($|H| = 22$). The parameter $\alpha$
is considered at three levels as $\alpha \in \{0.6, 0.8, 0.9\}$ for the TR data set.

In order to test the efficiency of the proposed SA algorithms, we use two data sets from the literature of the HLP: the CAB and
the TR data sets. The CAB data set introduced by O’Kelly (1987) is
based on the airline passenger interactions between 25 US cities
in 1970 evaluated by the Civil Aeronautics Board (CAB). This data
set has been used by most of the hub location researchers in the
literature. To solve the problem on the CAB data set, the parameter
$\alpha$ is considered at two levels as $\alpha \in \{0.6, 0.8\}$. The second data
set that is used in our computational experiments is the TR data
set (Tan and Kara, 2007) which is based on the cargo flows be-
tween 81 cities of Turkey where only 22 of these cities are can-
didate nodes for location of hubs ($|H| = 22$). The parameter $\alpha$
is considered at three levels as $\alpha \in \{0.6, 0.8, 0.9\}$ for the TR data set.

The proposed SA algorithms for the single allocation (rlkXp) hub-
medianoid and (rlp) hub-centroid problems are in general very
similar to their multiple allocation counterparts. However, the
solution representation scheme and the employed neighborhood
structures are different that those of the multiple allocation prob-
lems, as discussed further. Furthermore, in case of the single
allocation problems, number of neighboring solutions generated at
each temperature is $N_{\text{e}}$ after which a local search is performed on
the best found solution based on the “Reallocate_NonHub” opera-
tor. The pseudo-codes of the proposed SA algorithms for the single
allocation (rlkXp) hub-medianoid and the single allocation (rlp) hub-
centroid problems are shown in Algorithms 3 and 4, respectively.
Algorithm 3 SA for single allocation \( (r|X_p) \) hub-medianoid \((T_0, T_f, \delta_2, N_p, \alpha, A_{X_p}, r) \).

1: Generate a random initial solution \( A_{X_p}^{(0)} \);
2: Calculate \( f(A_{X_p}^{(0)}, A_r^{(0)}) \);
3: \( T \leftarrow T_0; I \leftarrow 0; f_{\text{best}} \leftarrow f(A_{X_p}^{(0)}, A_r^{(0)}); Y_{\text{best}} \leftarrow A_{X_p}^{(0)}; \)
4: while \( T > T_f \) do
5: \( I \leftarrow I + 1; \)
6: Generate a new solution \( A_{X_p}^{(l)} \) based on \( A_{X_p}^{(l-1)} \) using “Swap_Hub” operator;
7: Perform local search using “Reallocate_NonHub” on \( A_{X_p}^{(l)} \);
8: Calculate \( f(A_{X_p}^{(l)}, A_r^{(l)}) \);
9: \( \Delta E \leftarrow f(A_{X_p}^{(l)}, A_r^{(l)}) - f(A_{X_p}^{(l-1)}, A_r^{(l-1)}) \);
if \( \Delta E > 0 \) then
11: \( A_{X_p}^{(l)} \leftarrow A_{X_p}^{(l-1)}; f(A_{X_p}^{(l)}, A_r^{(l)}) \leftarrow f(A_{X_p}^{(l)}, A_r^{(l)}) \);
else
12: \( \rho \leftarrow \text{rand}(0, 1); \)
13: if \( \rho > \exp(-\Delta E/T) \) then
15: \( A_{X_p}^{(l)} \leftarrow A_{X_p}^{(l-1)}; f(A_{X_p}^{(l)}, A_r^{(l)}) \leftarrow f(A_{X_p}^{(l)}, A_r^{(l)}) \);
end if
17: end if
18: if \( f(A_{X_p}^{(l)}, A_r^{(l)}) > f_{\text{best}} \) then
19: \( Y_{\text{best}} \leftarrow A_{X_p}^{(l)}; f_{\text{best}} \leftarrow f(A_{X_p}^{(l)}, A_r^{(l)}) \);
end if
21: if \( I = N_p \) then
22: \( T \leftarrow T - 2 \times T; I \leftarrow 0; \)
end if
24: end while
25: return \( Y_{\text{best}}, f_{\text{best}} \).

Table 2

<table>
<thead>
<tr>
<th>Parameters of the SA algorithms.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_0 )</td>
</tr>
<tr>
<td>------------------------</td>
</tr>
<tr>
<td>Multiple allocation</td>
</tr>
<tr>
<td>Single allocation</td>
</tr>
</tbody>
</table>

5.1 Results for the multiple allocation case

Table 3 shows the results obtained by solving the multiple allocation \((r|X_p)\) hub-medianoid problem using the proposed SA algorithm as well as CPLEX based on the proposed mathematical models with the CAB data set. Since the distance matrix in the CAB data set (also in the TR data set) is symmetric, it is clear that if the flow \( w_{ij} \) from node \( i \in N \) to node \( j \in N \) is captured by the follower, the flow from node \( j \) to node \( i \) is also captured by the follower. Therefore, to reduce the size of our model, the constraints (7)–(9) are imposed for only \( i < j \) and the objective (5) is modified as \( \sum_{j} \sum_{i} w_{ij} + \sum_{m} \sum_{k} \sum_{j} w_{ij} + w_{jm} x_{ijkm} \), where \( x_{ijkm} \) is the number of hubs which are opened by the leader and the follower, respectively.

It is assumed that the leader has already located its hubs based on the uncapacitated multiple allocation \( p \)-hub median problem (UMAPHMP). Different discount factor (\( \alpha \)) values are shown in the first row of the table. The columns entitled \( p \) and \( r \) denote the number of hubs which are opened by the leader and the follower, respectively. The next two columns show the follower’s capture as the optimal objective function value that has been obtained by CPLEX and the CPU time, in seconds, needed to reach that solution. Finally, the columns under the label “SA” give the best objective function obtained through solving the instances with the SA algorithm and the average CPU time for the five runs of the algorithm.

Observe that the proposed SA algorithm solves all instances to optimality within a fraction of a second which can be counted as an indication of the efficiency of the proposed SA algorithm.
Table 3

Results for multiple allocation ($\alpha|X|$) hub-medianoid problem with the CAB data set.

<table>
<thead>
<tr>
<th>$\alpha = 0.6$</th>
<th>$\alpha = 0.8$</th>
<th>$\alpha = 0.9$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CPLEX</td>
<td>SA</td>
</tr>
<tr>
<td></td>
<td>Follower's capture</td>
<td>CPU(s)</td>
</tr>
<tr>
<td>$p$</td>
<td>$r$</td>
<td>Follower's capture</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>65.62%</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>65.62%</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>65.62%</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>65.62%</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>65.62%</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>65.62%</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>65.62%</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>65.62%</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>65.62%</td>
</tr>
</tbody>
</table>

Also, the solution times for CPLEX using the proposed mathematical models are also acceptable for the CAB data set.

Note that since the leader decides on the location of the hubs so that the total cost is minimized (based on UMPhMP) and does not take into account the upcoming competition, thefollower can capture a considerable share of market upon entrance to market. For instance, when the follower locates the same number of hubs as the leader’s, i.e., $p = r$, its captured market share is larger than that of the leader. For the cases where $p \leq r$, the lost market share by the leader gets even larger. However, as $p$ increases ($p = 4$ or $5$), the follower’s capture is not as much as that of the leader.

Tables 4 and 5 show the results obtained by solving the multiple allocation ($\alpha|X|$) hub-medianoid problem with the TR data set for $r, p \leq 5$ and $p, r \geq 6$, respectively. Here also it is assumed that the leader has already selected its $p$ hubs based on UMPhMP. To evaluate the performance of the proposed SA algorithm on the TR data set, we have solved the instances with $r, p \leq 5$ using the proposed mathematical models using CPLEX and compared its results with those obtained by the SA algorithm. However, as the instances for $r, p \geq 6$ have been solved to optimality by Mahmutogullari and Kara (2016), for these instances the results obtained by the SA are compared to their corresponding optimal values which are reported under the column labeled as “M&K” in Table 5.

The results reported in Tables 4 and 5 reveal that the proposed SA algorithm is able to obtain the optimal solutions for all the instances of the TR data set. From a solution time perspective, it is shown that the SA solves the problem instances for the TR data set in quite short CPU times. Another important observation from the these tables is that as the number of hubs opened by the leader ($p$) increases, the follower fails to capture much of the market share even if $r > p$. One possible reason for this observation can be the fact that as $p$ increases, the leader selects more of the critical locations for opening hubs and reduces its cost. In addition, since the customers choose the leader’s service for an equal cost offered by the leader and the follower, the leader’s market share stays higher than that of the follower.

Table 6 shows the results for solving the multiple allocation ($\alpha|p|$) hub-centroid problem for the CAB data set. To evaluate the performance of the proposed SA algorithm, the best solutions obtained by SA are compared to those of enumeration based algorithm presented in Mahmutogullari and Kara (2016) as it is not practical to solve the proposed bilevel model using CPLEX.
The results for solving the multiple allocation (r|p) hub-centric problem for the TR data set with \( r, p \leq 5 \) are presented in Table 7.

As can be seen from Tables 6 and 7, the proposed SA algorithm for the multiple allocation (r|p) hub-centric problem has found the optimal solution in all of the test instances. Note that the solution times for the (r|p) hub-centric problem are higher than the corresponding solution times for the (1|p) hub-medianoid problem. This is due to the bivelue nature of the former problem which requires our proposed SA to solve the follower’s problem from scratch whenever a new solution for the leader is found. However, the solution times for the bivelue problem are still quite short for a strategic planning problem such as locating facilities in a competitive environment.

It should be mentioned that the leader’s market share has increased as he/she has decided based on (r|p) hub-centric problem. In other words, taking into account the competition, the leader locates its hubs in such a way that the follower can capture as low flow as possible when he/she enters the market. For example, in the CAB data set with \( \alpha = 0.8 \), in case the leader and follower both open 2 hubs, i.e., \( r = 2 \), the value of captured market share by the follower when the leader ignores the competition and decides on the location of its hubs solely based on cost factors is around 66%, whereas the corresponding capture by the follower drops to 44% as the leader acts in anticipation of an upcoming competition.

Table 8 shows the results obtained by solving the multiple allocation (r|p) hub-centric problem with the TR data set for large values of \( r \) and \( p, p \leq 6 \). The problem for large values of \( r \) and \( p \) has not been solved by the enumeration algorithm in Mahmutogullari and Kara (2016) due to memory requirements and
long CPU times. For this reason, we present only the results obtained by the proposed SA algorithm in this table.

Note from Table 8 that for larger values of the installed hubs (r, p > 6), the follower’s capture is, in general, less than the corresponding value when the number of installed hubs are smaller (r, p ≤ 5). It can also be seen that all the instances of the problem with large values of r, p are solved in less than an hour on average. Since these instances have not already been solved using exact solution algorithms or CPLEX, the obtained results can be considered as an indication of the usefulness and high efficiency of the proposed SA algorithm.

5.2. Results for the single allocation case

Results obtained by solving the single allocation (r|p|) hub-medianoid problem using the proposed SA algorithm as well as CPLEX based on the proposed mathematical models with the CAB data set are presented in Table 9. It is assumed that the leader has already located its hubs based on the uncapacitated single allocation p-hub median problem (USApHMP). Similar to the case of multiple allocation, to reduce the size of our model, the constraints (24)–(25) are imposed for only i < j and the objective (20) is modified as \( \sum_{i,j} w_{ij} x_{ij} \) in our computational studies. It can be seen from Table 9 that the proposed SA algorithm solves all the instances of the single allocation (r|p|) hub-medianoid problem to optimality in less than a second. It should also be noted that CPLEX solves the single allocation medianoid instances within shorter times than the corresponding multiple allocation instances. This shows the model proposed for the single allocation problem which is based on the efficient formulation presented by Peker and Kara (2015) is more efficient than the multiple
The flow of Corresponding ≥ able by allocation than ≥ average. Another model to capture the times. For example, for the small problem, we observe the CPU times of 28.53%, 30.63%, 34.20%, 29.60%, 33.62%, 36.98%, 44.39%, 51.73%, 52.16%, 38.42%, 39.43%, and 45.01% for the p values of 2, 3, 4, 5, 5, 5, 3, 2, 2, 3, 3, and 5 respectively. For the larger problem, we observe the CPU times of 28.53%, 30.63%, 34.20%, 29.60%, 33.62%, 36.98%, 44.39%, 51.73%, 52.16%, 38.42%, 39.43%, and 45.01% for the p values of 2, 3, 4, 5, 5, 5, 3, 2, 2, 3, 3, and 5 respectively. For the 31.57% SA version, we observe the CPU times of 28.53%, 30.63%, 34.20%, 29.60%, 33.62%, 36.98%, 44.39%, 51.73%, 52.16%, 38.42%, 39.43%, and 45.01% for the p values of 2, 3, 4, 5, 5, 5, 3, 2, 2, 3, 3, and 5 respectively. For the 41.22% SA version, we observe the CPU times of 28.53%, 30.63%, 34.20%, 29.60%, 33.62%, 36.98%, 44.39%, 51.73%, 52.16%, 38.42%, 39.43%, and 45.01% for the p values of 2, 3, 4, 5, 5, 5, 3, 2, 2, 3, 3, and 5 respectively. For the 49.78% SA version, we observe the CPU times of 28.53%, 30.63%, 34.20%, 29.60%, 33.62%, 36.98%, 44.39%, 51.73%, 52.16%, 38.42%, 39.43%, and 45.01% for the p values of 2, 3, 4, 5, 5, 5, 3, 2, 2, 3, 3, and 5 respectively.

The same values of the parameters p, r, and α, the follower is able to gain a larger portion of the market in a single allocation network compared to a multiple allocation network when the leader locates its hubs based on the p-hub median problem for both the CAB and TR data sets.

Before testing the proposed SA algorithm for solving the single allocation (rp) hub-centroid problem on the main instances from the CAB and TR data sets, we evaluate its performance by comparing to an adapted version of the enumeration algorithm from Mahmutogullari and Karaoz (2016). We coded the “smart-50%” version of the algorithm presented in Mahmutogullari and Karaoz (2016) and solved a number of small instances from the CAB data set. The experiments are conducted for first n nodes of the CAB data set with n ∈ {10, 15}, and r ∈ {2, 3}. Table 12 summarizes the results of the computational study for these instances within a time limit of 10.800 s (3 h).

Note from Table 12 that the enumeration algorithm solves the instances with n = 10 to optimality in short computational times. However, the algorithm solves the instances with n = 15 for only p = r = 2. The solution times for these instances are substantially longer compared to the case of n = 10. It can be seen that the enumeration algorithm cannot solve the problem for n = 15 with the allocation model although the single allocation problem is more difficult in nature. Furthermore, it is observed that when the leader locates its hubs based on the p-hub median problem, the captured flow by the follower is higher in case of the single allocation network than that of the corresponding multiple allocation network.

Corresponding results for the TR data set with p, r ≤ 5 and p, r ≥ 6 are presented in Tables 10 and 11, respectively.

Observe from the Tables 10 and 11 that the proposed SA algorithm for the single allocation (rp) hub-medianoid problem is also able to obtain the optimal solutions for all the instances in the TR data set. Note that the proposed SA solves the problem instances for the TR data set in quite short CPU times. Furthermore, it can be seen that the CPU time taken by CPLEX to solve the instances with small values of p and r (r, p ≤ 5) is, on average, longer than the solution times for instances with larger p and r values (r, p ≥ 6). Another interesting observation from these results is in connection to the ability of the follower in capturing the market share under the two allocation settings. Comparing the results for the single allocation medianoid problem with those of the multiple allocation problem, one can observe that the follower’s captured flows in single allocation networks are generally higher than the corresponding multiple allocation networks. In other words, for the average total time of 30.63% for the CAB data set with n ∈ {10, 15}, and r ∈ {2, 3}. Table 12 summarizes the results of the computational study for these instances within a time limit of 10.800 s (3 h).
Table 11

Results for single allocation ($r(x_i)$) hub-medianoid problem with the TR data set ($p, r \leq 6$).

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$r$</th>
<th>p</th>
<th>CPLEX</th>
<th>SA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha = 0.6$</td>
<td></td>
<td></td>
<td>Follower's capture</td>
<td>Follower's capture</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>45.41%</td>
<td>260.13</td>
<td>45.41%</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>56.52%</td>
<td>134.02</td>
<td>56.52%</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>65.70%</td>
<td>50.68</td>
<td>65.70%</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>72.32%</td>
<td>10.21</td>
<td>72.32%</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>76.10%</td>
<td>7.91</td>
<td>76.10%</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>35.61%</td>
<td>162.22</td>
<td>35.61%</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>43.86%</td>
<td>121.89</td>
<td>43.86%</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>51.07%</td>
<td>84.03</td>
<td>51.07%</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>57.28%</td>
<td>37.09</td>
<td>57.28%</td>
</tr>
<tr>
<td>$\alpha = 0.8$</td>
<td></td>
<td></td>
<td>Follower's capture</td>
<td>Follower's capture</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>46.13%</td>
<td>47.16</td>
<td>46.13%</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>57.67%</td>
<td>91.55</td>
<td>57.67%</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>64.64%</td>
<td>57.96</td>
<td>64.64%</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>70.65%</td>
<td>9.02</td>
<td>70.65%</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>74.08%</td>
<td>8.24</td>
<td>74.08%</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>37.51%</td>
<td>237.56</td>
<td>37.51%</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>45.32%</td>
<td>144.19</td>
<td>45.32%</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>52.15%</td>
<td>79.13</td>
<td>52.15%</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>57.94%</td>
<td>20.04</td>
<td>57.94%</td>
</tr>
<tr>
<td>$\alpha = 0.9$</td>
<td></td>
<td></td>
<td>Follower's capture</td>
<td>Follower's capture</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>46.13%</td>
<td>24.29</td>
<td>46.13%</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>57.67%</td>
<td>28.02</td>
<td>57.67%</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>64.64%</td>
<td>36.59</td>
<td>64.64%</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>70.65%</td>
<td>44.01</td>
<td>70.65%</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>74.08%</td>
<td>46.25</td>
<td>74.08%</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>37.51%</td>
<td>26.04</td>
<td>37.51%</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>45.32%</td>
<td>37.75</td>
<td>45.32%</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>52.15%</td>
<td>39.98</td>
<td>52.15%</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>57.94%</td>
<td>43.33</td>
<td>57.94%</td>
</tr>
</tbody>
</table>

Table 12

Computational analysis results for single allocation ($p(x_i)$) hub-centroid problem with small instances.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$p$</th>
<th>r</th>
<th>Enumeration</th>
<th>SA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha = 0.6$</td>
<td></td>
<td></td>
<td>Follower's capture</td>
<td>Follower's capture</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>2</td>
<td>42.18%</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>60.08%</td>
<td>24.47</td>
<td>60.08%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>30.59%</td>
<td>6.17</td>
<td>30.59%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>43.84%</td>
<td>90.65</td>
<td>43.84%</td>
</tr>
<tr>
<td>$\alpha = 0.8$</td>
<td></td>
<td></td>
<td>Follower's capture</td>
<td>Follower's capture</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>2</td>
<td>42.19%</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>57.80%</td>
<td>3.71</td>
<td>57.80%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>31.52%</td>
<td>6.87</td>
<td>31.52%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>43.33%</td>
<td>10.15</td>
<td>43.33%</td>
</tr>
<tr>
<td>$\alpha = 0.9$</td>
<td></td>
<td></td>
<td>Follower's capture</td>
<td>Follower's capture</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>2</td>
<td>42.19%</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>57.80%</td>
<td>3.71</td>
<td>57.80%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>31.52%</td>
<td>6.87</td>
<td>31.52%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>43.33%</td>
<td>10.15</td>
<td>43.33%</td>
</tr>
</tbody>
</table>

p or r larger than 2. In case $p = 2$ and $r = 3$, the solution times exceed the given time limit of 3 h. Moreover, for the instances with $p = 3$, the problem cannot be solved because of excessive memory requirements. Therefore, even for very small instances, an optimal solution of single allocation ($r(x_i)$) hub-centroid problem cannot be obtained by an enumeration algorithm. This is because the fact that the single allocation HLP is a more difficult problem than the multiple allocation HLP. In fact, as stated in Section 1, given a fixed set of locations for the hubs, the allocation part of the problem is still NP-hard for a single allocation HLP. However, as can be seen from Table 12, the proposed SA algorithm is able to solve all the instances in very short computational times.

Results for solving the single allocation ($r(x_i)$) hub-centroid problem for the CAB and TR data sets are presented in Tables 13 and 14, respectively. As it is only possible to solve this problem for very small instances using the enumeration algorithm, and also since the problem has not been studied in the literature prior to this work, the results obtained by the proposed SA algorithm are not compared to any other results. It should be mentioned that, after solving the bilevel problem using the proposed SA, the follower’s (single level) problem was solved by CPLEX based on the obtained solution for the leader and it was observed that the SA has solved the follower’s problem to optimality for all the instances. Nevertheless, the optimality of the leader’s solution obtained by the SA is not proven.

It can be seen from Tables 13 and 14 that, for the CAB data set, the leader’s market share has increased considerably as he/she decided based on ($r(x_i)$) hub-centroid problem rather than deciding based on the USAPHUM. In case of the TR data set, the increase in the leader’s capture when he/she decides in anticipation of a competition is also higher than the corresponding capture when this competition is ignored by the leader. We should also note that, as mentioned above, the optimality of the leader’s solutions obtained by the SA is not proven. Therefore, if the optimal solutions for the leader are found, the corresponding capture values by the follower can even be smaller. In other words, the leader’s gain as a result of solving the bilevel model can even be larger.

The results reported in Tables 13 and 14 indicate that solving the single allocation ($r(x_i)$) hub-centroid problem using the proposed SA takes longer CPU times than the time needed to solve the corresponding problem under the multiple allocation setting. This is mainly because of the fact that the single allocation HLPs are much harder to solve than their multiple allocation counterparts as in the former case the allocation of every node must be explicitly
5.3. Optimal hub locations on map

In this part of our computational studies we illustrate how the decisions regarding the location of hubs alter for the leader and follower as the leader makes his/her decisions with and without being aware of the follower’s upcoming entrance to the market. The analysis is conducted for both single and multiple allocation networks for the TR data set. Fig. 4 depicts the optimal locations of hubs opened by the leader and the follower in a multiple allocation network with p=3, r=3, and α=0.9 on the map of Turkey. The 22 candidate cities for locating hub facilities are shown as red circles in these maps. In part (a) it is assumed that the leader ignores the competition and locates its hubs based on UMApHMP, whereas part (b) depicts the location of hubs in case the leader locates its hubs based on the solution of (rlp) hub-centroid problem. Observe that the optimal set of hub locations when the competition is ignored by the leader are different from the optimal set of hubs when the competition is incorporated into the location problem by the leader.

Fig. 5 depicts the corresponding optimal hub locations of the leader and the follower in a single allocation network.

It can be seen from Fig. 5 that in case of the single allocation network (as in the multiple allocation network), the hubs opened by the leader and the follower are affected by either considering the competition in the decision making or not. Another interesting point is that, the two nodes 6 (Ankara) and 34 (Istanbul) are selected as hub facilities by both the leader and the follower in the solutions depicted in Fig. 5 (a) and (b), respectively.

It is shown from the above maps that the optimal set of hubs opened by the leader and the follower are different for single and multiple allocation networks. This can be regarded as a reason why both the allocation protocols need to be considered in studying the competitive hub networks. Moreover, it can be seen that the hubs are generally located in the western part of the country as the candidate cities in the western part have larger volumes of incom-
ing/outgoing traffic compared to the eastern cities. Note that the node 6 (Ankara) is selected as hub in all of the four maps illustrated in Figs. 4 and 5. This can be explained by central geographic location of this city within the country and also by high volume of incoming and outgoing flows to and from Ankara as the capital and the second largest city in the country. Furthermore, it can be seen that the two nodes 34 (Istanbul) and 38 (Kayseri) are selected as hubs in three of the four depicted solutions. This is mainly because Istanbul (as the largest city in the country) is the highest contributor to the total traffic volume and Kayseri has an attractive geographic location at the center of the country acting as a connector between the western and the eastern cities.

5.4. Value of competitive solution

Results presented in previous sub-sections reveal that when the leader acts in anticipation of follower’s entrance and configures its networks based on the solution of the (rip) hub-centroid problem, the value of follower’s capture is lower than that of the case where the leader ignores the competition and acts based on UMAPHMP/USApHMP. In other words, the leader increases its market share by locating its hubs based on the solution of the bilevel (centroid) models. Increased market share creates value for the leader and we call this value as the value of competitive solution (VCS). We formally define the VCS as the extra percent market share gained by the leader when the competition is taken into account in his/her decisions compared to the case in which the leader ignores the competition and makes its decisions solely based on the cost criterion. The VCS values for different instances of the CAB data set with multiple and single allocation networks are presented in Table 15.

Observe from the Table 15 that for the CAB data set, the VCS values are positive for most of the instances. It means that for most of the cases, acting based on the solution of the centroid problem creates strictly positive value for the leader. Note also that the average VCS values are significantly larger for single allocation network compared to the multiple allocation network. In other words, for the CAB data set, the benefit of using the competitive model for the leader is higher when the underlying network is a single allocation network. However, even for multiple allocation case, the
VCS is a significant value around 5% as preventing an extra 5% of market share to be captured by the follower is definitely of great importance for the leader. The VCS values for different instances of the TR data set with multiple and single allocation networks are reported in Table 16.

It can be seen that the VCS for the TR data set is in general less than that of the CAB data set. One reason for this observation might be the fact that in the TR data set, the number of candidate nodes for locating hub facilities is limited (|H|=22). This limited set of candidate hub nodes make the action space of the decision makers limited, which in turn results in less difference between the set of leader’s hubs when he/she decides based on either of p-hub median problem or (r|p) hub-centroid problem. As a result, the VCS values are rather small in case of the TR data set as compared to the case of the CAB data set. However, in both the data sets, it can be seen that the VCS generally gets larger as the value of the discount factor increases.

5.5. Considering more general capture mechanisms

So far, in this paper, we have assumed that the customers behave based on a all-or-nothing (or binary) mechanism towards selecting from among competing firms in the market. In other words, if a firm (e.g., the follower) offers a service with a slightly lower cost than that of the other firm (i.e., the leader) for a specific O/D pair, then all the demand for that O/D pair is assumed to fully patronize the former. This assumption may seem unrealistic to some extent as deciding on the service providers is normally based on other factors such as brand loyalty, reputation, etc. Therefore, a more realistic assumption is that the follower can capture only a percentage of the traffic volume if it’s cost is not significantly less than that of the leader. This assumption has been used in some competitive HLP works (see Marianov et al., 1999; Sasaki et al., 2014; Wagner, 2008, among others). To this end, we need to slightly change the definition of the covering parameter, $\alpha_{ij}^{0}$, which previously was a binary parameter as defined in [4]. Instead of this binary parameter, we use a five-level covering parameter...
that allows each firm to capture 0%, 25%, 50%, 75% or 100% of the demand volume on each O/D route based on the cost of the provided service. Hence, for all $i, j \in N$ and $k, m \in H$, we define the five-level covering parameter as:

$$
\delta_{ij}^k = \begin{cases} 
1. & \text{if } c_{ik} + \alpha c_{km} + c_{mj} \leq \frac{7}{10} \beta_{ij} \quad \text{or} \quad (c_{ik} + \alpha c_{km} + c_{mj} = 0 \text{ and } \beta_{ij} > 0) \\
0.75. & \text{if } \frac{4}{10} \beta_{ij} < c_{ik} + \alpha c_{km} + c_{mj} \leq \frac{7}{10} \beta_{ij} \\
0.5. & \text{if } \frac{\alpha}{10} \beta_{ij} < c_{ik} + \alpha c_{km} + c_{mj} < \frac{4}{10} \beta_{ij} \quad \text{or} \quad (c_{ik} + \alpha c_{km} + c_{mj} = \beta_{ij} = 0) \\
0.25. & \text{if } \frac{\alpha}{10} \beta_{ij} \leq c_{ik} + \alpha c_{km} + c_{mj} < \frac{\alpha}{10} \beta_{ij} \\
0. & \text{if } \frac{ \alpha }{ 10 } \beta_{ij} \leq c_{ik} + \alpha c_{km} + c_{mj} \quad \text{or} \quad (c_{ik} + \alpha c_{km} + c_{mj} > 0 \text{ and } \beta_{ij} = 0) 
\end{cases}
$$

(32)

The above parameter is defined similar to the definition used in Marianov et al. (1999) and Wagner (2008). To show the effect of using the more general five-level capture mechanism on the solutions, we replaced the covering parameter previously defined as (4) by the parameter defined as (32) in our proposed mathematical formulations and solution algorithms. Table 17 shows the results obtained by solving the multiple allocation problem under the general capture mechanism with the CAB data set.

Note from Table 17 that the proposed SA algorithm is able to solve the medianoid problem to optimality in all the instances. Furthermore, the results presented in this table indicate that using the general capture mechanism produces solutions for which the market shares for the leader and the follower are more balanced compared to the case of binary capture mechanism. For example, the follower’s capture for the medianoid problem with $\alpha = 0.6$ has increased by 4.74% after using the general capture mechanism. The corresponding increase for $\alpha = 0.8$ is 4.87%. In case of the centroid problem, the corresponding increases in the follower’s capture are 6.26% and 7.37% for $\alpha = 0.6$ and 0.8, respectively. Another point of interest is that when the number of hubs to be located by the follower is the same as the number of leader’s hubs ($r = p$), the follower can capture at least 50% of the market as it can locate its hubs exactly on the same cities of the leader’s hubs. Based on the above discussion, it is expected that in case of the five-level capture mechanism, the value of competitive solution (VCS) be relatively small compared to the case of the binary capture mechanism which can be seen in Table 17.

The results for the single allocation problem under the general capture mechanism with the CAB data set are given in Table 18.

It can be seen from Table 18 that the results obtained for the single allocation problem are more or less similar to those of the multiple allocation problem in that the market is divided in a more balanced fashion between the two firms compared to the case of the binary capture mechanism and the VCS values are smaller than their counterparts for the all-or-nothing mechanism. For instance, the follower’s capture for the medianoid problem with $\alpha = 0.6$ and $\alpha = 0.8$ has decreased respectively by 2.13% and 7.55% after using the general capture mechanism. In case of the centroid problem, the follower’s capture has increased by 1.82% for $\alpha = 0.6$, whereas it has decreased by 0.46% for $\alpha = 0.8$.

As the optimality of the leader’s solutions obtained by the SA is not proven in the results reported in Tables 17 and 18, the real values of the VCS can be larger than the reported values for the optimal leader’s solutions. In other words, the leader’s gain as a
Table 17
Results for the general capture mechanism with the CAB data set (multiple allocation).

<table>
<thead>
<tr>
<th>$\alpha$ = 0.6</th>
<th>$\alpha$ = 0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td>$r$</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Follower’s capture</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Average</td>
<td>52.86%</td>
</tr>
</tbody>
</table>

Table 18
Results for the general capture mechanism with the CAB data set (single allocation).

<table>
<thead>
<tr>
<th>$\alpha$ = 0.6</th>
<th>$\alpha$ = 0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td>$r$</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Follower’s capture</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Average</td>
<td>53.98%</td>
</tr>
</tbody>
</table>

result of solving the bilevel model to optimality can be larger than the reported values.

6. Conclusions

In this research the competitive single and multiple allocation HLPs in a duopoly market are considered. Two firms sequentially decide on the location of their hubs aiming at maximizing their own market shares. It is assumed that the customers choose one firm which offers a service with lower cost. The follower’s problem can be viewed as a maximal covering problem after the leader makes his/her decision. In this case, the follower aims at locating its hubs in such a way that the total captured flow (market share) is maximized. Therefore, from the leader’s point of view it is important to anticipate the follower’s subsequent action and incorporate it into his/her problem as a bilevel optimization program. To this end, we considered two problems for the leader and the follower: (r|p) hub-medianoid and (r|p) hub-centroid problems, respectively, both in single and multiple allocation networks. New bilevel MIP formulations are presented for these problems and efficient simulated annealing (SA) based heuristics are proposed for solving them.

Extensive computational experiments based on two data sets of the CAB and TR are conducted to analyze different properties of these problems and to evaluate the performance of the proposed SA algorithms as well as the MIP models. For all the instances with known optimal solutions from the two data sets, the proposed SA algorithms obtained the optimal solutions. However, for the bilevel single allocation model and larger instances of the bilevel multiple allocation problem (where the optimal solutions are not known), the optimality of the solutions obtained by the SA is not proven. Furthermore, the computational results show the efficiency of the proposed algorithms in terms of CPU times. Computational experiments reveal that acting in anticipation of a possible competition creates value for the leader which we call it the value of competitive solution (VCS). Hence, solving (r|p) hub-centroid problem is of great importance for the leader even if it requires higher amount of CPU times. We also extended the problem to accommodate a more general five-level capture mechanism in addition to the all-or-nothing (binary) mechanism.
Further research may focus on developing exact methods such as branch-and-price or decomposition algorithms as well as different heuristics that can solve larger instances of the problems to optimality even faster. Moreover, instead of using classical HP assumptions such as complete hub-level network or flow-independent economies of scale on only inter-hub links, more realistic assumptions like incomplete hub-level network or flow-dependent scale economies on all links can be used to better reflect the real world situations.
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Appendix A

This appendix provides linear MIP formulations for the bilevel programming problems studied in this paper. The proposed bilevel models in Section 3 are linearized using a minimax approach. To this end, we use the notations introduced in Section 3, as well as some new notations which are introduced here. We first consider the case of multiple allocation network and denote the cost of service provided by the follower for pair $i, j \in N$ by $\beta_{ij}$ as a non-negative decision variable. Moreover, let the parameter $\gamma_{ij}^r$ denote the cost of service provided by the follower for pair $i, j \in N$ to node $k \in H$ as the hub set. Furthermore, we define the binary decision variable $Z_{ij}^k \in \{0,1\}$ to indicate whether the flow from node $i \in N$ to node $j \in N$ is captured by the follower when he/she chooses $S \subseteq H$ as its hub set (by taking value of 1), or not (by taking value of 0).

The following bilevel MIP model solves the multiple allocation (rip) hub-centroid problem with an exponential number of decision variables and constraints:

\[
\min \theta
\]

s.t. $\theta \geq \sum_{i \in N} \sum_{j \in N} w_{ij} Z_{ij}^k \quad \forall S \subseteq H, |S| = r$ \hfill (A.2)

\[
(12) - (14)
\]

$\beta_{ij} \geq \sum_{k \in H} \sum_{m \in H} (c_{ik} + \alpha_{km} + c_{mj}) X_{ijkm} \quad \forall i, j \in N$ \hfill (A.3)

$\beta_{ij} - \gamma_{ij}^r \leq M Z_{ij}^k \quad \forall i, j \in N, S \subseteq H, |S| = r$ \hfill (A.4)

$\theta, X_{ijkm}, \beta_{ij} \geq 0 \quad \forall i, j \in N, k, m \in H$ \hfill (A.5)

\[
Z_{ij}^k, Y_k, V_{ijkm} \in \{0,1\} \quad \forall i, j \in N, k, m \in H, |S| = r \hfill (A.7)
\]

The objective function (A.1), together with constraints (A.2) minimize the highest possible captured flow value by the follower in the remaining scenario. Constraints (A.4) calculate the service costs of the leader. Constraints (A.5), in which $M$ is a sufficiently large number, determine whether a flow is captured by the follower using a hub set $S \subseteq H$ of cardinality $r$ or not. More specifically, if the service cost of the follower for the flow $w_{ij}$ is smaller than the corresponding cost of the leader, $Z_{ij}^k$ has to take value of 1. Otherwise, the constraint becomes redundant.

As in the case of multiple allocation models, we can convert the bilevel model for the single allocation problem to a linear MIP model using the minimax approach. To this end, let the parameter $\gamma_{ij}^{A_i}$ denote the cost of the service provided by the follower for pair $i, j \in N$ if he/she chooses $S \subseteq H, |S| = r$ as the hub set and $A_i^k \in R_+(N \times H)$ as the corresponding assignment function. Also, let the binary variable $Z_{ij}^{A_i} \in \{0,1\}$ indicate whether the flow from node $i \in N$ to node $j \in N$ is captured by the follower for the hub set $S \subseteq H$ and the assignment function $A_i^k$. Furthermore, we define the auxiliary variable $V_{ijkm} \in \{0,1\}$ to take value of 1 if the nodes $i$ and $j$ are respectively assigned to the hubs $k$ and $m$ and taking 0, otherwise. The single allocation (rip) hub-centroid problem can be formulated as a single level linear MIP model with an exponential number of decision variables and constraints as follows:

\[
\min \theta
\]

s.t. $\theta \geq \sum_{i \in N} \sum_{j \in N} w_{ij} Z_{ij}^{A_i} \quad \forall A_i^k \in R_+(N \times H), S \subseteq H, |S| = r$ \hfill (A.9)

\[
(28) - (30)
\]

$\beta_{ij} \geq \sum_{k \in H} \sum_{m \in H} (c_{ik} + \alpha_{km} + c_{mj}) V_{ijkm} \quad \forall i, j \in N$ \hfill (A.10)

$\beta_{ij} - \gamma_{ij}^{A_i} \leq M Z_{ij}^{A_i} \quad \forall i, j \in N, A_i^k \in R_+(N \times H), S \subseteq H, |S| = r$ \hfill (A.11)

$V_{ijkm} \geq Y_k + Y_{jm} - 1 \quad \forall i, j \in N, k, m \in H$ \hfill (A.12)

$\theta, \beta_{ij} \geq 0 \quad \forall i, j \in N, k, m \in H$ \hfill (A.13)

Constraints (A.11) calculate the service costs of the leader. Constraints (A.12) determine whether a flow is captured by the follower (when he/she uses the hub set $S \subseteq H$ and the assignment function $A_i^k$), or not. Constraints (A.13) enforce the variable $V_{ijkm}$ to be 1, if both the variables $Y_k$ and $Y_{jm}$ take value of 1.
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