Understanding the destabilizing role for surface tension in planar shear flows in terms of wave interaction
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Both surface tension and buoyancy force in stable stratification act to restore perturbed interfaces back to their initial positions. Hence, both are intuitively considered as stabilizing agents. Nevertheless, the Taylor-Caulfield instability is a counterexample in which the presence of buoyancy forces in stable stratification destabilize shear flows. An explanation for this instability lies in the fact that stable stratification supports the existence of gravity waves. When two vertically separated gravity waves propagate horizontally against the shear, they may become phase locked and amplify each other to form a resonance instability. Surface tension is similar to buoyancy but its restoring mechanism is more efficient at small wavelengths. Here, we show how a modification of the Taylor-Caulfield configuration, including two interfaces between three stably stratified immiscible fluids, supports interfacial capillary gravity whose interaction yields resonance instability. Furthermore, when the three fluids have the same density, an instability arises solely due to a pure counterpropagating capillary wave resonance. The linear stability analysis predicts a maximum growth rate of the pure capillary wave instability for an intermediate value of surface tension corresponding to \( \text{We}^{-1} = 5 \), where \( \text{We} \) denotes the Weber number. We perform direct numerical nonlinear simulation of this flow and find nonlinear destabilization when \( 2 \leq \text{We}^{-1} \leq 10 \), in good agreement with the linear stability analysis. The instability is present also when viscosity is introduced, although it is gradually damped and eventually quenched.

DOI: 10.1103/PhysRevFluids.2.103901

I. INTRODUCTION

Surface tension acts as a restoring force in shear flows. Perturbed interfaces tend to go back to their initial position under its restoring influence. For this reason, surface tension is often considered intuitively as a stabilizing force in plane shear flows. For instance, the effect of the surface tension at the interface of two immiscible fluids damps the Kelvin-Helmholtz instability [1,2]. In axisymmetric shear flows, however, the same reasoning does not hold true, and surface tension can become destabilizing as in the Rayleigh-Plateau instability [3,4] of a liquid jet.

A destabilizing influence of surface tension was recently found in planar jets and wakes [5–7] by means of both linear global analysis and direct numerical simulations (DNS). This counterintuitive destabilization is caused by the appearance of a second unstable mode acting particularly at large wave numbers. The presence of this second unstable mode was explained by Biancofiore et al. [8] using the kernel wave (KW) perspective. This perspective was first developed in atmospheric science to explain the baroclinic instability mechanism for cyclone genesis resulting from interaction in a distance between Rossby waves [9]. The instability in flows featuring two distinct potential vorticity gradients can be interpreted in terms of the interaction between the two Rossby waves created at the vorticity edges. For a comprehensive review of the KW perspective, the reader is referred to Ref. [10]. The second mode stabilizing planar immiscible wakes can be interpreted as a Rossby-capillary instability [8], i.e., the interaction between the capillary waves at the interfaces with the Rossby waves created at the vorticity edges of the wake flow velocity profile.
Another restoring force is buoyancy for stably stratified flows. Like surface tension, buoyancy under stable stratification has also a damping effect on the Kelvin-Helmholtz instability [1]. However, the Holmboe instability [11] is a counterexample in which the presence of buoyancy forces in stable stratification destabilizes shear flows. In particular, a Holmboe mode is formed by the interaction between one Rossby and one gravity wave [12]. This is similar to what occurred for the Rossby-capillary instability in two immiscible fluid wakes [8]. An even simpler configuration where the buoyancy can destabilize a plane parallel flow is the Taylor-Caulfield instability [13,14]. This instability is due to interaction between two gravity waves created by stable stratification. The gravity waves may become phase locked and amplify each other in a distance to form a resonance instability [15,16]. Because of the similarity between gravity and capillary waves, it is natural to imagine that an instability equivalent to the Taylor-Caulfield instability can be obtained with the interaction of two capillary waves.

In order to highlight the role of the interacting capillary waves in shear flows, we analyze a two-dimensional stratified three-fluid flow, i.e., a Taylor-Caulfield configuration including surface tension. The work is structured as follows: In Sec. II, we present the analyzed model and the governing equations. In Sec. III, we show (i) how two capillary-gravity waves are generated at each of the two interfaces and (ii) how these waves can interact together to generate an instability, a Taylor-Caulfield instability modified by capillarity. The linear stability analysis of such a configuration is then discussed in detail in Sec. IV. The stratification is finally suppressed in Sec. V, demonstrating the possible existence of a pure capillary planar instability. This instability, generated by the interaction of two pure capillary waves, is further interpreted by means of the KW perspective and found in direct numerical simulations (DNS) of viscous flows. Conclusions are finally drawn in Sec. VI.

II. MODEL AND LINEARIZED GOVERNING EQUATIONS

A. Model: Taylor-Caulfield setup with surface tension

As seen in Fig. 1, the model considered in this study consists of a layer of fluid 2 sandwiched between two unconfined immiscible fluids 1 and 3, all three submitted to the same constant uniform shear $U(y^*) = U_y y^*$, where $U_y$ is the constant shear rate. The three layers are assumed to be inviscid and are stratified with growing densities $\rho_1 < \rho_2 < \rho_3$. The base-dimensional density profile can be thus written as

$$\rho(y^*) = \rho_3 + \Delta \rho_B \mathcal{H}(y^* + h) + \Delta \rho_T \mathcal{H}(y^* - h), \quad (1)$$

![Fig. 1. The model flow. The base-dimensional velocity profile is $U(y^*) = U_y y^*$.](image-url)
where $\mathcal{H}$ is the Heaviside function, $\Delta \rho_T = (\rho_1 - \rho_2)$, and $\Delta \rho_B = (\rho_2 - \rho_3)$. At the two top ($T$) and bottom ($B$) interfaces, both buoyancy $b$ and interfacial tensions, $\sigma_T$ and $\sigma_B$, respectively, operate as restoring forces. The buoyancy gradient is $b_y = \Delta b_T \delta(y^* - h) + \Delta b_B \delta(y^* + h)$, where $\Delta b_{T,B} = \frac{\Delta \rho_{T,B}}{\rho_3} g$ and $g$ is the gravity. Note that the density of the lower fluid $\rho_3$ is chosen as a reference density. The distance between the two interfaces is $2h$, while the velocity of the interfaces is $U_T = U_T h$ and $U_B = -U_T h$, respectively. This model can be seen as an extension of the Taylor-Caulfield flow \[13,14\], where surface tension operates at the interfaces.

B. Vorticity-displacement formulation

The momentum and continuity equations linearized with respect to the velocity profile $U(y)$ are

\[
\begin{align*}
\frac{Du^*}{Dt^*} &= -v^* U_y - \frac{1}{\rho_3} \frac{\partial p^*}{\partial x^*}, \quad (2a) \\
\frac{Dv^*}{Dt^*} &= b^* + \sigma_T C_{T} + \sigma_B C_{B} - \frac{1}{\rho_3} \frac{\partial p^*}{\partial y^*}, \quad (2b) \\
C_T &= \kappa_T^* \delta(y^* - h) \quad \text{and} \quad C_B = \kappa_B^* \delta(y^* + h), \quad (2c) \\
\frac{Db^*}{Dt^*} &= -v^* b_y^*, \quad (2d) \\
\frac{\partial u^*}{\partial x^*} + \frac{\partial v^*}{\partial y^*} &= 0, \quad (2e)
\end{align*}
\]

where $(D/Dt^*) \equiv (\partial/\partial t^*) + U^*(\partial/\partial x^*), u^* = (u^*, v^*)$ is the perturbation velocity vector, $p^*$ is the perturbation pressure, $\sigma_{T,B}$ are the surface tensions, $C_{T,B}$ are the localized capillary forces at the interfaces $T$ and $B$, respectively, $\kappa_{T,B}^* = \frac{\partial \xi_{T,B}^*}{\partial x^*}$ are the approximated interface curvatures, $\xi_{T,B}^*$ are the perturbation cross-stream displacements, $\delta$ symbolizes the Dirac function, $b^* = (-\frac{\rho_T}{\rho_3}) g$ is the perturbation buoyancy, $b_y^* = -\frac{g}{\rho_3} \frac{\partial y^*}{\partial y^*}$ is the vertical buoyancy gradient, and $\rho^*$ is the perturbation density.

Equation set (2) can be transformed after some algebra to

\[
\begin{align*}
\frac{Dq^*}{Dt^*} &= -(\Delta b_T + \sigma_T) \frac{\partial \xi_{T}^*}{\partial x^*} \delta(y^* - h) - (\Delta b_B + \sigma_B) \frac{\partial \xi_{B}^*}{\partial x^*} \delta(y^* + h) \quad (3a) \\
\frac{D\xi_{T,B}^*}{Dt^*} &= v^* \quad (3b)
\end{align*}
\]

where $q^*$ is the perturbation vorticity, $q^* = (\partial v^*/\partial x^*) - (\partial u^*/\partial y^*)$.

We use $h$ and $1/U_T$ as reference scales for the length and the time, respectively, and we indicate dimensionless quantities without an asterisk. Then for a single Fourier component with wave number $k$ of the form $e^{ikx}$, Eq. (3) can be rewritten as

\[
\begin{align*}
\left( \frac{\partial}{\partial t} + iky \right) q &= -ik(\text{Ri}_T + k^2 \text{We}^{-1}_T) \xi_T \delta(y - 1) - ik(\text{Ri}_B + k^2 \text{We}^{-1}_B) \xi_B \delta(y + 1) \quad (4a) \\
\left( \frac{\partial}{\partial t} + iky \right) \xi_{T,B} &= \int_{y'} q(y') G(y,y',k) dy' \quad (4b)
\end{align*}
\]

where $\text{Ri}_{T,B} = \frac{\Delta b_{T,B}}{hU_{T,B}}$ is the Richardson number and $\text{We}_{T,B} = \frac{h^3 \rho_3 U_{T,B}^2}{\sigma_{T,B}}$ is the Weber number. Note that we introduced the Green’s function

\[
G(y,y',k) = -\frac{i}{2} \exp(-k|y - y'|), \quad (5)
\]

where $\nabla^2 G(y,y',k) = -k^2 G + G_{yy} = ik \delta(y - y')$ and $G$ vanishes as well for $y \to \pm \infty$ \[17\].
As usual in the kernel perspective theory [8,16], we can see the vorticity perturbation decomposed in two vorticity waves localized in \( y = \pm 1 \). Thus, we can write, indicating with \( T \) and \( B \) the upper and lower interfaces, respectively,

\[
q = [\hat{q}_T \delta(y - 1) + \hat{q}_B \delta(y + 1)].
\]

(6)

Therefore, we can write explicitly Eq. (4) for the two jumps:

\[
\left( \frac{\partial}{\partial t} + ik \right) \hat{q}_T = -ik\left(R_i + k^2\text{We}^{-1}_T\right)\zeta_T, \tag{7a}
\]

\[
\left( \frac{\partial}{\partial t} + ik \right) \zeta_T = -\frac{i}{2} [\hat{q}_T + \hat{q}_B \exp(-2k)], \tag{7b}
\]

\[
\left( \frac{\partial}{\partial t} - ik \right) \hat{q}_B = -ik\left(R_i + k^2\text{We}^{-1}_B\right)\zeta_B, \tag{7c}
\]

\[
\left( \frac{\partial}{\partial t} - ik \right) \zeta_B = -\frac{i}{2} [\hat{q}_T \exp(-2k) + \hat{q}_B]. \tag{7d}
\]

Note that the dimensionless basic state velocity at the interfaces is \( \pm 1 \). We can write the dynamical system depicted by Eq. (7) in the matrix form

\[
\dot{\xi} = \mathbf{M}\xi, \quad \xi = \begin{bmatrix} q_T \\ \zeta_T \\ q_B \\ \zeta_B \end{bmatrix}, \quad \text{and} \quad \mathbf{M} = \begin{bmatrix}
-ik & -ik^3\text{We}^{-1}_T - ikR_i & 0 & 0 \\
-i & -ik & -iR & 0 \\
0 & 0 & ik & -ik^3\text{We}^{-1}_B - ikR_i \\
-iR & 0 & -iR & ik
\end{bmatrix}, \tag{8}
\]

where \( R \) is the interaction coefficient between the two interfaces \( R = \frac{e^{-2k}}{2} \).

III. PHYSICAL INTERPRETATION IN TERMS OF WAVE RESONANCE

In this section, we describe the system in term of the kernel wave perspective. First, in Sec. III A, we illustrate the capillary-gravity wave dynamics in isolation, whereas their interaction in a distance is discussed in Sec. III B.

A. Interfacial capillary-gravity waves

Consider each interface in isolation, i.e., with the interaction coefficient \( R = 0 \); then Eq. (7) is reduced to

\[
\left( \frac{\partial}{\partial t} + ik \right) \hat{q}_T = -ikF_T(k)\zeta_T, \tag{9a}
\]

\[
\left( \frac{\partial}{\partial t} + ik \right) \zeta_T = -\frac{i}{2} \hat{q}_T, \tag{9b}
\]

\[
\left( \frac{\partial}{\partial t} - ik \right) \hat{q}_B = -ikF_B(k)\zeta_B, \tag{9c}
\]

\[
\left( \frac{\partial}{\partial t} - ik \right) \zeta_B = -\frac{i}{2} \hat{q}_B. \tag{9d}
\]
where
\[ F_{T,B}(k) = Ri_{T,B} + k^2 We^{-1}_{T,B} \] (10)
represents the dependency of the buoyancy-capillary restoring effects in the wave number \( k \) at the top and bottom layers. The eigenvalues and eigenmodes of this uncoupled system are

\[
\begin{align*}
\omega_T^\pm &= k \pm \sqrt{\frac{F_T k}{2}}, \\
\omega_B^\pm &= -k \pm \sqrt{\frac{F_B k}{2}}, \\
\xi_T^\pm &= \begin{pmatrix} 1, \pm \sqrt{\frac{1}{2kF_T}}, 0, 0 \end{pmatrix}^t, \\
\xi_B^\pm &= \begin{pmatrix} 0, 0, 1, \pm \sqrt{\frac{1}{2kF_B}} \end{pmatrix}^t.
\end{align*}
\] (11)

where the \( + (--) \) refers to the wave which propagates towards the positive (negative) \( x \) direction relative to the velocity of the interface.

These eigenvalues correspond to a transport term \((\pm k)\) plus the pure neutral waves with propagation speed

\[ c_{T,B} = \sqrt{\frac{F_{T,B}}{2k}} = \sqrt{\frac{Ri_{T,B}}{2k} + \frac{kWe^{-1}_{T,B}}{2}}. \] (12)

Hence, for pure deep water interfacial gravity waves (in the absence of surface tension), the intrinsic phase speed is increasing with the wavelength \( \ell = \frac{2\pi}{k} \), \( c_{T,B} = \frac{1}{2} \sqrt{\frac{Ri_{T,B}\ell}{\pi}} \), whereas for pure capillary waves (without the density stratification) \( c_{T,B} \) decreases with the wavelength \( c_{T,B} = \sqrt{\frac{\pi We^{-1}_{T,B}}{\ell}} \). The interface deformation and the vorticity perturbation are either in or out of phase depending on the propagating direction relative to the interface velocity. In Fig. 2, the propagation mechanism

**FIG. 2.** The propagation mechanism for (a) positive \( c_p \), i.e., the propagation speed relative to the interface velocity, with vorticity and displacement in phase, and (b) negative \( c_p \) with vorticity and displacement in antiphase. Continuous lines represent the wave at time \( t \), while the dashed lines show the wave at time \( t + \delta t \). The arrows show the vertical velocity associated with the vorticity perturbation field.
is illustrated: The vertical arrows represent the vertical velocity field associated with the vorticity perturbation so that upward (downward) motions are located a quarter of wavelength to the right (left) of positive vorticity anomalies. The restoring force (either by buoyancy, surface tension, or both) acts to generate positive (negative) vorticity anomalies where $\frac{\partial \zeta}{\partial x}$ is negative (positive) [16]; see also Eq. (3a). Hence, one can observe that the mechanism by which both the vorticity and the displacement propagate in concert is such that for positive (negative) $c_p$, $\hat{q}$ and $\zeta$ are in phase (antiphase) as indicated from Eqs. 11(c) and 11(d).

B. Wave interaction

Following the procedure in Ref. [15] but including the capillarity term, the dynamical system (8) can be rewritten in the basis of the uncoupled eigenmodes [defined in Eqs. 11(c) and 11(d)] using the transformation matrix $\mathbf{q} = \mathbf{T}\dot{\xi}$.

$$\mathbf{M} = \begin{bmatrix}
-k - \sqrt{\frac{kF_T}{2}} & 0 & -R \sqrt{\frac{kF_T}{2}} & -R \sqrt{\frac{kF_T}{2}} \\
0 & -k + \sqrt{\frac{kF_T}{2}} & R \sqrt{\frac{kF_T}{2}} & R \sqrt{\frac{kF_T}{2}} \\
-R \sqrt{\frac{kF_B}{2}} & -R \sqrt{\frac{kF_B}{2}} & k - \sqrt{\frac{kF_B}{2}} & 0 \\
R \sqrt{\frac{kF_B}{2}} & R \sqrt{\frac{kF_B}{2}} & 0 & k + \sqrt{\frac{kF_B}{2}}
\end{bmatrix},$$

yielding

$$\dot{\mathbf{q}} = (\mathbf{T}^{-1} \mathbf{M} \mathbf{T}) \mathbf{q} = \hat{\mathbf{M}} \mathbf{q},$$

where

The eigenvalues $\lambda = \lambda_r + i\lambda_i$ of the matrix $\hat{\mathbf{M}}$ represent the normal modes of the systems. In particular, the real part of the eigenvalues $\lambda_r = kc_i$ is the growth rate of the instability while their imaginary part $\lambda_i = -kc_r$ is the frequency.

IV. LINEAR STABILITY ANALYSIS

In this section, we discuss the linear stability analysis of the Taylor-Caulfield flow, including the capillary effects. In particular, the influence of the surface tension is discussed in Sec. IV A. Afterwards, the dynamics of the counterpropagation interaction is described in Sec. IV B before a final discussion on the normal mode instability mechanism (Sec. IV C). Hereafter, we consider the symmetric configuration $Ri_T = Ri_B = Ri$, $We_T = We_B = We$, so that $F_T = F_B = F$.

A. The influence of surface tension

In Figs. 3(a) and 3(b), the growth rate $\lambda_r$ and the phase speeds $c_r = -\frac{\lambda_i}{k}$ are plotted as a function of the wave number $k$ with varying Weber number for a fixed Richardson number $Ri = 0.5$. Both the growth rate and the cutoff wave number are first enhanced when the surface tension is introduced; however, as $We^{-1}$ is further increased, they both get attenuated. Observe that at $We^{-1} = 1$, a separate finite bandwidth of large wave numbers allows instability as well. Due to the zero mean velocity of the considered velocity profile, unstable modes have $c_r = 0$. In contrast, neutral modes are characterized by $c_r \neq 0$; they come into pairs with opposite phase velocities.
FIG. 3. (a) Growth rate and (b) phase speed of the normal modes as function of wave number for $\text{Ri} = 0.5$ and different values of $\text{We}^{-1}$. Phase speed of the associated pro-propagating and counterpropagating waves in isolation are presented in panels (c) and (d), respectively. Continuous lines depict the waves at the upper interface ($T$) and dashed lines at the lower interface ($B$). The circles in panel (d) represent the wave number for which the two waves are closer to each other.

In Fig. 3(c), we show the phase speeds of the pro-propagating waves $c_T^+$ and $c_B^-$ (further referred to as $c_{\text{pro}}$), taken in isolation, i.e., without considering the interaction. In contrast, the counterpropagating waves $c_T^-$ and $c_B^+$, depicted in Fig. 3(d), are denoted as $c_{\text{counter}}$. The term pro-propagation (respectively counterpropagation) relates to the sign of the intrinsic phase velocity when compared to the velocity of the interface. The dependence of the phase speed with respect to the wave number $k$ is typical to capillary-gravity waves [18] with an extremum attained for an intermediate value of the wave number. It is striking to observe that modal instability appears when the counterpropagating waves $c_T^-$ and $c_B^+$ have comparable phase speeds (depicted by circles). The second instability branch in the finite wave-number range observed for $\text{We}^{-1} = 1$ is seen in particular to correspond to situations where $c_T^- = c_B^+$. This is also true for the extended cutoff wave number for $\text{We}^{-1} = 2$. In contrast, the pro-propagating waves at the two interfaces have velocities that are too different to enable a destabilizing interaction. These facts point out how phase-locked counterpropagating waves generate the instability. We will discuss this mechanism more closely in Sec. IV B.

The destabilizing influence of the surface tension can be observed clearly in Fig. 4 where the contours of positive growth rate are depicted in the plane $k$-$\text{We}^{-1}$ for different values of the
FIG. 4. Growth rate in the $k$-$\text{We}^{-1}$ plane for (a) $\text{Ri} = 0.5$, (b) $\text{Ri} = 1$, and (c) $\text{Ri} = 2$.

Richardson number: (a) $\text{Ri} = 0.5$, (b) $\text{Ri} = 1$, and (c) $\text{Ri} = 2$. One can notice that the destabilization is stronger at weak stratification, while for $\text{Ri} = 2$ surface tension is only stabilizing. The location of the maximum of the instability depends on the degree of stratification. For $\text{Ri} = 0.5$, the maximum corresponds to $\text{We}^{-1} \approx 5$, whereas for $\text{Ri} = 1$ the surface tension that maximizes the instability is much smaller: $\text{We}^{-1} \approx 0.2$. However, for both cases, the optimal wave number is $k \approx 0.5$.

In order to determine the optimal parameter configuration for maximum modal growth, we consider contours of maximum growth rate in the $\text{We}^{-1}$-$\text{Ri}$ plane in Fig. 5, where both the intensity of the stratification and of the surface tension are varied. We observe the presence of a saddle-shaped region close to $\text{We}^{-1} = 5$ and $\text{Ri} = 1$ in which the growth rate is significantly enhanced. In particular, the maximum maximorum is located at $\text{We}^{-1} = 1.96$ and $\text{Ri} = 0.63$ (marked by $X$).

B. Counterpropagating wave dynamics

Previous studies on interfacial wave interaction showed how different typologies of waves can interact (e.g., Rossby waves [17,19], gravity waves [16], Rossby and capillary waves [8], Alfvén waves [20]). From this perspective, the Kelvin-Helmholtz instability can also be interpreted as a wave resonance phenomenon [21,22]. In all these combinations, the interaction leading to instability is mainly between two counterpropagating waves, which are phase locked in a growing configuration. Following Ref. [8], we can “switch off” waves just by eliminating the corresponding row and column in the matrix $\bar{M}$ of Eq. (14). For instance, if the first and fourth rows or columns are eliminated, the
following dynamical system,

\[ \dot{q}_{\text{counter}} = \mathbf{M}_{\text{counter}} q_{\text{counter}}, \]

where

\[ \mathbf{M}_{\text{counter}} = i \begin{bmatrix} -k + \sqrt{\frac{k F}{2}} & R \sqrt{\frac{k F}{2}} \\ -R \sqrt{\frac{k F}{2}} & k - \sqrt{\frac{k F}{2}} \end{bmatrix}. \]

is obtained. Equation (15) represents a reduced system in which only the two counterpropagating waves are present. The eigenvalues of \( \mathbf{M}_{\text{counter}} \) are the normal modes of this reduced system.

Remembering that \( F_T = F_B \) for \( \text{Ri}_T = \text{Ri}_B \) and \( W_T = W_B \), Fig. 6 depicts by a full line the growth rate of the entire system, i.e., the system with all the four waves described by Eq. (14), as compared to the dashed line for the growth rate of the reduced system [Eq. (15)] for the configuration corresponding to the maximum maximorum: \( W^{-1} = 1.96 \) and \( \text{Ri} = 0.63 \) (see Fig. 5). The agreement is remarkable. Particularly both the maximum growth rate and the cutoff wave number of the entire system are very well approximated by the reduced system. In contrast, if the two counterpropagating waves are switched off, i.e., by eliminating the second and third rows or columns of \( \mathbf{M}_{\text{counter}} \), the resulting system would be composed just of pro-propagating waves whose corresponding normal modes are always neutral.

Figure 6 indicates that the essence of the instability can be obtained when taking into account only the counterpropagating waves, i.e., \( \hat{q}_T^- \) and \( \hat{q}_B^+ \). This makes sense since their phase speeds without interaction are close to each other, which enables them to resonate. Let us now describe in more detail this resonance. Equation (15) can be written explicitly, using Eqs. (11), as

\[ \left( \frac{\partial}{\partial t} + ik \right) \hat{q}_T^- = i \sqrt{\frac{k F}{2}} \left[ \hat{q}_T^- + \hat{q}_B^+ e^{-2k} \right], \]

\[ \left( \frac{\partial}{\partial t} - ik \right) \hat{q}_B^+ = -i \sqrt{\frac{k F}{2}} \left[ \hat{q}_T^- e^{-2k} + \hat{q}_B^+ \right]. \]
FIG. 6. Comparison between the growth rates of the entire system of the four waves [Eq. (14)], indicated by the continuous line, and the reduced system [Eq. (15)] of the two counterpropagating waves (dashed line) for the configuration corresponding to the maximum maximorum growth at (We$^{-1} = 1.96$, Ri = 0.63).

If we introduce the positive waves’ amplitudes $Q_{T,B}$ and their phases $\epsilon_{T,B}$, we can write $\hat{q}_T = Q_T(t)e^{i\epsilon_T(t)}$ and $\hat{q}_B = Q_B(t)e^{i\epsilon_B(t)}$ and substitute back in Eq. (16) to obtain

\[
\begin{align*}
\dot{Q}_T &= \chi \frac{Q_B}{Q_T} \sin \Delta \epsilon, \\
\dot{Q}_B &= \chi \frac{Q_T}{Q_B} \sin \Delta \epsilon, \\
-\frac{\dot{\epsilon}_T}{k} &= \left( 1 - \sqrt{\frac{F^2}{2k}} \right) - \frac{\chi}{k} \frac{Q_B}{Q_T} \cos \Delta \epsilon, \\
-\frac{\dot{\epsilon}_B}{k} &= - \left( 1 - \sqrt{\frac{F^2}{2k}} \right) + \frac{\chi}{k} \frac{Q_T}{Q_B} \cos \Delta \epsilon,
\end{align*}
\]

where

\[
\chi = e^{-2k\sqrt{\frac{F^2}{2}}} \quad \text{and} \quad \Delta \epsilon = \epsilon_T - \epsilon_B
\]

are the interaction coefficient and the phase difference, respectively.

Equation set (17) is straightforward to interpret: (17a) and (17b) are the equations for the instantaneous wave growth rates, whereas (17c) and (17d) denote their instantaneous phase speed. Without interaction ($\chi = 0$), the waves are neutral and propagate counter to the interfacial flow according to Eqs. (11a) and (11b). When the interaction is taken into account, Eqs. (17a) and (17b) indicate that when the vorticity phase difference between the waves satisfies $0 < \Delta \epsilon < \pi$ the velocity field induced by each wave amplifies the other and makes it grow.

The optimal growth configuration is when $\Delta \epsilon = \frac{\pi}{2}$ [Fig. 7(a)]. Equations (17c) and (17d) indicate further that when $-\frac{\pi}{2} < \Delta \epsilon < \frac{\pi}{2}$ the waves also help each other to counterpropagate while if
FIG. 7. Schematic description of the interactions between the two interfacial waves as a function of their vorticity phase difference $\Delta \epsilon$. (a) $\Delta \epsilon = \pi/2$, the cross-stream velocities (dashed arrows) induced by each wave increase the amplitude of the other. (b) $\Delta \epsilon = 0$, the cross-stream velocities interfere constructively so that each wave helps the other to propagate faster against its local mean flow. (c) $\Delta \epsilon = \pi$, the cross-stream velocities interfere destructively so that each wave hinders the other counterpropagation rate. (d) Phase diagram of the instantaneous interaction between the waves. When $\pi > \Delta \epsilon > 0$, the waves amplify each other, whereas when $-\pi < \Delta \epsilon < 0$ they decrease each other’s amplitudes. When $-\pi/2 < \Delta \epsilon < \pi/2$, the waves help each other to counter-propagate while if $\pi/2 < \Delta \epsilon < 3\pi/2$ the waves hinder each other propagation counter their local mean flow.

$\frac{\pi}{2} < \Delta \epsilon < \frac{3\pi}{2}$ the waves hinder each other’s propagation. For instance, when the waves are in phase, $\Delta \epsilon = 0$ [Fig. 7(b)], the cross-stream velocity induced by each wave on the opposed one are in superposition. Hence, the interaction does not amplify the waves’ amplitudes but rather increases the cross-stream velocity. As indicated from Fig. 2, the wave propagation results from shifting the wave displacement by this cross-stream velocity. Therefore, when the waves reinforce each other’s cross-stream velocity, they also increase the propagation velocity of each wave against its local mean flow and hence help each other to resist the shear. In contrast, when the waves are in antiphase [Fig. 7(c)], they hinder each other’s propagation rate against the shear. Figure 7(d) summarizes the instantaneous interacting effect between the waves as a function of $\Delta \epsilon$, combining both the amplitude growth or decay as well as helping or hindering the propagation rate. The reader can find more information about the helping and hindering mechanism in Ref. [10].

C. The normal mode instability as a phase-locking system

By definition, normal mode instability (of the form of $e^{i(kx-\epsilon t)}$) is obtained when both waves experience the same growth rate and phase speed. From Eqs. (17a) and (17b), this implies that

$$k c_i = \frac{\dot{Q}_T}{Q_T} = \frac{\dot{Q}_B}{Q_B} = \chi \sin(\Delta \epsilon)$$

(19)

and $Q_T = Q_B$. Furthermore, Eqs. (17c) and (17d) imply that

$$c_r = -\dot{\epsilon} T k = -\dot{\epsilon} B k.$$  

(20)

Thus, in order to have the normal mode instability ($Q_T = Q_B$ and $\sin(\Delta \epsilon) > 0$), this gives

$$\cos(\Delta \epsilon) = \frac{k}{\chi} \left(1 - \sqrt{\frac{F}{2k}}\right).$$

(21)
From the last equation, we can find that

\[
\text{(hindering)} \quad -1 < \frac{k}{\chi} \left(1 - \sqrt{\frac{F}{2k}}\right) < 1 \quad \text{(helping)}. \tag{22}
\]

If we refer to Eq. (22) for the phase and Eq. (18) for \(\chi\), and take only the positive angle (relevant to growth), the condition for instability becomes

\[
\text{(hindering)} \quad 0 < \arccos \left[e^{2k} \left(1 - \sqrt{\frac{F}{2k}}\right)\right] \quad < \pi \quad \text{(helping)}. \tag{23}
\]

In Figs. 8(a)–8(c), the phase difference, rescaled by \(\pi\), \((\Delta\epsilon_{\pi})\) is illustrated in the \((k-We^{-1})\) plane for the same configurations depicted in Figs. 4(a)–4(c); \(Ri = 0.5\), \(Ri = 1\), and \(Ri = 2\), respectively. It is clear that when the instability is active, the phase difference is in the region \(0 < \Delta\epsilon < \pi\), where the growth is favored. The hindering and helping limit, indicated by arrows, corresponds to the limit of the unstable region. In particular, the largest values of the growth rate correspond to values at the vicinity of \(\Delta\epsilon = \frac{\pi}{2}\), which is the instantaneous optimal configuration for growth [16]. We note that
for pure gravity waves \((F = Ri)\), we get

\[
0 < \arccos \left[ e^{2k} \left( 1 - \sqrt{\frac{Ri}{2k}} \right) \right] < \pi.
\]  

As indicated by Eq. (12), as the wave number increases, the propagation rate decreases. Hence the hindering (helping) limit is obtained for small (large) wave numbers. Both the hindering and helping limits are shown in Fig. 8(d), where the contours of the phase difference \(\Delta \epsilon \pi\) are depicted in the \((k-Ri)\) plane in the absence of surface tension.

Finally, by combining Eqs. (19) and (23) together we retrieve the expression for the modal growth rate,

\[
kc_i = \pm \chi \left[ 1 - \cos^2(\Delta \epsilon) \right]^{\frac{1}{2}} = \pm \left[ \frac{1}{2} \left( \frac{e^{-4k^2} - 1}{4} \right) - k^2 + k \sqrt{2F} \right]^{\frac{1}{2}},
\]  

which is nothing more than the real part of the eigenvalues of \(\overline{\mathbf{M}}_{\text{counter}}\) defined in Eq. (15), when non-null.

It is possible to calculate also the maximum growth rate of the reduced system with respect to the wave number. Remembering that \(F = Ri + kWe^{-1}\), we obtain

\[
\frac{\partial (kc_i)}{\partial k} = \frac{Ri + 3k^2We^{-1}}{2} \left( \frac{e^{-4k^2}}{4} - 1 \right) - kF \frac{e^{-4k^2}}{2} - 2k + \frac{k(3Ri + 5k^2We^{-1})}{\sqrt{2F}}
\]

\[
- k^2 + k \sqrt{2F}.
\]

In Fig. 9(a), the contours of this estimated maximum are depicted in the \((Ri-We^{-1})\) plane. We notice that there is a central region where a maximum maximorum is present. This is in agreement with the position of the maximum of the growth rate for the entire system; see Fig. 5. A more qualitative comparison is achieved in Fig. 9(b). In this figure, the contours of the maximum growth rate for the entire system are depicted in the \((Ri-We^{-1})\) plane by the color label, while the contours of the maximum for the reduced system by black dashed lines. The agreement is both qualitatively and quantitatively satisfying in the region of maximum instability.

However, there is an increasing discrepancy between the two systems as the capillary force strengthens. In particular, the reduced system underestimates the instability growth, indicating that
the pro-propagating capillary waves play a non-negligible role in the destabilization. This stands in contrast to the results found for interfacial gravity waves \[16\].

The fundamental difference between interfacial gravity and capillary waves, in terms of wave interaction, lies in the dependence of their intrinsic phase speeds on the wave number \(k\). Surface tension is more efficient at small scales whereas buoyancy is more efficient at larger scales. As indicated from Eq. (12), the interfacial intrinsic wave speed grows indeed with the wave number due to the surface tension restoring force but decreases with the wave number due to the buoyancy. On the other hand, the wave interaction coefficient \(\chi\) in Eq. (18) always decreases with the wave number. Hence, for small wave numbers, where the wave interaction is strong the contribution of the surface tension to the propagation relative to the mean flow (both counter and pro) is relatively small. Therefore, both the counter- and the pro-propagating capillary waves are expected to contribute to the instability. In contrast, at small wave numbers, the pure gravity phase speed relative to the mean flow is large, and thus we expect that only the counterpropagating waves will contribute to the instability mechanism.

V. A PURE CAPILLARY INSTABILITY

In this section, we suppress the stratification, i.e., \(\text{Ri} = 0\), and focus on the pure capillary wave instability. In Sec. VA, we analyze the linear stability, while in Sec. VB, we perform fully nonlinear DNS illustrating the nonlinear evolution of this instability.

A. Linear stability analysis

Figure 10 is the same as Fig. 3 but for \(\text{Ri} = 0\). It is clear that the instability can be maintained solely by counterpropagating capillary waves. As in Sec. IV, the resonance instability appears when the two \(c_{\text{counter}}\) have equal velocities, here \(c_{\text{counter}} = c_{\text{counter}}^+ = 0\). This is attained in the vicinity of \(k = \frac{2}{\text{We}^{-1}}\). In particular, the maximum growth rate is initially increasing as surface tension grows and then decreases. In contrast, the unstable range of wave numbers is shifting monotonously toward high wavelengths as the surface tension grows. The destabilization due to the surface tension is manifested in the \((k\text{-We}^{-1})\) plane in Fig. 11(a). The maximum growth rate \(k c_1 = 0.095\) is around \(k = 0.5\) and \(\text{We}^{-1} = 5\). The unstable wave-number region is centered around the \(\text{We}^{-1} = \frac{5}{k}\) curve since this is the wave number for which the two \(c_{\text{counter}}\) are equal [see the dots in Fig. 10(d)].

As for the mixed gravity-capillary waves, the maximum values of the growth rate correspond to values near the phase difference \(\Delta \varepsilon = \frac{\pi}{2}\) [Fig. 11(b)]. The unstable region is bounded as well by the hindering and the helping limit; however, for pure capillary waves \((F = \text{We}^{-1}k^2)\), as the wave number increases so does the propagation rate. Thus, the hindering (helping) limit is obtained for large (small) wave numbers. This is opposite to pure gravity waves instability [Fig. 8(d)]. The interaction coefficient \(\chi\) [Eq. (18)] has also different dependencies on the wave number: \(\chi_{\text{gr}} = e^{-2k \sqrt{\frac{\text{FR}}{2}}}\), \(\chi_{\text{cap}} = e^{-2k \sqrt{\frac{\text{k} \text{We}^{-1}}{2}}}\), for pure gravity and capillary waves, respectively.

B. Nonlinear simulations

In this section, we conduct DNS to quantify the effects of nonlinearity and viscosity on the pure capillary instability observed in Sec. VA. In particular, in Sec. VB1 we describe (i) the governing equations and (ii) the numerical setup of the simulations, whereas in Sec. VB2 we show the results of the DNS.

1. DNS: Governing equations, numerical method, and setup

We have conducted DNS of the setup shown in Fig. 1 to unveil the nonlinear evolution of the pure capillary instability. Note that the stratification has been neglected, i.e., \(\rho_1 = \rho_2 = \rho_3\). This means that the fluid at the top (fluid 1) is equal to the fluid at the bottom (fluid 3), since we consider also the same strength of the surface tension at the two interfaces. For this reason, we will refer simply to fluid 1 (fluid 2) for the outer fluids (inner fluid) from now on.
The governing equations are the incompressible dimensionless Navier-Stokes equations

\[
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} = -\nabla p + \frac{1}{\text{Re}} \Delta \mathbf{u},
\]

\[
\nabla \cdot \mathbf{u} = 0,
\]

where \( \mathbf{u} = (u, v) \) is the velocity field, \( t \) is the time, \( p \) is the pressure, and \( \text{Re} = \frac{U_y h^2}{\nu} \) is the Reynolds number based on half the distance between the interfaces and the upper interface velocity \( U_I = U_y h \).

The boundary conditions at the interfaces \( T \) and \( B \) between the fluids read (i) continuity of velocity at the interfaces \([\mathbf{u}])_{T,B} = 0\), (ii) kinematic conditions \( \frac{\partial D_{T,B}}{\partial t} + \frac{\partial u}{\partial x} \frac{\partial D_{T,B}}{\partial x} = \frac{\partial u}{\partial y} \), where \( y = D_{T,B}(x,t) \) is the respective location of the top \( T \) and bottom \( B \) interfaces, (iii) jump of the stress due to the surface tension \([\sigma \cdot \mathbf{n}_{T,B}])_{T,B} = \frac{1}{\sqrt{(\frac{\partial y_{T,B}}{\partial x})^2 + 1}} \), and \( \kappa_{T,B} = \nabla \cdot \mathbf{n}_{T,B} \) is the curvature.

The numerical tool used to conduct the numerical simulations is OPENFOAM [23]. This tool is a flexible open-source code which accurately solves the Navier-Stokes equations by a finite volume method [24]. Particularly we used the multiphase solver MULTIPHASEINTERFOAM which is part of the INTERFOAM solver family. These solvers have given accurate results in surface-tension-dominated
flows [25]. The temporal derivatives are discretized by using the implicit Euler scheme, while spatial derivatives are discretized by using mainly second-order-accurate schemes (central differencing and Van Leer scheme [26] for the concentration advective terms). The only exceptions are the advective terms of the velocity for which a straightforward upwind scheme is implemented. The INTERFOAM family uses the Multidimensional Universal Limiter with Explicit Solution (MULES) [25] solver to treat the interfaces (where $\alpha_{1,2}$ denotes the concentration of each fluid). MULES is part of the volume-of-fluid methods family [27]. Finally, the surface tension is modeled by the continuum surface force method [28].

The sizes of the two-dimensional computational domain are $L_x = \frac{4\pi h}{k_{\text{max}}}$ and $L_y = 2.5$ in the streamwise ($x$) and wall-normal ($y$) directions, respectively. Recall that $k_{\text{max}}$ is the capillary instability maximal wave number corresponding to $\text{We}^{-1} = 5$ [see Fig. 11(a)]. The value of the horizontal length $L_x$ was chosen in order to contain two wavelengths of the most unstable pure capillary instability mode in the streamwise direction, whereas the height was chosen large enough to avoid any confinement effect on the flow. Because of the choice of the horizontal length, we can capture the instabilities with a wave number $k \geq k_{\text{max}}/2$. The distance of the two interfaces was set to $2h = 0.2$. The initial velocity profile is $U = [U_{y}y + u_d, v_d]$ where a sinus disturbance

$$u_d = C \frac{100 y}{E_y^2} e^{-\left(\frac{10y}{E_y}\right)^2} \sin \left( \frac{k_{\text{max}} x}{h} \right),$$  \hspace{1cm} (28a)$$

$$v_d = C e^{-\left(\frac{10y}{E_y}\right)^2} \cos \left( \frac{k_{\text{max}} x}{h} \right).$$  \hspace{1cm} (28b)$$

is introduced with $C = 0.001$. The disturbance wavelength is again equal to $\lambda_d = \frac{2\pi}{k_{\text{max}}}$ in order to easily trigger the pure capillary instability at $\text{We}^{-1} = 5$. The initial concentrations of the two fluids 1 and 2 were $\alpha_1 = 1$ and $\alpha_2 = 0$ for $|y| > h$, while for $|y| < h \alpha_1 = 0$ and $\alpha_2 = 1$.

Periodic boundary conditions have been implemented along the $x$ direction, whereas no-slip boundary conditions with settling the with wall velocity $u(\pm\frac{L_y}{2}) = \pm \frac{L_y}{2}$ are chosen along the $y$ direction. The number of grid points are settled to $N_x = 150$ and $N_y = 150$ along the streamwise and wall-normal directions, respectively. However, we have conducted tests with a finer grid, i.e., with the double of grid points along both directions. No significant discrepancies in the results were observed.
FIG. 12. Fields of the concentration of the fluid 2 ($\alpha_2$) in the plane $x$-$y$ for $Re = 10^7$ and $We^{-1} = 5$ at different times (a) $t = 0$, (b) $t = 18.75$, (c) $t = 75$, and (d) $t = 133.25$. The color (not the length) of the arrows in grayscale depicts the velocity magnitude.

2. Stability analysis

In this section, we examine the DNS results. In Fig. 12, we report in color labels the fields of the concentration of the fluid 2 $\alpha_2$ in the plane $x$-$y$ taken at different times: (a) $t = 0$, (b) $t = 18.75$, (c) $t = 75$, and (d) $t = 133.25$, for $Re = 10^7$ and $We^{-1} = 5$. The arrows in grayscale depict the velocity magnitude, clearly showing the presence of the shear and the direction of the velocity. It should be noticed that for $Re = 10^7$ the viscous effects can be neglected, allowing us to directly compare the results with the inviscid linear theory. The instability triggered by the initial disturbance grows [Figs. 12(b) and 12(c)] until breaking up the interfaces and forming a drop [Fig. 12(d)]. Moreover, the wavelength corresponds to $k_{max}$ since we have two periods of the mode along the streamwise direction. This shows that flow is destabilized by surface tension and confirms the existence of the pure capillary mode when restoring nonlinearity.

In Fig. 13(a), the evolution of the rms-streamwise velocity disturbance $u_{rms}$ is shown for $Re = 10^7$ and different values of $We^{-1}$. The root mean square (rms) of a streamwise velocity is defined by
FIG. 13. Temporal evolution of (a) the rms-streamwise velocity disturbance $u_{rms}$ for different values of the surface tension $We^{-1}$ at $Re = 10^7$ and [(b)–(d)] $\hat{\nu}(k)$ with $k$ equal to $k = 0.25$ (black line), $k = 0.5$ (blue), $k = 1$ (red), $k = 1.5$ (magenta), and $k = 2$ (green) for (b) $We^{-1} = 2$, (c) $We^{-1} = 5$, and (d) $We^{-1} = 10$.

its integral in space: $u_{rms} = \sqrt{\overline{u^2}}$ where $\overline{u} = \int_{y_1}^{y_2} \int_{x_1}^{x_2} [u(x,y) - U_y y] dxdy$. If the configuration is unstable, the mode energy is growing until reaching a nonlinear state corresponding to the interface breakup.

One can observe how the flow is initially destabilized when increasing the surface tension, but the instability is gradually damped and finally suppressed when the influence of the surface tension is too strong. This is the same behavior observed in Sec. V A. In particular, the range of the Weber numbers for which the flow is unstable is between $2 \leq We^{-1} \leq 10$. While for $We^{-1} = 25$, the absence of instability is consistent with the linear analysis [see Fig. 11(a)] since this case is stable for $k \geq k_{max}$, for $We^{-1} = 1$, DNS does not seem fully in agreement with the linear stability analysis. For this case, there is a very small range of unstable wave numbers around $k = 2$ [see Fig. 11(a)]. However, the instability is probably too weak to be properly appreciable in the DNS. However, the strongest perturbation growth is obtained for $We^{-1} = 5$ as predicted by the linear theory for $k > \frac{k_{max}}{2}$.

Furthermore, the initial linear growth for $We^{-1} = 5$ is relatively close to the value predicted by linear theory $k_{ci} = 0.095$. For $We^{-1} = 2$ and $We^{-1} = 10$, the exponential growth is not immediate but starts after a certain amount of time. This occurs since the initial disturbance is not unstable for these cases; i.e., we do not immediately perturb the wave number corresponding to the maximum growth rate for these configurations but $k = 0.5$ which is stable [see Fig. 11(a)]. However, the initial
disturbance eventually perturbs other wavelengths triggering an instability with a wave number $k \neq k_{\text{max}}$.

We calculate the $y$-integrated Fourier transform along $x$ of the vertical velocity $\hat{v}(k,t)$ to observe in detail which wavelengths are triggered. In Figs. 13(b)–13(d), we illustrate the temporal evolution of $\hat{v}(k,t)$ for several wave numbers $k$ for (b) $We^{-1} = 2$, (c) $We^{-1} = 5$, and (d) $We^{-1} = 10$. One can notice that the dominant growing mode changes for the three different values of the surface tension. In particular, for $We^{-1} = 5$ the instability is triggered by $k = k_{\text{max}} = 0.5$ (blue line), as expected. For $We^{-1} = 2$, the wave number of the dominant mode is $k = 1$ (red line), which is consistent with the linear stability analysis since the most unstable mode is around $k = 1$ [Fig. 11(a)]. Absent in the initial condition, it is soon triggered by nonlinear harmonic generation. For $We^{-1} = 10$, the dominant wave number is $k = 0.25$ (black line), again in agreement with the linear stability. Also absent in the initial condition, it is subharmonically generated only after a much longer transient.

Finally, we introduce viscous effects into the numerical simulations by reducing the Reynolds number. The evolution of the rms-streamwise velocity disturbance $u_{\text{rms}}$ for these simulations is reported in Fig. 14 with settling $We^{-1} = 5$. Viscous effects start to play a role for $Re = 10^3$, while they remain negligible above this value. We observe that the viscosity progressively damps the pure capillary instability, eventually quenching it for $Re = 10^3$. It should be noticed that for $Re = 10^4$ the interface is not breaking up as occurred for inviscid flows once we reach saturation (not shown).

**VI. CONCLUSIONS**

In this work, we have analyzed by means of the KW perspective the normal mode inviscid instability of a setup à la Taylor-Caulfield including capillary effects. With this perspective, we have seen how two capillary-gravity waves form at the interfaces. These waves can interact between each other, generating a Taylor-Caulfield instability modified by surface tension.

The inclusion of capillary effects is the main contribution of this work. In particular, we have found that capillarity destabilizes the Taylor-Caulfield instability for intermediate values of the surface tension. The capillary-gravity waves interact similarly to the pure gravity waves [16].
(i) the counterpropagating waves can phase lock to generate the instability and (ii) their mutual
growth occurs for a phase difference of $0 < \Delta \epsilon < \pi$. These characteristics explain the position of
the maximum maximorum of the growth rate at $\text{Re}^{-1} = 1.96$ and $\text{Ri} = 0.63$.

Interestingly, the instability persists if the stratification is suppressed. Therefore, a pure capillary
instability, i.e., an instability sustained just by the interaction of the counterpropagating capillary
waves, is generated. As far as we know, there is no mention of a similar instability in the existing
literature. We have afterward compared the linear stability results to \textit{ad hoc} inviscid direct numerical
simulations conducted with \textsc{openfoam}. The maximum of the disturbance growth in the simulations
is found for $\text{Re}^{-1} = 5$, in agreement with the linear stability analysis. Furthermore, the value of
the growth rate is very similar in the two analyses. This confirms the quality of the predictions of
the linear stability analysis. Finally, viscous effects have been introduced in the simulations, keeping
constant the value of the surface tension at $\text{Re}^{-1} = 5$. A decrease in the Reynolds number damps
gradually the instability until quenching it for $\text{Re} = 10^3$.

The results contained in this paper give further insights into the counterintuitive destabilizing
influence of surface tension in planar shear flows \cite{5–8}. Aside from the inherent theoretical aspects,
this could be helpful in understanding the effect of capillarity in systems where two gravity (or
centrifugal) waves are interacting. For instance, the experiments in swirling rotating tanks show
evidence on asymmetric capillary waves which are super-imposed on top of the surface centrifugal
waves \cite{29}. Furthermore, it would be interesting to study if there is a connection between the
pure capillarity instability described in the present paper with the capillaries instabilities found
in core-annular flows \cite{30,31}, keeping in mind that the role of viscosity stratification cannot be
neglected in this kind of flow.

The DNS setup was build to analyze instabilities with wave number $k \geq 0.25$. Moreover, we
have introduced a disturbance with wave number $k = 0.5$ that corresponds to the optimal value
to maximize the pure capillary instability when the surface tension is $\text{Re}^{-1} = 5$. Viscosity could,
however, modify the value of this optimal wave number as well as the optimal value of the surface
tension. Our findings then are valid just for this specific configuration. Future works will be devoted
to understanding if the pure capillary instability can be found also for lower values of the Reynolds
number, where often capillary effects are more important. This points out the need to introduce in
a simple way the viscosity in the KW perspective. However, to this goal the dispersion relation can
be obtained as well by matching the boundary conditions at the interfaces, as usual in normal mode
analysis \cite{2,32}.

Furthermore, the interaction of the continuous spectrum of the Couette flow with the interfacial
waves considered here should be considered to determine if, similar to Miles’s mechanism for
gravity wave amplification under the action of wind at the ocean surface \cite{33,34}, it can give rise
to other instability modes. Additionally, it may lead to transient growth, which may be larger than
the fastest growth rate found here. The optimal evolution of the complete set of the system (discrete
plus continuous modes) via singular value decomposition is a subject of future work.

In order to observe this pure capillary instability experimentally, in view of the experimental
difficulties to realizing a pure Couette flow, the simplest setup appears probably to be a Taylor-Couette
apparatus operating in the centrifugal stable regime (rotating inner wall). If the gap is small enough,
curvature effects might be expected to not significantly affect the dynamics. Still, the experimental
realization hinges on several difficulties. First of all, for this instability not to be masked by viscous
interfacial waves \cite{35}, three isoviscous fluids are required, thereby ensuring uniform shear across the
three layers. Second, to ensure the radial stratification of the fluids, they should be isodense. Third,
our simulations show that Reynolds numbers as large as a few thousand are required for the pure
capillary instability to overcome viscous effects. At such Reynolds numbers, transition to turbulence
may likely not be avoidable, resulting from several transient growth mechanisms and the existence
of unstable nonlinear orbits and localized solutions. Finally, the presence of the boundaries in the
experimental setup could modify the pure capillary instability characteristics. However, confinement
can be easily implemented in the models presented in this paper. It would be enough to change the
Green’s function [Eq. (5)] as explained by Heifetz and Methven \cite{36}. 
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