The involvement of centralized and distributed processes in sub-second time interval adaptation: an ERP investigation of apparent motion
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Abstract
Accumulating evidence suggests that the timing of brief stationary sounds affects visual motion perception. Recent studies have shown that auditory time interval can alter apparent motion perception not only through concurrent stimulation but also through brief adaptation. The adaptation after-effects for auditory time intervals was found to be similar to those for visual time intervals, suggesting the involvement of a central timing mechanism. To understand the nature of cortical processes underlying such after-effects, we adapted observers to different time intervals using either brief sounds or visual flashes and examined the evoked activity to the subsequently presented visual apparent motion. Both auditory and visual time interval adaptation led to significant changes in the ERPs elicited by the apparent motion. However, the changes induced by each modality were in the opposite direction. Also, they mainly occurred in different time windows and clustered over distinct scalp sites. The effects of auditory time interval adaptation were centred over parietal and parieto-central electrodes while the visual adaptation effects were mostly over occipital and parieto-occipital regions. Moreover, the changes were much more salient when sounds were used during the adaptation phase. Taken together, our findings within the context of visual motion point to auditory dominance in the temporal domain and highlight the distinct nature of the sensory processes involved in auditory and visual time interval adaptation.

Introduction
Time perception is essential for survival in a dynamic world. To successfully interact with the external environment, the brain processes temporal information over a wide range of timescales from milliseconds up to several hours. A fundamental aspect of time perception is the ability to demarcate temporal intervals. To date, many different views and models have been proposed to account for time interval perception (for reviews, see Mauk & Buonomano, 2004; Grondin, 2010; Merchant et al., 2013). Certain models posit a central common mechanism (e.g. a supramodal clock) to explain time interval perception and the corresponding neural activity. Other models asserted multiple distributed mechanisms and context dependent (e.g. modality specific) processes. Several studies also suggested the existence of both a central mechanism activated by a variety of timing tasks and the neural structures that are selectively engaged by different timing contexts. Accordingly, timing models have been developed to include both central and distributed neural mechanisms by proposing that temporal interval estimation depends on the interaction between these processes (Merchant & de Lafuente, 2014).

To understand the contribution of central and distributed processes to the perception of sub-second time intervals, audiovisual paradigms have been extensively used. The findings along this direction have highlighted the distinct temporal characteristics of the two modalities. In general, sensitivity to the time intervals marked by auditory signals is better than the time intervals marked by visual signals (Welch & Warren, 1980; Burr et al., 2009; Grahn et al., 2011; Rammsayer et al., 2015). When both modalities are introduced together, the timing of brief sounds (i.e. auditory time intervals) has been found to drive the perceived timing of visual events (Fendrich & Corbalis, 2001; Morein-Zamit et al., 2003; Recanzzone, 2003). This phenomenon is called temporal ventriloquism and is generally interpreted as a perceptual consequence of the superior
temporal resolution of the auditory system. More importantly, it has been shown that cross-modal temporal adaptation occurs between audition and vision, such that adapting a temporal property in one modality affects the perception of that specific property introduced through the other modality (Murai et al., 2016). For instance, adapting observers to a certain auditory rate has a significant effect on the perceived rate of subsequent visual flicker, and vice versa (Levitan et al., 2015). These results highlight sensory processes operating over two modalities and hence point to the involvement of central timing mechanisms. On the other hand, Li et al. (2015) have provided evidence that duration adaptation after-effects for audition and vision can be obtained concurrently, suggesting that modality-specific duration adaptation can operate in parallel. They also found that these concurrent after-effects of audition and vision are contingent on low-level auditory but not visual attributes. Accordingly, these findings emphasize the recruitment of different processes in the after-effects induced by each modality (see also Bruno & Cicchini, 2016).

Auditory dominance in time percepts has been illustrated in other aspects of vision, which do not require explicit timing judgements, but which significantly depend on the timing of visual events. Several studies found that the timing of auditory signals (i.e. the time interval defined by brief static sounds) can alter the perception of visual apparent motion, presumably by altering the perceived timing of the individual frames of the apparent motion stimuli and/or the inter-stimulus intervals (ISIs) between those frames (Getzmann, 2007; Freeman & Driver, 2008; Kafaligonul & Stoner, 2010, 2012; Shi et al., 2010). Moreover, using a temporal adaptation paradigm, Zhang et al. (2012) investigated the influence of time interval adaptation (auditory or visual) on motion perception. Their results showed that adapting observers to different time intervals induced significant after-effects on the perception of visual Ternus displays (i.e. apparent motion). Adaptation to auditory and visual time intervals induced after-effects in the same direction, highlighting the role of a central supramodal mechanism in the observed after-effects for motion perception.

These studies provide evidence that not only concurrent presentation of sound timing (time intervals) but also the previous experience acquired through a brief adaptation phase is also involved in shaping visual motion perception. However, the neural mechanisms underlying this adaptation after-effects remain unclear. A fundamental question is whether they are mostly mediated by a central supramodal mechanism or by distributed (modality-specific and/or cross-modal) sensory processes. In the current study, we aimed to address this question by looking for the cortical processes involved in time interval after-effects on visual motion. We adapted observers to different time intervals using brief static sounds or visual flashes and recorded EEG activity for the subsequently presented visual apparent motion (Experiment 1). To identify the contribution of central and distributed processes, we investigated the common and distinct effects of auditory and visual time interval adaptation on the ERPs across all scalp sites. We predicted that a central supramodal process would be revealed by common electrode sites and ERP components at which the after-effects (in the same direction) become significant for both modalities. On the other hand, any distinct after-effects of audition and vision on the spatiotemporal profile of the neural activity would imply the involvement of specific processes for each modality. In addition to testing, this basic hypothesis on sub-second time interval adaptation, by identifying scalp sites at which the auditory time interval after-effects take place, we were also able to shed light on how the temporal information provided by audition is used by the sensory system for visual motion processing.

Moreover, to better understand the perceptual consequences of time interval after-effects on the ERPs elicited by apparent motion, we designed a follow-up psychophysical experiment (Experiment 2). In this experiment, we used a sensitive behavioural approach to quantify the influence of time interval adaptation on perceived speed (a motion aspect which significantly depends on the time interval marked by two motion frames) and looked for common and distinct perceptual changes induced by each modality.

Materials and methods

Participants

Eighteen observers (age range: 21–32 years) participated in the main EEG experiment (Experiment 1), and eight observers (age range: 21–30 years) took part in the follow-up psychophysical experiment (Experiment 2). Two observers completed both experiments. All observers had normal or corrected-to-normal visual acuity and normal hearing. None of them had a history of neurological disorders. Participants gave informed consent, and all procedures were in accordance with international standards (Declaration of Helsinki, 1964) and approved by the ethics committee at Ankara University.

Apparatus

We used MATLAB version 7.12 (The MathWorks, Natick, MA, USA) with the Psychotoolbox 3.0 for stimulus presentation and data acquisition (Brainard, 1997; Pelli, 1997). Visual stimuli were presented on a 20-inch CRT monitor (1280 × 1024 pixel resolution and 100 Hz refresh rate) at a viewing distance of 57 cm. A SpectroCAL (Cambridge Research Systems, Rochester, Kent, UK) photometer was used for luminance calibration and gamma correction of the display. Sounds were presented via either insert earphones (Experiment 1: EARTone 3A, Etymotic Research, Village, IL, USA) or headphones (Experiment 2: Sennheiser HD 518, Sennheiser Electronic, GmbH & Co.KG, Wedemark, Germany) and amplitudes were measured by a sound-level meter (SL-4010, Lutron Electronics, Taipei, Taiwan). Timing of auditory and visual stimuli was confirmed with a digital oscilloscope (Rigol DS 1024B, GmbH, Puchheim, Germany) connected to the computer soundcard and a photodiode (which detected visual stimulus onsets). All experiments were performed in a silent, dimly lit room.

Experiment 1: EEG study

Stimuli and procedure

A small red circle (0.3 deg diameter) at the centre of the display served as a fixation target. We used two-frame apparent motion (AM) as a test stimulus. The apparent motion consisted of two “flashed” (50 ms) bars (0.4 × 3.0 deg) centred 3 deg above the fixation circle (Fig. 1A). The spatial displacement (i.e. centre-to-centre separation) and the inter-stimulus interval (ISI) between each flashed bar were 1 deg and 100 ms, respectively. Each bar was brighter (107 cd/m²) than the grey background (21 cd/m²). Adapting stimuli were either visual or auditory (Fig. 1B). In order to adapt observers to visual time intervals, we used the same visual bars used for the apparent motion. However, instead of having a spatial separation between them, each visual bar was flashed (50 ms) at the same location (3 deg above the fixation circle). The time interval (ISI) between the flashed bars was either 50 ms (shorter time interval condition) or 350 ms (longer time interval condition). For auditory
time interval adaptation, two successive static clicks (50-ms duration) were used. Each click comprised of a rectangular windowed 480 Hz sine-wave carrier, sampled at 44.1 kHz with 8-bit quantization and was binaurally introduced at 75 dB sound pressure level (SPL). As in the visual adaptation conditions, the ISI values for shorter and longer conditions were 50 and 350 ms, respectively.

Each trial consisted of an adaptation and a test phase (Fig. 1B). During the adaptation phase, either two auditory clicks or two flashed bars with a fixed ISI were presented sequentially. The time delay (ISI) between each consecutive presentation was 600 ms, which was good enough to separate each repetition clearly for all adaptation conditions. At the beginning (the first trial) of each experimental block, the adaptation phase consisted of 30 repetitions of successive auditory clicks or flashed bars. For the remainder of the trials, the adaptation phase included eight repetitions. After a variable blank interval (1–2 s), during which only the fixation point was present, the test pattern (apparent motion) was displayed. The direction of motion (rightward or leftward) was randomized across trials. At the end of each trial, observers were requested to indicate, by a key press, whether the test pattern moved rightward or leftward. Observers typically responded in less than 1 s. When the response time was shorter than 1 s, to ensure a sufficient inter-trial interval, the next trial started 1 s after the offset of the apparent motion. In case the participant failed to respond within 1 s, the trial was discarded and repeated later. Observers were instructed to fixate throughout the trial and were also asked to pay attention to both the adapting and test stimuli.

Each adaptation (2 modalities × 2 time intervals) condition was run in a separate experimental block. In addition, observers completed an experimental block including only the test apparent motion (no adaptation condition). Instead of having an adaptation phase, each trial of this block started only with a fixation circle presented for a variable (1–3 s) duration. Then, the test apparent motion was shown and the response was recorded as in the adaptation conditions. Each experimental block consisted of 40 trials in which the response times were shorter than 1 s. The order of these five (four adaptation and one no adaptation condition) experimental blocks were randomized across observers. Observers took a short (around 5 min) break between each block. Prior to the experimental blocks, each observer was shown examples of the test apparent motion, auditory and visual adapting stimuli.

**EEG data acquisition**

Electroencephalography (EEG) data were recorded with a 64-channel MR-compatible system (Brain Products, GmbH, Gilching, Germany), using sintered Ag/AgCl passive electrodes mounted on an elastic cap (BrainCap MR, Brain Products, GmbH). The EEG caps included 63 scalp electrodes and an additional electrocardiogram (ECG) electrode attached to the back of each subject to control for cardioballistic artefacts. The placement of scalp electrodes was based on the international 10/20 system. Two of the scalp electrodes, FCz and AFz, were the reference and ground electrodes, respectively. A syringe and q-tips were used to apply conductive paste (ABRALYT 2000, FMS, Herrsching–Breitbrunn, Germany) and to reduce impedances in each EEG channel. Electrode impedances were kept below 20 kΩ (typically below 10 kΩ) and they were monitored throughout the experiment for reliable recording. EEG signals were digitized at a 5 kHz sampling rate, and band-pass-filtered between 0.016 and 250 Hz. Vision Recorder Software (Brain Products, GmbH) was used to store stimulus markers and EEG data on a secure hard disk for further analyses.

**EEG preprocessing and analysis**

We analysed EEG data with BrainVision Analyzer (Brain Products, GmbH), the Fieldtrip toolbox (Oostenveld et al., 2011) and our own MATLAB scripts (The MathWorks). For preprocessing, EEG signals were first down sampled to 500 Hz, and the cardioballistic artefacts were removed by the signal from ECG channel (Allen et al., 1998). Then, the data were offline rereferenced to a common average reference and filtered through a zero phase shift.
Butterworth band-pass filter (0.5–70 Hz, 12 dB/octave) and a 50-
Hz notch filter (50 Hz ± 2.5 Hz, 16th order). After the filtering
process, the data were segmented into epochs = 600 ms (before the
onset of apparent motion) to 1200 ms (after the onset of apparent
motion). Infomax independent component analysis was applied on
these epochs in order to remove common EEG artefacts (e.g. eye
blinks). Also, each trial was screened automatically by artefact
rejection criteria and manually by eye. In the automatic artefact
rejection, any trial with oscillations over 50 μV/ms or a voltage
change more than 200 μV was rejected. On average, 87.4% of trials
were retained per condition.

After preprocessing, EEG signals from each specific electrode
were averaged across trials to compute event-related potentials
(ERPs) time locked to the onset of visual apparent motion. A low-
pass filter (40 Hz cut-off frequency) was applied to further smooth
the ERPs. Baselines were also computed from a −100- to 0-ms
time interval prior to the onset of the apparent motion and they
were subtracted from the ERPs of each condition. During the adap-
tation phase of our experiments, the auditory clicks were intro-
duced through earphones, whereas the visual flashes were
presented at the centre of the apparent motion path. In other
words, auditory clicks and visual flashes may act as distractors and
as spatial cues, respectively. Therefore, more attention may be allo-
cated to the apparent motion subsequently presented after the
visual adaptation phase than the one after the auditory phase. Such
cross-modal and intramodal cueing has been found to be effective
on visual cortical processing (Busse et al., 2005; Ding et al., 2014;
Feng et al., 2014). To overcome these confounding factors due to
the stimulation differences between two modalities and to identify
adaptation after-effects specific to time intervals, we initially
restricted our ERP analyses to pairwise comparisons of time interval
conditions for each modality. To determine specific components and
electrodes significantly affected by time interval adaptation,
ERPs were compared between shorter and longer adaptation condi-
tions using pointwise running t-tests (paired samples two-tailed).
Furthermore, we introduced basic corrective steps to prevent false
discoveries. A significant difference in conditions was defined
when it was stable for at least 20 ms of contiguous data (i.e. 10
consecutive points at a sample rate of 500 Hz) and present on at
least three neighbouring electrodes meeting 0.05 alpha criterion
(for the validity of this approach, see Guthrie & Buchwald, 1991;
Picton et al., 2000; Senkowski et al., 2007; Vroomen & Stekelen-
burg, 2010). We also required the neighbouring electrodes to be
close to the centre of major changes in the difference in ERPs
(shorter–longer). Over the identified time windows and scalp sites
based on the outcome of pointwise running t-test and corrective
steps, we estimated the average ERP magnitudes for each subject.
The significance of a consistent change in the average magnitudes
was determined by using two-way repeated-measures ANOVAs, with the
modality (auditory and visual) and time interval (shorter and
longer) as factors, and follow-up pairwise comparisons (two-tailed)
between shorter and longer time interval conditions.

Behavioural data analysis
For behavioural data, we only used trials included in the EEG analy-
ses. In other words, the trials excluded during the EEG preprocess-
ing stage were not considered for the analysis of the behavioural
data. We calculated average performance across subjects for each
stimulus condition. To determine whether the effects of modality
and/or time interval are significant, we applied two-way repeated-
measures ANOVAs and follow-up pairwise comparisons (two-tailed)
to this behavioural measure.

Experiment 2: Influence of time interval adaptation on
perceived speed
In a follow-up psychophysical experiment, we systematically investi-
gated the effects of time interval adaptation on perceived speed. As
detailed below, we used a sensitive speed discrimination task and
our approach contained pre- and post-adaptation assessments of per-
ceived speed.

Stimuli and procedure
The experiment consisted of pre- and post-adaptation speed mea-
surements. In the pre-adaptation measurements, there was no adap-
tation phase. During each trial, a two-frame apparent motion and a
comparison grating were presented with a temporal delay (ISI) of
500 ms (Fig. 2). The duration of each flashed bar and the ISI
between them were 80 ms so that the physical speed of apparent
motion was 6.25 deg/s. Other parameters of the apparent motion
were the same as those used in the main EEG experiment (Experi-
ment 1). The comparison grating was square-wave (half-wave rec-
tified, 1.25 cd/°) with a 50% duty cycle. It was presented within a
rectangular aperture (6 × 3 deg) for 360 ms. The drifting speed
was varied pseudo-randomly from trial to trial: 1, 3, 5, 7, 9, 11,
13, 15 or 17 deg/s. The direction of movement (rightward or left-
ward) was the same for the apparent motion and the comparison
grating, and they were balanced across trials. At the end of each
trial, observers indicated, by pressing one of the two keys, which
motion stimuli (apparent motion vs. comparison grating) appeared
to move faster (two-interval forced choice). Each experimental
block consisted of 180 trials (9 drifting speed × 20 trials per stim-
ulus), and observers completed two experimental blocks. Prior to
these blocks, each observer was shown examples of visual stimuli
and followed by a practice session. After collecting pre-adaptation
speed data, we estimated the perceived speed of the apparent
motion for each subject. A cumulative Gaussian function was fitted
to the averaged data from each observer using P3SIGNIF (version
2.5.6), a software package that implements the maximum-likeli-
hood method described by Wichmann & Hill (2001a,b). The 50% point
on the resultant curves yields the point of subjective equality
(PSE). The PSE value is the drifting speed for which the grating
was seen as faster than the two-frame apparent motion on 50% of
the trials.

For the post-adaptation speed measurements, we applied a simi-
lar procedure to that of Experiment 1. Each trial consisted of an
adaptation and a test phase. The adapting stimuli were either
visual or auditory. To adapt observers to visual time intervals, we
used the same visual bars of the apparent motion. However, they
were presented at the same location (3 deg above the fixation) and
the ISI between them could be either 40 ms (shorter time interval)
or 240 ms (longer time interval). For auditory time interval adapta-
tion, two successive static clicks (20-ms duration, 83 dB SPL)
were used and the time intervals were the same as those used for
shorter and longer visual adaptation conditions. After a blank time
interval, the apparent motion and the comparison grating were
shown (Fig. 2). The ISI between these motion stimuli was
500 ms. The parameters of the apparent motion were the same as
those used in the pre-adaptation measurements. The drifting speed
of grating was fixed at the PSE value estimated based on the data
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from the pre-adaptation blocks. At the end of each trial, observers compared the speed of two motion types by a keypress. As opposed to the apparent motion, the comparison grating had more than two motion frames and there was no ISI between them. In other words, the grating did not include a time interval marked by only two motion frames and between the ISIs used in the adaptation phase. Therefore, we reasoned that any time interval after-effects on the apparent motion should be more influential compared to the grating. Each adaptation block consisted of 20 trials, and each observer completed two blocks for each adaptation condition. Except for these changes introduced in the stimuli and procedure, all other stimulus parameters, experimental procedures and statistical analyses on the behavioural data were the same as those used in Experiment 1.

Results

Experiment 1: EEG study

Behavioural results

Figure 3 shows the average performance on the motion discrimination for each condition. As expected, the motion direction discrimination performance was well above threshold and all observers reported the direction of apparent motion with more than 95% accuracy for all conditions. A two-way repeated-measures ANOVA on the accuracy scores, with modality (auditory and visual) and adaptation interval (shorter and longer) as factors, revealed a marginally significant modality effect ($F_{1,17} = 4.250$, $P = 0.054$, $\eta^2_p = 0.200$). The effect of time interval ($F_{1,17} = 1.062$, $P = 0.317$, $\eta^2_p = 0.059$) and its interaction with modality ($F_{1,17} = 2.693$, $P = 0.119$, $\eta^2_p = 0.137$) were not significant. The planned contrasts revealed only a marginally significant difference between the shorter and longer conditions of auditory adaptation
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We wanted to determine whether adaptation to distinct time intervals could affect evoked activity to visual apparent motion (i.e. the test stimulus which is exactly the same across all conditions). If so, we should observe significant differences between the ERPs for shorter and longer interval adaptation conditions. Moreover, we reasoned that if the observed differences are due to a central (supramodal) timing mechanism, the changes in ERPs for both modalities should occur around similar times and electrode locations. Otherwise, we should observe specific changes for auditory and visual adaptation conditions. To test these possibilities, we performed pairwise comparisons (pointwise running t-tests with basic corrective steps) between shorter and longer ERPs across all individual electrode locations for each modality (auditory or visual) separately. Comparison of shorter and longer adaptation conditions of each modality separately also allowed us to limit potential confounding factors and to focus on adaptation after-effects specific to time intervals (see Methods). For both modalities, the pairwise comparisons revealed significant differences between shorter and longer time interval conditions. However, these after-effects were in the opposite direction. As shown by Fig. 4, we identified five different time windows in which the adaptation after-effects take place. Within four of these identified time windows, we found significant two-way interactions between modality and time interval. Except for a very early component (C1), the after-effects induced by auditory and visual time intervals occurred in different time windows and mostly clustered over distinct sites (Fig. 5).

In particular, the difference between the two time interval conditions was much more salient when auditory clicks were used during the adaptation phase. These differences were present within four different time windows. The average activity within 50–80 ms was negative and positive over parieto-occipital electrodes for the shorter and longer auditory time intervals, respectively. This significant difference was present at both hemispheres and spread over neighbouring occipital and parietal sites (Fig. 5A). As the presentation of the second visual frame defines the time interval and apparent motion, the significant changes in ERP components after the onset of the second flash (150 ms) are particularly important in the current study. For the negative activity within 140–180 ms (N1 component), the ERPs for the shorter auditory time interval were significantly larger in amplitude than those for the longer one. This significant effect of
Time interval after-effects on apparent motion

Fig. 5. Scalp topographies. Voltage topographical maps of the grand averaged ERPs within each identified time window are displayed in separate columns. Each adaptation condition and the difference maps (shorter–longer) are shown in separate rows. The significant scalp sites (see also Methods for additional criteria for significance) are marked by filled circles on the difference maps. (A) Auditory conditions, (B) Visual conditions, (C) No adaptation condition. [Colour figure can be viewed at wileyonlinelibrary.com].
time interval was centred at parietal regions and also existed at neighbouring parieto-occipital and parieto-central electrodes. In addition, the effects of time interval adaptation within this time range were more salient in the right hemisphere, but also present in the left hemisphere. For auditory adaptation, significant differences between the two time interval conditions were also found for the components beyond 300 ms. The activity for the shorter time interval was less positive compared with the longer interval. As indicated by the topographic maps in Fig. 5A, the differential effects of adaptor time interval (shorter vs. longer) were centred over the parietal electrodes (and also extended over the occipital and central regions) for the 340–400 ms range. The centre of the cluster was medial relative to significant electrode locations for the 140- to 180-ms time window. For the 460–510 ms range, the significant differences were observed over centro-parietal sites at the right hemisphere.

Compared with the differences between auditory shorter and longer conditions, the effects of visual time interval adaptation were less salient and occurred only in two time windows. We mainly observed differences between the two visual conditions in the 50- to 80-ms and the 190- to 220-ms time windows. The activity of the longer condition was more negative than that of shorter condition within 50–80 ms. The after-effects were clustered over parieto-occipital and parietal electrodes at the left hemisphere. In the 190- to 220-ms time range, over the occipital and parieto-occipital electrodes, the activity for the shorter condition was more positive than that for the longer condition (Fig. 5B).

**Time interval after-effects on the ERPs elicited by apparent motion: Averaged ERP amplitudes from exemplar sites**

Although the significant after-effects of auditory time interval led to different clusters for each time window, three electrodes (P4, P6 and CP6) were common across the four identified time windows. The grand averaged ERPs of these electrodes, where the effects of auditory time interval adaptation were commonly observed, are shown in Fig. 6A. We also computed average potentials within the identified time windows for these exemplar sites and these values are indicated by Fig. 6B. Regarding the 50- to 80-ms, 340- to 400 ms and 460- to 510-ms time ranges, there was a significant difference between the auditory adaptors, but not between the visual adaptors. This is confirmed by the ANOVA tests indicating a significant interaction between modality and time interval (Table 1). Post hoc pairwise comparisons indicated that the effect of time interval was only significant for auditory conditions (50–80 ms: $t_{17} = 2.791, P = 0.012$; 340–400 ms: $t_{17} = 3.120, P = 0.006$; 460–510 ms: $t_{17} = 3.435, P = 0.003$), such that the longer time interval yielded higher potentials than the shorter interval. In the 140–180 ms range, a two-way repeated-measures ANOVA revealed significant main effects of modality and time interval on the ERP amplitudes; however, the interaction was not significant. The average potential for the shorter time interval was smaller than the longer interval, and the potentials for the visual stimuli were higher than for the auditory stimuli.

Similarly, we identified three neighbouring electrodes (O1, Oz, PO7) commonly affected by visual time intervals. The grand averaged ERPs of these electrodes and the averaged potentials within the two time windows (50–80 ms and 190–220 ms) are shown in Fig. 7. For both time windows, a repeated-measures ANOVA on the average potentials revealed a significant interaction between modality and time interval (Table 1). In the 50–80 ms range, the average potentials of the shorter were significantly higher than those of the longer time intervals for vision ($t_{17} = -3.109, P = 0.006$). On the other hand, the effect of auditory time interval was in the opposite direction ($t_{17} = 2.702, P = 0.015$). Post hoc pairwise comparisons on the averaged potentials within 190–220 ms revealed the shorter time interval to yield higher voltages than the longer time interval for the visual adaptors ($t_{17} = -2.585, P = 0.019$), but the difference was not significant for the auditory adaptors ($t_{17} = 1.446, P = 0.166$; Fig. 7B, lower panel). The results of additional statistical tests comparing a specific adaptation condition with the no adaptation one for both exemplar sites are presented in Table S1.

To understand the time course and progression of these time interval after-effects within an adaptation block, we also estimated averaged ERP amplitudes using the first (early) and the last (late) 10 trials of each block. To test the difference between the amplitudes of this subset (early vs. late) of trials, a three-way repeated-measures ANOVA including subset, modality and time interval as factors was performed. These analyses revealed only a significant effect of subset over auditory sites (P4, P6 and CP6) within 140–180 ms. The after-effects were clustered over parieto-occipital and parietal electrodes at the left hemisphere. In the 190- to 220-ms time range, the interaction was not significant between the auditory adaptors, but not between the visual adaptors. This is confirmed by the ANOVA tests indicating a significant interaction between modality and time interval (Table 1). Post hoc pairwise comparisons indicated that the effect of time interval was only significant for auditory conditions (50–80 ms: $t_{17} = 2.791, P = 0.012$; 340–400 ms: $t_{17} = 3.120, P = 0.006$; 460–510 ms: $t_{17} = 3.435, P = 0.003$), such that the longer time interval yielded higher potentials than the shorter interval. In the 140–180 ms range, a two-way repeated-measures ANOVA revealed significant main effects of modality and time interval on the ERP amplitudes; however, the interaction was not significant. The average potential for the shorter time interval was smaller than the longer interval, and the potentials for the visual stimuli were higher than for the auditory stimuli.

**Experiment 2: Influence of time interval adaptation on perceived speed**

In our EEG experiment, observers performed a simple direction discrimination on two-frame apparent motion. This simple task was useful to draw attention to the test stimulus and to focus observers on a motion feature. However, the average performance values were close to 100% and they did not change significantly across the different adaptation conditions. That is to say, the significant changes in the evoked activity were not reflected in the behavioural data. We consider that this is due to the fact that the apparent motion stimulus used was supra-threshold in terms of direction discrimination and observers might have used some other cues (e.g. positional cues) for motion direction. A simple direction discrimination task with this stimulus may not be sufficient to reveal possible changes in the perception of apparent motion such as its categorization (Getzmann, 2007) and speed (Kafaligaon & Stoner, 2010). Accordingly, we designed a psychophysical experiment to investigate the effects of time interval adaptation on perceived speed.

Our approach included pre- and post-adaptation assessments of speed. In the pre-adaptation speed measurements, we estimated the perceived speed of apparent motion through a comparison drifting grating. During the post-adaptation speed judgements, the drifting speed of grating was fixed at the point of subjective equality (%50 baseline level) estimated from each observer in the pre-adaptation sessions. If time interval adaptation does indeed affect the perceived speed of the subsequently presented apparent motion, the percentage of the trials in which apparent motion seen as faster should significantly differ between shorter and longer adaptation conditions. Otherwise, we would not expect a significant change in the percentage values. The percentage values for the post-adaptation judgements are shown in Fig. 8. We performed a two-way repeated-measures ANOVA on these results. The main effects of modality ($F_{1,7} = 1.612, P = 0.244, \eta^2_p = 0.187$) and time interval ($F_{1,7} = 0.946, P = 0.363, \eta^2_p = 0.119$) were not significant. However, the two-way interaction was found to be significant ($F_{1,7} = 11.571, P = 0.006$).
Fig. 6. Averaged activity across three common electrodes (P4, P6, CP6) where the auditory time interval adaptation had significant after-effects on the ERP components. (A) Grand averaged ERPs for different adaptation conditions. The ERPs for auditory and visual conditions are shown in separate plots (auditory: upper panel, visual: lower panel). In each plot, time-domain waveforms for shorter and longer adaptation conditions are displayed. The significant (pointwise running t-test, \( P < 0.05 \)) difference between time interval conditions are marked on the temporal axis by different grey levels. A specific time point was shaded only if at least 20 ms of contiguous data was significantly different (see Methods). (B) Averaged ERP amplitudes in different time windows for different adaptation conditions (\( N = 18 \)). The temporal location of the time windows is shown in the left panel. The values for each time window are displayed in separate plots. In each plot, the open and filled symbols correspond to shorter and longer time interval conditions, respectively. Error bars indicate standard error (± SEM) across subjects. The dotted line indicates the mean value for the no adaptation condition, and the error bar placed over the symbol at the end of this line represents standard error across subjects. A significant difference between shorter and longer conditions was marked with asterisk signs (paired t-test, *\( P < 0.05 \), **\( P < 0.01 \)). [Colour figure can be viewed at wileyonlinelibrary.com].

Table 1. Two-way repeated-measures ANOVA on the averaged ERP amplitudes. The table summarizes the results of ANOVA tests on the data shown in Figs 6B and 7B. The values for each time window are shown in separate rows. The upper four rows and lower two rows represent the test results for auditory (Fig. 6B) and visual sites (Fig. 7B), respectively. Significant \( P \) values \((P < 0.05)\) are highlighted in bold.

<table>
<thead>
<tr>
<th>Modality</th>
<th>Time interval</th>
<th>Modality ( \times ) Time interval</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( F_{1,17} )</td>
<td>( P )</td>
</tr>
<tr>
<td>P4, P6, CP6</td>
<td>50–80 ms</td>
<td>0.029</td>
</tr>
<tr>
<td></td>
<td>140–180 ms</td>
<td>7.729</td>
</tr>
<tr>
<td></td>
<td>340–400 ms</td>
<td>7.570</td>
</tr>
<tr>
<td></td>
<td>460–510 ms</td>
<td>1.794</td>
</tr>
<tr>
<td>O1, Oz, PO7</td>
<td>50–80 ms</td>
<td>0.024</td>
</tr>
<tr>
<td></td>
<td>190–220 ms</td>
<td>10.522</td>
</tr>
</tbody>
</table>

\( P = 0.011, \eta^2_p = 0.623 \). To disentangle the source of this interaction, we performed post hoc pairwise comparisons for each modality. For auditory adaptation, the percentage values for the shorter were significantly higher than those for the longer condition \((t_{x} = 2.465, P = 0.043)\). Based on the speed of comparison grating, the apparent motion presented after the shorter time intervals was perceived as faster than the one presented after longer time intervals. On the other hand, the average percentage values for both visual conditions were below the baseline level and there was no significant difference between these time interval conditions \((t_{x} = -0.914, P = 0.391)\).

In line with our ERP findings in Experiment 1, the behavioural results on perceived speed highlight distinct characteristics for each modality. Compared with visual time intervals, the auditory intervals induced stronger and significant adaptation effects on perceived speed. Any non-significant trend for visual time intervals points to an effect in the opposite direction. Moreover, besides providing supporting behavioural evidence to the EEG data, the psychophysical results in Fig. 8 indicate for the first time that adaptation to auditory time intervals can alter perceived speed of visual motion.
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Discussion

In the present study, we systematically examined the evoked activity to visual apparent motion under different time interval adaptation conditions. To define a specific time interval in the motion stimulus, we used two-frame apparent motion with a fixed time interval between the motion frames. Our study revealed a number of interesting and novel findings. Based on the modality (auditory clicks or visual flashes) and the time interval (shorter or longer than that of the apparent motion) used in the adaptation phase, we found significant and distinct changes in the ERPs elicited by exactly the same visual motion. First, compared with visual time intervals, the after-effects by auditory time intervals were more salient and in the opposite direction. Second, except for changes in a very early component, the after-effects by auditory and visual adaptors occurred within different time windows. Finally, the auditory and visual adaptors led to significant changes over cluster of electrodes mostly centered at different sites. When auditory clicks were used as the adaptors, the difference between shorter and longer conditions were mostly over parietal and parieto-central regions. The significant differences between shorter and longer visual time intervals centered over occipital and parieto-occipital regions. We also observed significant after-effects of auditory and visual time intervals at common electrode locations (e.g. some of the parieto-occipital and parietal electrodes). However, at these common locations, the after-effects mainly occurred in distinct time windows and were in the opposite direction for each modality. Therefore, even for a common cortical site (e.g. PO8) at which significant auditory and visual time interval after-effects were observed, our results point to distinct characteristics and temporal dynamics for each modality.

Sub-second time interval adaptation

Our findings demonstrate for the first time that adapting to different time intervals significantly alters the ERPs elicited by visual motion (i.e. a visual feature dependent on the time interval between individual frames). By indicating specific scalp sites and ERP components, our findings here shed light on the nature of the cortical processes involved in time interval after-effects on motion perception. Previous psychophysical data have found significant influences of time interval adaptation on visual motion perception (Zhang et al., 2012). The after-effects of auditory and visual time intervals were in the same direction suggesting a role for a common timing mechanism. As opposed to the general view provided by these motion studies (see also Chen & Zhou, 2014; Zhang & Chen, 2016), we found distinct spatiotemporal characteristics of intramodal and cross-modal time interval after-effects. Accordingly, our ERP results and the follow-up behavioural findings on perceived speed emphasize the recruitment of distinct sensory processes rather than a central supramodal network for the adaptation after-effects on visual motion. By considering a more general argument in sub-second timing, we interpret our results as support for the distributed nature of the adaptation induced after-effects (Murai et al., 2016). Our results do not completely preclude a central supramodal mechanism and the possibility of deep brain structures being involved in timing computations. However, given both the lack of a cluster of electrodes commonly affected by the auditory and visual time intervals and the distinct changes in the spatiotemporal profile of the neural activity for each modality, our findings are consistent with the general notion also suggesting the involvement of distributed sites in sub-second timing.
In general, compared with vision, audition has been found to have a dominant role in temporal processing and tasks dependent on timing (for a review see Chen & Vroomen, 2013). Of particular interest is that learning studies revealed asymmetries between two modalities (Bratzke et al., 2012; Barakat et al., 2015; McGovern et al., 2016). For instance, Barakat et al. (2015) have recently reported that training observers in an auditory (but not visual) rhythm discrimination significantly improved their performance in a subsequent visual rhythm discrimination task. Similarly, using a more comprehensive design, McGovern et al. (2016) showed that transfer of perceptual learning between two modalities is specific to tasks and particular conditions. For a temporal discrimination task, training observers in the auditory domain transferred to the visual domain (i.e. decreased discrimination thresholds in vision), but not vice versa. Even though the adaptation phase in the current study was brief and did not include a specific learning paradigm, we also found dominant effects of auditory time interval adaptation on the evoked activity and perceived speed relative to visual time interval conditions. In this respect, our results are in line with the view supporting auditory dominance in tasks and/or stimulus attributes based on timing and time interval.

There has also been a growing interest to understand the basic principles underlying temporal recalibration between two modalities. Several studies have suggested that even passive exposure a single asynchronous audiovisual event can induce recalibration. The size of such rapid recalibration was found to be comparable to the one by prolonged periods of adaptation (Van der Burg et al., 2013; De Nier et al., 2017). A recent study by Simon et al. (2017) have identified ERP components and sites play an important role in these rapid after-effects. The changes associated with rapid recalibration were found to be over late ERP components and they were mostly centred over parietal and central regions. Interestingly, the identified cluster of electrodes were also similar to the ones reported here. To understand the progression of time interval after-effects in the present study, we compared averaged ERP amplitudes between early and late trials. Except for the 140- to 180-ms time range, we did not find a significant difference between these subset of trials. Therefore, similar to these recalibration studies, our findings suggest that for the time windows other than 140- to 180-ms time range the sub-second time interval after-effects may be efficiently induced at the initial phase of an adaptation block.

Contingent negative variation (CNV), an ERP component over fronto-central regions first described by Walter et al. (1964), has attracted great attention from researchers working on timing and time perception (for reviews see Van Rijn et al., 2011; Kononowicz & Penney, 2016). Even though it is still subject to debate, some aspects of CNV have been found to be correlated with changes in perceptual timing (Macar et al., 1999; Pfleuty et al., 2008; Ng et al., 2011). Strong CNV activity and correlations with timing were mostly reported by studies using a task requiring observers to either compare the time intervals (or durations) of stimuli explicitly or reproduce the time interval (or duration) of a stimulus through a motor action. Of particular importance to the current study, Li et al. (2017) have recently shown that changes in CNV can also reflect the sub-second duration after-effects on the perceived duration of a subsequent event. During each trial, they first adapted observers to shorter or longer visual durations and then asked them to reproduce the duration of a visual test stimulus. Their results indicated a strong CNV component elicited by the visual test over fronto-central regions and this component was modulated by the duration used in the adaptation phase. Our results also indicated a negative component over frontal electrodes (Fig. 5). However, for both modalities, time interval adaptation did not yield a cluster of significant electrodes over these regions. Compared with the findings by Li et al. (2017), the CNV modulation was not apparent in our study. Here, instead of an explicit time interval discrimination or reproduction task, observers performed a motion direction discrimination. Considering that the link between CNV and behavioural performance depends on cognitive context, this apparent discrepancy between the two studies may be due to the different tasks observers engaged in.

**Auditory timing and visual motion**

It is well known that the temporal and spatial information provided by audition can affect visual motion perception (for reviews, see Soto-Faraco et al., 2003; Hidaka et al., 2015). For instance, the time interval between brief stationary sounds has been shown to alter the perception of apparent motion and speed (e.g. Getzmann, 2007; Kafalinogul & Stoner, 2010, 2012). Although these behavioural studies suggest that auditory timing is actively used by the visual system to estimate motion, how auditory timing affects motion perception and the corresponding neural activity are still unclear. Unlike this line of research, in the present study, the auditory clicks and the temporal information were not provided concurrently with visual motion. However, any significant change in the visual-evoked activity due to the auditory time interval used in the adaptation phase definitely gives us an indication of the cortical areas actively using auditory timing. Our results indicate that the significant differences between apparent motion ERPs for shorter and longer auditory adaptation are centred over parietal electrodes. The amplitudes of early components (50- to 80-ms and 140- to 180-ms time ranges) were significantly affected and the difference between two conditions extended over occipital scalp regions. The effects on the later (> 300 ms) positive activity were more salient and mostly centred over right parieto-central electrodes. Building from these findings, we suggest that auditory timing may be

---

**Fig. 8.** Post-adaptation speed judgements (N = 8). The plot indicates the proportion of trials in which the apparent motion was judged to move faster than the drifting grating. The open and filled symbols correspond to shorter and longer time interval adaptations, respectively. The dotted line indicates the baseline (50%) level. Error bars indicate standard error (± SEM) across subjects.

---

**Table 1.** Percentage of trials in which the apparent motion was judged to move faster than the drifting grating. The open and filled symbols correspond to shorter and longer time interval adaptations, respectively. The dotted line indicates the baseline (50%) level. Error bars indicate standard error (± SEM) across subjects.
progressively used for visual motion processing over these areas, starting from parieto-occipital up to parieto-central sites. Consistent with our observations here, visual motion areas and parietal cortices have been found to be involved in the sub-second time interval and duration percepts (Battelli et al., 2007; Salvioni et al., 2013; Shuler, 2016). The application of brain stimulation to right parietal cortices resulted in changes specific to sub-second duration judgements (Bueti et al., 2008; Dormal et al., 2016). In addition, a neuro-imaging study has shown that the activity in the right parietal cortex (i.e. inferior parietal lobe) can be modulated through duration adaptation (Hayashi et al., 2015). Multisensory studies also revealed significant audiovisual interactions over parietal regions. Multisensory integration effects between two modalities were observed on the neural activity over parieto-occipital, parietal and parieto-central sites (Molholm et al., 2002, 2006; Mercier et al., 2013). The amplitudes of N1 component (150- to 200-ms time range) over parieto-occipital sites were found to be modulated by the timing of a brief sound and these modulations were suggested to correlate with the magnitude of the temporal ventriloquism elicited by an auditory and a visual event (Stekelenburg & Vroomen, 2005). Therefore, the auditory time interval may take place for visual motion processing over these regions already known to be involved in both sub-second temporal processing and audiovisual interactions.

Limitations and future directions

In the current study, we used physically identical temporal intervals for both modalities. Although the difference between shorter and longer time intervals was perceptually obvious, they were not perceptually equated across modalities. As the temporal resolution of audition is superior to vision, we expect the difference between auditory time intervals to be more salient compared with visual time intervals. Such a difference may lead to dominant influences on ERPs through auditory adaptation. On the other hand, even though we identified significant sites and time windows for visual time intervals, our data and analysis may not reveal a more comprehensive and a detailed picture for visual adaptation conditions. We consider that this is possible, and characterizing the changes in ERP components over a variety of timescales including supra-second time intervals is important. Moreover, in the motion domain, manipulations on the duration of adaptation phase and the temporal delay between an adaptor and a test pattern have been found to be a fruitful approach to reveal different forms of adaptation and distinct temporal dynamics of sensory plasticity (e.g. Kanai & Verstraten, 2005; Oluk et al., 2016). An interesting issue is to understand whether such different forms of time interval after-effects on apparent motion exist. Determining time interval after-effects for a broad range of timescales, adaptation durations and temporal delays awaits further ERP investigations.

Conclusions

Taken together, the present study demonstrates significant after-effects of time interval adaptation on the ERPs elicited by visual apparent motion. We found that the changes in ERPs mainly occurred in different time windows and were mostly centred over distinct scalp sites for auditory and visual adaptors. Thus, our findings indicate distinct changes in the spatiotemporal profile of the neural activity for auditory and visual adaptation and suggest the involvement of distributed sensory processes in sub-second time interval adaptation. Moreover, compared with visual adaptors, the after-effects induced by auditory stimuli were more salient and in the opposite direction. In particular, these changes were mostly over right parietal electrodes. Accordingly, our findings here, in combination with accumulating evidence, also support the notion that neural structures in the right hemisphere play an important role in cross-modal temporal processing.
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