Abstract

In the present study comparability or ranking of instructors based on student ratings were investigated under the effect of absenteeism. To this end, invariance of scale properties of student ratings was examined via multi-group confirmatory analysis. Using randomly selected 2098 classes, equality of factorial structure, factor loadings, intercepts and residuals were tested. Results indicated that absent and regularly attending groups have developed the same conceptual meaning for the term instructional effectiveness. Also, ratings in the both groups of classes had a common unit, which makes within-class comparisons of instructors separately for attending and absent groups possible. However instructors who teach classes with absent students systematically receive lower ratings, indicating a bias between the two groups. Student ratings were adjusted against absenteeism to lessen the effect of bias. Results showed significant differences in the rankings of top-rated instructors both before and after the adjustment. Biased ratings pose a serious threat in comparability between instructors who teach absent and attending classes. Thus decisions involving instructors should be supported by other assessment mechanisms.
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Student ratings of instruction are deemed important as an indicator of instructional performance in higher education institutions. Although they have been used for almost a hundred years by instructors to improve teaching (Remmers 1928), they recently became a critical component in providing administrators with a metric of instructional effectiveness that is used in some critical decisions about instructors’ careers such as promotion, extending contract, and granting tenure (Macfadyen et al. 2015). High-stake use of ratings by administrators typically involves either comparing or ranking instructors. However, to be a fair indicator of what they are intended to measure, these ratings should be free of construct-irrelevant factors favouring against one or more student groups. Although there is a large literature on student ratings and confounding factors, number of studies on bias in student ratings due to absenteeism is limited.

Absenteeism in Higher Education

Absenteeism can be defined as a failure to regularly attend timetabled sessions such as seminars, lectures, practical or laboratory classes (Barlow and Fleischer 2011). Students believe that they can make up for what they miss later by several ways such as findings class notes. However, Colby (2004) reported a significant positive relationship between attendance and marks by defining some rules to relate the rate of absenteeism to the probability of failing in a course. These results were recently replicated in a recent study by Newman-Ford, Fitzgibbon, Lloyd and Thomas (2008) and earlier by other studies (Launius, 1997; Martinez, 2001).

Despite of its vital role in student achievement, absenteeism is common in higher education institutions. Romer (1993) reported that one third of university students are regularly absent. Several other studies reported different rates of absenteeism: 18.5% (Marburger, 2001), 25% (Friedman, Rodriguez. & McComb, 2001), between 59% and 70% (Moore, Armstrong and Pearson 2003), and 30% and 50% (Kousalya, Ravindranath, & VizayaKumar, 2006). Absent students miss their opportunity to acquire knowledge, experiences or skills that can be gained only in class. Among these opportunities are face-to-face contact with instructor and other students, working opportunity in groups, chance to evaluate others’ opinions.

Some students have valid excuses for their involuntarily absenteeism such as chronic illness, family problems, or having to do paid work (Nicholl & Timmins, 2005), while some other students report trivial ones for their voluntarily absenteeism such as failing to get up earlier or preferring to do other things at the course time (Trivado-Ivern et al., 2013).

However, the academic reasons for absenteeism outweigh non-academic ones. Instructor’s effectiveness is a critical predictor of absenteeism. Students report low quality instruction as the principal reason for their absenteeism (Lopez-Bonilla & Lopez-Bonilla, 2015). Another study by Rodriguez et al. (2003) showed that academic organisation, the teaching methodology, the value or usefulness of the lesson, or the teachers’ attitudes are related to absenteeism. Students have higher rates of absenteeism in such classes (Babad, Ikeckson, & Yelinek, 2008). Triado-Ivern et al. (2013) and Rodriguez et al. (2003) found teacher’s approaches, scarcely appealing, academic organization, teaching methodology, and teacher attitudes among the factors associated with absenteeism. Massingham and Herrington (2006) reported that motivational, constructivist and authentic teaching processes are directly related to low absenteeism. Hunter and Tetley (1999) interviewed students and reported that students prefer classes in which instructors make topics interesting, present topics hard to make up, make students feel that topics are important. Unexciting and unchallenging instructors and failure to connect what is presented in class to real life are among the other factors associated with student absenteeism (Hughes 2005; Nicholl & Timmins, 2005). Wolbring (2012) identified several factors associated with absenteeism such as course topic, climate among course participants, course- and workload, and timing of the course.

Whether it is related to students’ preferences, instructors’ teaching style, or any other variables, university students skip classes as a systematic behaviour (Lopez-Bonilla & Lopez-Bonilla, 2015).

Fairness of Student Ratings under the Effect of Absenteeism

When students rate their instructors, they are assumed to have information sufficient information/observation for a sound judgement about their instructors (Wolbring, 2012). This assumption implies that students attend most of, if not all, the classes regularly. Absenteeism gives rise to a question as to the fairness of student ratings. If the non-random absenteeism has an effect on student ratings, their validity becomes questionable.
The relationship between absenteeism and students' ratings has been shown in the literature. Wolbring (2012) found that student ratings are biased by absenteeism. Similarly, Martin et al. (2013) found that students absent more frequently rate their instructors significantly lower, indicating that absenteeism is a predictor of low ratings. Berger and Schleutner (2003) and Babad, Icekson, and Yelinek (2008) pointed out the same relationship. However, these differences may not be regarded as genuine differences between attending and absent students unless scale properties of student ratings (factor loadings, intercepts, etc.) are shown to be invariant between these two groups.

Thus, an empirical examination of equality of scale properties of student ratings under the effect of absenteeism is needed to obtain a better understanding of comparability of instructors using student ratings. However, no examination of scale properties of student ratings has been made in the literature. Therefore, the question regarding invariance of the ratings between groups with different absenteeism levels still remain unanswered. Its investigation may provide significant information as to fairness of student ratings between groups under the effect of systematic absenteeism. Only after invariance of student ratings is shown, valid comparison can be made across instructors who teach classes with different levels of absenteeism (Dimitrov, 2010; Horn & McArdle, 1992). If invariance is absent, comparing instructors who teach classes with different absenteeism levels based on the ratings may be misleading and result in incorrect decisions regarding promotion, assignment of courses to instructors, etc. (Ehie & Karathanos, 1994). Student ratings which do not have invariance may also be misleading for students and instructors themselves. Instructors may want to compare their ratings across classes with different levels of absenteeism. If ratings become non-invariant due to bias ratings from such classes cannot be compared. Similarly, students use ratings to select courses. Under the effect of absenteeism, information to be used students become unreliable (Schmelkin-Pedhazur et al., 1997).

Invariance analysis provides information about differences in scale properties such as conceptualization of instructional effectiveness and existence of a common unit of measurement and point of origin common to all groups. Such investigation requires testing differences in scale properties between measurement models with sequentially increased constraints (Dimitrov, 2010). Generally, it starts with a hypothesized measurement or baseline model to define the relationships between observed and latent variables. Starting with this baseline model, several additional constraints added to the model at each level of invariance and equality of factorial structure (configural invariance), factor loadings (weak invariance), intercepts (strong invariance), and error variances (strict invariance) are hierarchically tested across different groups.

In the specific context of student ratings, configural invariance means that different groups conceptualize instructional effectiveness in the same way (Cheung & Rensvold, 2002). When weak invariance is observed, the importance attributed by absent and attending students to the rating items is the same. Weak invariance indicates that the change in the student ratings for a unit of change in the instructor’s performance is the same in every group. In other words, increasing exposure of an observed instructional practice creates the same amount of change in student ratings across groups. Strong invariance indicates equality between intercepts of item across groups. When it holds, an observed score corresponds to the same factor score in each group. In other words, group membership is not a determinant of a student’s ratings. Equality of error variances is considered as an indication of different reliabilities between groups.

Weak invariance allows only comparison of within-group differences. However, at that level, groups are not shown to have a common origin therefore between-class differences cannot be compared. Only when strong invariance holds, scores of different absent and attending students can be compared without having any bias since they have a common metric (Schmitt & Kuljanin, 2008). On the other hand, unequal factor intercepts indicate that observed scores do not represent students’ true scores due to lack of a common origin. Strict invariance does not directly limit comparison opportunities. However, it should be noted that random error is different across groups.

**Effect of Bias on Ranking of Instructors**

Another issue that the present study deals with is practical significance of biased ratings may have on comparison or rankings of instructors. Despite the evidence of biased ratings due to absenteeism, this bias may not still have practical consequences from a pragmatic point of view after they are controlled using statistical mechanisms. As long as the ranks stay the same after controlling for absenteeism, student ratings can be considered not to be seriously affected by the absenteeism. But, if significant changes are still observed in the ranks, then comparisons and analyses on student ratings render interpretations and inferences suspect. At that point, direction of the relationship between absenteeism and student ratings is also of importance. The position of the
The present study is that, regardless of the reasons, absent students are not equipped to evaluate an instructor fairly, and, thus, their ratings should be given less weight.

The research questions of this study can be expressed as follows:

1. Do student ratings have invariant scale properties between absent and attending student groups?
2. Does the bias, if present, affect ranking of instructor?

Method

Sample

The data was drawn from a private, non-profit, English-medium Turkish university, located in the central region of the country. There are approximately 13000 students enrolled at the university. Number of students who filled out the student ratings forms was 31193 in 2098 classes. Response rate was 81.20%, which indicated a fair representation of all students in the university.

Considering that any student is quite likely to attend more than one evaluation sessions or a group of students in class may provide a common pattern of ratings, classes were taken as unit of analysis so to avoid problems associated with dependence. To this end, means of each item in the student ratings form were calculated for each class. Some classes (n=25) were excluded from the study since they had too few ratings defined by Rantanen (2013)1. The mean of missing ratings in the remaining varied between 0.40% and 2.86%. These classes were kept in the further analyses since such low missing ratings do not result in considerable decrease in reliability. Mean (standard deviation) of number of students in a class is 29.74 (SD=17.62). Mean number of forms filled out was 18.20 (SD=9.72) per class. Missing response rate per item was very low (less than 1% per item). Thus no procedure was applied to impute missing values.

A randomly selected sample of 2098 classes was drawn for the present study. Grade level distribution was as follows: 710 freshmen, 511 sophomores, 417 juniors and 435 seniors. Most of courses are must courses (n=1121). Fifty percent (n=1036) of the classes had one section. Twenty-one and 12.4 percent the classes had two and three sections, respectively (the rest with more than four credits).

Instrument

The Likert-type items in the student ratings form were developed by the administration of the university to represent different dimensions of instructional quality. All of the items in the student ratings form were included in the present study: (i) The instructor clearly states course objectives and expectations from students (expectations), (ii) The instructor stimulates interest in the subject (interest), (iii) The instructor stimulates in-class student participation effectively (participation), (iv) The instructor develops students' analytical, creative, critical, and independent thinking abilities (thinking), (v) The instructor interacts with students on a basis of mutual respect (respect), (vi) Rate the instructor's overall teaching effectiveness in this course (overall), (vii) I learned a lot in this course (learned), and (viii) the exams, assignments, and projects required analytical, scientific, critical, and creative thinking (assessment) (1: Strongly disagree, 2: Disagree, 3: Neutral, 4: Agree, and 5: Strongly agree).

Procedure

The student rating forms are given at the end of the each semester before the final exams. A 20-minute period in a class is given to student to fill the forms (including an open-ended section as well) in the absence of instructors. A volunteer student in each class takes responsibility for instructional evaluation, monitors the process and returns the forms to the administration of department. The forms are scanned by the computer centre of the university and instructors are allowed to see only the averages of the responses for each of their classes.

---

1 In Rantanen’s study, required number of ratings was defined as a function of class size. Please see Rantanen (2013) for further details.
**Absenteeism**

In the present study, students’ self-rated attendance rates were used. Students reported this information by answering a yes/no question “Did you attend all classes of this course?” on the student rating form. Since the unit of analysis is classes, absenteeism was defined as the rate of students in a course who do not attend all classes during the semester. In the university from which data was drawn, attendance policy is applied. Students are not allowed to take the final exam if their absenteeism levels are above a level set by university administration.

Using a self-reported variable might be conceivably argued, since students might provide incorrect information due to fear of negative consequences or to have social desirability as a result of their absenteeism. The author of this study acknowledges that using official records of student absenteeism might be a better approach. However, these data was not available. Use of a self-reported variable was justified with the support of the literature. As Johns and Miraglia (2015) reported, self-reported absenteeism can be used as a valid indicator in research studies. Number of studies regarding validity of self-reported absenteeism is very limited. On the other hand, validity of self-reported variables was shown in several studies. For example, Benton et al. (2013) stated that self-reported learning is strongly related to actual learning. In another study, Cassady (2001) showed self-reported grades are highly reliable indicators of actual grades. What is common in these studies is that authors had cautious that self-reported variables should not be used for absolute decisions. Given that students in the sample were informed that the absenteeism question was asked only for research purposes, self-absenteeism could be considered a valid variable for the present study. Furthermore, full anonymity and confidentiality of student ratings might help eliminate this problem since students are guaranteed that their reported will not be available to instructor or any other related parties.

The purpose of the present study is to examine the effect of absenteeism on scale properties of student ratings. To this end, classes were divided into two groups based on their absenteeism rates. First group (attending) included classes with 0% absenteeism rate (n=749), whereas the second group (absent) comprised of the remaining (n=1324). Mean absenteeism rate in the second group was 0.23 (SD=0.11) per class with a minimum 0.2 and maximum of 0.67, respectively. Average absenteeism rate was 0.36 in the range of 0 and 0.67 in the sample.

**Preliminary Data Analysis**

Means and standard deviations of each of eight items were given in Table 1. All means given by absent group were higher than attending one. Independent samples t-test was conducted to see if there was a significant mean difference on the ratings. Results revealed a significant overall mean difference (M\text{absent}=4.50 and M\text{attending}=4.29, t(1372.60)=8.64, p<.001). However, mean differences between these two groups can be not attributed to real differences unless measurement invariance is established.

| Table 1. Means, Standard Deviations, Cronbach’s Alphas for the Groups |
|-------------------|-------------------|-------------------|-------------------|
| Items             | Absent            | Attended          | Whole             |
|                   | M    | SD | M   | SD | M    | SD |
| expectations      | 4.61 | 0.45 | 4.43 | 0.54 | 4.54 | 0.49 |
| interest          | 4.44 | 0.59 | 4.21 | 0.67 | 4.36 | 0.63 |
| participation     | 4.47 | 0.57 | 4.18 | 0.69 | 4.36 | 0.63 |
| thinking          | 4.41 | 0.56 | 4.20 | 0.61 | 4.33 | 0.59 |
| respect           | 4.76 | 0.37 | 4.68 | 0.42 | 4.73 | 0.39 |
| overall           | 4.53 | 0.53 | 4.34 | 0.62 | 4.46 | 0.57 |
| learned           | 4.38 | 0.56 | 4.13 | 0.64 | 4.29 | 0.60 |
| assessment        | 4.37 | 0.55 | 4.14 | 0.59 | 4.29 | 0.57 |
Prior to the analyses, univariate and multivariate normality was assessed on both whole, absent and attending groups using the normality test in Lisrel. Results showed that data were not multivariate normally distributed in none of the groups (Whole group: $\chi^2=3402.60, p<.001$; attending group: $\chi^2=16919.70, p<.001$; absent group: $\chi^2=8772.56, p<.001$). Similarly, skewness and kurtosis values indicated no univariate normality.

Since the data is not normal the principal index to assess goodness of fit was Satorra-Bentler $\chi^2$ (S-B$\chi^2$), which is the scaled version of $\chi^2$ index for non-normal conditions (Bryant and Satorra 2012). Assessment of goodness of fit was also supported by some other fit indices. These indices were Root Mean Square Error of Approximation (RMSEA), Standardized Root Mean Square Residual (S-RMR), Comparative Fit Index (CFI), and Non-Normed Fit Index (NNFI). Values which are generally accepted for a reasonable fit are as follows: below 0.08 for RMSEA and S-RMR and above 0.90 for CFI and NNFI (Hu & Bentler, 1999). Parameter estimates were made by using maximum likelihood estimation with asymptotic covariance and mean matrices due to its robustness against non-normality (Olsson, Troye, & Howell, 2000).

Before starting invariance analysis, omnibus test of equality of covariance structure was conducted in order to check the equality of observed indicator variance/covariance matrix across absent and attending groups (Vandenberg & Lance, 2000). Also unidimensionality of the 8 items were checked using confirmatory factor analysis.

**Invariance Analysis**

Invariance analysis was conducted using Multi-group Confirmatory Factor Analysis approach with the sequential constraint imposition (Byrne, 2004). In this approach, several constraints are hierarchically added to the baseline model at each step to assess equality of configural, weak, strong, and strict invariance. In the literature, invariance tests are suggested to be made in this particular order (Dimitrov, 2010; Schmitt & Kuljanin, 2008). After each constraint is added, goodness of fit of the new model is tested against the older one using a significance test. The first invariance level, configural invariance, is tested without imposing any constraints on the baseline model to check whether the proposed model is viable for all groups. For testing weak invariance, baseline model is further constrained by fixing factor loadings between different groups. One of the factor loading is fixed to 1 for estimating other parameters. When testing strong invariance, factor intercepts are also constrained as well as factor loadings. Similarly, one of the intercepts is fixed to zero for computational purposes. Strict invariance is tested by fixing error variances across groups. This level of invariance is investigated since it provides evidence for equality of error variance. To determine the reference item to be fixed, contribution of each item to the model was tested separately.

Assessment of invariance between two consecutive invariance levels was made based on the scaled chi-square difference test ($\Delta S$-$\chi^2$=S-$\chi^2$constrained–S-$\chi^2$unconstrained) (Satorra & Bentler, 1994) which was employed due to non-normal data set. S-$\chi^2$ test checks whether the new constraint results in a poorer goodness of fit. If a significant reduction is observed in goodness of fit after imposing a new constraint, it is concluded that invariance level that is defined with the new constraints does not hold. Non-significant values for the test S-$\chi^2$ provide proof of invariance. All invariance analyses were conducted using mean and covariance matrices. If invariance is not observed at any level, then partial invariance was sought by freeing some fixed parameters in the model. Levine et al. (2003) suggested that a maximum 20% of the parameters should be freed. When relaxing constraints, Byrne’s suggestion (2010) was followed and all factor loadings were tested separately to determine the non-invariant items.

**Correction for Bias**

To adjust student ratings against absenteeism, ratings given for the item (*I learned a lot in this course*) was selected and multiplied by extent of attendance (1-absenteeism rate) in a class, a common simple approach of weighting used to make ratings less biased (Wolbring 2012). As stated in the Introduction section of this paper, students with higher absenteeism were considered not to be equipped to judge instructional effectiveness due to low opportunity of observation during the semester. By using this approach, ratings were given less weight as compared to classes with high/full absenteeism. If no absenteeism is observed in a class (all student fully attending), then weighting would not change the ratings. On the other hand, ratings of other classes would be
lowered with respect to the degree of absenteeism. After this adjustment instructors were ranked and their changes in the ranking were compared with the previous values.

**Results**

Omnibus test of equality of covariance matrices showed that two groups are not equivalent in terms of covariance structure, Box’s M = 231.835, F(36, 839.04) = 504.318, p < .001, which provided support for further invariance analysis. Before conducting invariance analysis, a baseline model was hypothesized to 8 items grouped under a common latent construct. A confirmatory factor analysis showed unidimensionality of the data for whole, absent and attending groups. Results of the goodness-of-fit indices are as follows:

1. Whole group: S-B\(\chi^2\)(20) = 308.94, p < .001, RMSEA = .08 [90% CI = .07; .09], S-RMR = .02, CFI = .98, NNFI = .97.
2. Absent group: S-B\(\chi^2\)(20) = 219.012, p < .001, RMSEA = .08 [90% CI = .07; .09], S-RMR = .02, CFI = .97, NNFI = .96.
3. Attending group: S-B\(\chi^2\)(20) = 110.956, p < .001, RMSEA = .07 [90% CI = .06; .09], S-RMR = .02, CFI = .98, NNFI = .97

Due to the dependency on sample size S-B\(\chi^2\) tests were significant but all other fit indices provided good values. Also all of the factor loadings were above .60 (p < .05) and reliabilities are .70 (Nunnally, 1978), as shown in Table 2, which provided supporting evidence for unidimensionality. Thus the 8-item model constituted a single-factor baseline for invariance analyses between whole, absent and attending groups. Factors loadings were similar across two subgroups. In other words, the relationships between observed items and the latent variable that are assessed by 8 items were similar across groups.

Table 2. Standardized (Unstandardized) Factor Loadings for the Baseline Model in Whole, Absent and Attendant Groups

<table>
<thead>
<tr>
<th>Items</th>
<th>Whole</th>
<th>Absent</th>
<th>Attendant</th>
</tr>
</thead>
<tbody>
<tr>
<td>expectations</td>
<td>.93 (.100)</td>
<td>.91 (1.00)</td>
<td>.94 (1.00)</td>
</tr>
<tr>
<td>interest</td>
<td>.96 (.33)</td>
<td>.96 (.38)</td>
<td>.96 (.27)</td>
</tr>
<tr>
<td>participation</td>
<td>.93 (.28)</td>
<td>.92 (.27)</td>
<td>.93 (.26)</td>
</tr>
<tr>
<td>thinking</td>
<td>.95 (.23)</td>
<td>.94 (.28)</td>
<td>.96 (.16)</td>
</tr>
<tr>
<td>respect</td>
<td>.71 (.62)</td>
<td>.72 (.66)</td>
<td>.70 (.58)</td>
</tr>
<tr>
<td>overall</td>
<td>.91 (.14)</td>
<td>.92 (.28)</td>
<td>.89 (.18)</td>
</tr>
<tr>
<td>learned</td>
<td>.92 (.23)</td>
<td>.90 (.24)</td>
<td>.93 (.18)</td>
</tr>
<tr>
<td>exams</td>
<td>.89 (.12)</td>
<td>.87 (.16)</td>
<td>.90 (.06)</td>
</tr>
</tbody>
</table>

As shown in the Table 3, the baseline model was tested without any constraints across two groups to examine the configural invariance. The item *expectations* were used as reference item for fixing item loading (and intercept) since it was the most invariant (based on mean scores) item between two groups of classes. S-B\(\chi^2\) test was significant as expected, but all the other fit indices indicated that configural invariance held, suggesting equivalence of the baseline model with no insignificant parameters. Then weak invariance tests by imposing a constraint to fix all factor loadings across the groups. The model with fixed factor loadings had a significant result. Freeing the item *participation* resulted in a non-significant change between weak and configural invariance models. Full or partial strong invariance was not observed indicating the lack of invariant item intercepts between two groups. No further attempt was made to investigate strict invariance since previous invariance level did not hold.
Table 3. Results of Invariance Analysis

<table>
<thead>
<tr>
<th>Model comparison</th>
<th>S-By2</th>
<th>df</th>
<th>ΔS-By2</th>
<th>Δdf</th>
<th>RMSEA</th>
<th>S-RMR</th>
<th>CFI</th>
<th>NNFI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Configural</td>
<td>350.46*</td>
<td>48</td>
<td>-</td>
<td>-</td>
<td>.07 [.06;09]</td>
<td>.03</td>
<td>.97</td>
<td>.96</td>
</tr>
<tr>
<td>Weak</td>
<td>384.96*</td>
<td>55</td>
<td>2-1</td>
<td>7</td>
<td>.07 [.06;08]</td>
<td>.03</td>
<td>.97</td>
<td>.97</td>
</tr>
<tr>
<td>Weak-P</td>
<td>377.35*</td>
<td>54</td>
<td>3-1</td>
<td>6</td>
<td>.07 [.07;08]</td>
<td>.04</td>
<td>.97</td>
<td>.97</td>
</tr>
<tr>
<td>Strong</td>
<td>441.31*</td>
<td>63</td>
<td>4-3</td>
<td>9</td>
<td>.07 [.07;09]</td>
<td>.03</td>
<td>.97</td>
<td>.97</td>
</tr>
</tbody>
</table>

1 The item participation was freed. * p<.001.

Since the item intercepts were found to be different, their differences were calculated. Table 4 presents item intercepts for absent and attending groups. Since the item participation was freed when weak invariance was investigated, its intercepts were not calculated. All intercepts are smaller in absent group, except the item participation. Lower intercepts in absent group mean that this group had higher factor scores (instructional effectiveness) for the same rating. Or the same instructional quality is rated by absent students with lower scores. The non-zero differences indicated a bias on ratings between two groups.

Table 4. Differences between Item Intercepts

<table>
<thead>
<tr>
<th>Items</th>
<th>Difference*</th>
</tr>
</thead>
<tbody>
<tr>
<td>expectations</td>
<td>0.00</td>
</tr>
<tr>
<td>interest</td>
<td>0.51</td>
</tr>
<tr>
<td>thinking</td>
<td>0.55</td>
</tr>
<tr>
<td>respect</td>
<td>0.35</td>
</tr>
<tr>
<td>overall</td>
<td>0.02</td>
</tr>
<tr>
<td>learned</td>
<td>0.24</td>
</tr>
<tr>
<td>exams</td>
<td>0.42</td>
</tr>
</tbody>
</table>

* Interceptattended - Interceptabsent.

Having demonstrated a potential bias on student ratings due to absenteeism, a weighting approach was used to investigate the effect of the bias on raking of instructors. Figure 1 shows the histogram of percent changes in the ranks after the adjustment. The rate of instructors whose percentiles were not changed was 12.4% (n=257). Median of the percentage percentile changes after adjustment was .20%.
Rank of the twenty-five percent of instructors changed by a maximum of 0.05%, while the mean change was 0.20% for 50% of the instructors. Table 5 shows frequencies of instructors who stayed in their original percentiles after the adjustment. As can be seen in the table, only half of the top 1\textsuperscript{st} instructors with the highest student ratings stayed in the same percentile after the adjustment. Similarly, instructors who were at the 5\textsuperscript{th} and 10\textsuperscript{th} percentiles kept their original positions.

Table 5. Percent of Instructors who stayed at their Original Percentiles after the Adjustment

<table>
<thead>
<tr>
<th>Original Percentile</th>
<th>Percent of Instructors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1\textsuperscript{st}</td>
<td>50.0</td>
</tr>
<tr>
<td>5\textsuperscript{th}</td>
<td>63.5</td>
</tr>
<tr>
<td>10\textsuperscript{th}</td>
<td>73.0</td>
</tr>
<tr>
<td>20\textsuperscript{th}</td>
<td>18.8</td>
</tr>
<tr>
<td>30\textsuperscript{th}</td>
<td>2.5</td>
</tr>
<tr>
<td>40\textsuperscript{th}</td>
<td>4.7</td>
</tr>
<tr>
<td>50\textsuperscript{th}</td>
<td>8.3</td>
</tr>
<tr>
<td>60\textsuperscript{th}</td>
<td>18.5</td>
</tr>
<tr>
<td>70\textsuperscript{th}</td>
<td>19.3</td>
</tr>
<tr>
<td>80\textsuperscript{th}</td>
<td>29.6</td>
</tr>
<tr>
<td>90\textsuperscript{th}</td>
<td>71.0</td>
</tr>
</tbody>
</table>
Discussion

Results showed configural and partial weak invariance were observed between the two groups. Equality of factorial structure (configural invariance) indicated that both absenteeism groups have the same conceptualization for instructional performance. Also ratings have a common unit across attending and absent classes, as evidenced by invariant factor loadings except the item participation (weak invariance). The same amount of change in instructional performance results in the same amount change in student ratings in both groups of classes. This allows within-class comparisons of instructional performance. Thus instructors can use student ratings for feedback for their class without making comparisons among classes. As an exception, classes with absent students seemed to have a different level of importance for instructors’ ability to create in-class participation than attending students do. However, the failure to observe invariant factor intercepts indicated some source of variance in student ratings that is irrelevant to instructional performance due to absenteeism of students. In other words, means given in Table 1 do not indicate students’ true ratings, rather they are under the effect of bias.

The non-invariant factor intercepts between regularly attending students and those who are not pose a serious threat given students ratings are used in high-stake decisions. Between-class comparisons are not allowed due to the lack of a common point of origin. Closer examination of the intercepts revealed, unlike the instructors of classes which included regularly attending students, the instructors who teach classes with absent students seem to receive lower ratings for the same instructional performance, regardless of the reason for voluntarily or involuntarily absenteeism. On the other hand, instructors receive higher ratings from attending students’ classes.

Lower ratings from absent classes can be explained from different perspectives. First of all, it should be noted that this study did not discriminate between reasons of absenteeism. Still, it is possible to speculate on the relationship between absenteeism and ratings provided by students. Both of grading leniency and validity hypotheses seem to be plausible in explaining the effect of absenteeism on invariance of student ratings.

Absent students may be giving lower ratings since they receive/expect higher grades, if their reason for absenteeism is voluntarily or involuntarily. This explanation supports the grading leniency hypothesis, which states that instructors can either “buy” high ratings from students by giving them high grades (Langbein, 2008; McPherson & Jewell, 2007) or students with low expected/received grades may discredit instructors with giving them lower ratings, although these students are responsible for their low performance (Greenwald & Gillmore, 1997).

Another explanation for lower ratings for the same instructional quality by classes with absent students can also be the validity hypothesis, which states that high ratings are a result of effective instruction (Marsh & Roche, 2000; Spooren et al., 2013). In other words, when an instructor delivers a good instruction, she or he can expect higher ratings. If absent students start missing classes due to instructional performance, they could be expected to give lower ratings due to their negative opinions about instructional performance in those classes. On the other hand, classes with regularly attending students expect more from instructors. For such classes, seeing quality instructional material, assessment items, clear organization, presentation skills, etc. are closely associated with high instructional performance, and in turn, high ratings. This explanation is in agreement with what was reported by Lopez-Bonilla and Lopez-Bonilla (2015). They found that teaching style is the one of the strongest predictor of absenteeism. On the other hand, Moore, Armstrong, and Pearson (2008) stated that absenteeism may be proximity for student conscientiousness and diligence. Such motivated students are expected to attend classes more frequently. However, Durden and Ellis (2003) stated that motivation is separate factor from absenteeism. Similarly, Romer (1993) and Stanca (2004) investigate the relationship between attendance and attainment and found a significant relationship even after controlling for student motivation, ability, effort and motivation.

Whatever the reason is, instructors of classes with absent students receive systematically lower ratings than classes with regularly attending students. In this respect, this study reported supporting findings to the literature. Martin et al. (2013) found that absenteeism is associated with low student ratings, reporting that absent students gave significantly lower ratings than regular students. Similar findings were also reported by Berger and Schleuöner (2003) and Babad, Ikevson, and Yelinek (2008). These studies implicitly assumed that student ratings were invariant scale properties.

Students who do not value believe in the importance of attending in the courses in order to be successful become absent more frequently. These students may be informed about the evaluation process and motivated to be actively participate into rating sessions (Stalmeijer et al. 2016). Although it might be beneficial to help student
understand importance of attendance in achievement, this might not be enough. Instructors should also try to create classroom environments that can attract students. Moore et al. (2008) stated that increasingly though, the perceived value, impact and quality of the lecture experience, however that lecture is delivered, are likely to be central and important issues that influence the decision by students to attend and engage. However, for involuntarily absenteeism, institutional mechanisms could be employed such as remedial courses, etc. or students may be encouraged to take class another semester.

One might argue that items showing bias should be removed from the list of items to eliminate the effect of absenteeism. However in this study, all items were found to be biased. Thus correction methods should be considered. After statistical correction, only half of the instructors in the top 1st percentile kept their positions in the same percentile. However remaining instructors showed significantly larger deviations from their original ranking. When the top 10th percentile was considered, most of the instructors stayed in the same percentile. In general, instructors in the middle percentiles were affected mostly by adjustment. These findings imply that high-stake decisions about the instructors at the top percentile may be erroneous.

Limited comparison opportunity between instructors who teach students who fully attend classes and those who do not was also in parallel with findings reported by Berger and Schleußner (2003), Babad, Ickson and Yelinek (2008), and Wolbring (2012). Collecting student ratings at earlier stages of the courses may be helpful in lessening the bias due to learning levels. There are some older studies reporting relationships between the ratings collected at the mid-semester and end of the semester (Costin, 1968; Kohlan, 1973). Or implementing student ratings more than once in a semester may be a solution.

Given the relationship between achievement and absenteeism, one might also argue that strict attendance policies by higher education institutions may be considered instead of statistical control of absenteeism. However, results reported in the literature as to relationship between attendance and achievement showed that these policies are not able to eliminate the effect of absenteeism (Ladwig & Luke, 2013). Thus it seems inevitable to control for the influence of absenteeism on student ratings.

It is acknowledged that this study has some limitations. Use of binary split for absenteeism is a problem. However, data availability limited the researcher. Moreover, use of self-reported absenteeism might not provide a complete picture of absenteeism. In this study, students were informed about anonymity of student ratings, but they might still have feared negative consequences. a study to include (i) the relationship between achievement and absenteeism and (ii) reasons of absenteeism might help depict a more complete picture.

In summary, absenteeism creates non-invariant scale properties for student ratings. The results indicated that naively assuming that student ratings are comparable among group may have serious implications and comparison of instructors who teach classes with varying levels of absenteeism may not be fair. Thus student ratings should not be considered sole indicator of instructional performance due to its absenteeism-based bias. Ratings may not reflect true performance of instructors. Use of student ratings should be supported by other means of assessing instructional performance such as committees of experts, peer evaluation, self-evaluation, students’ grades, etc.
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