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Integrated detection techniques that can characterize the morphological properties of cells are needed for the widespread use of lab-on-a-chip technology. Herein, we establish a theoretical and experimental framework to use resonant microwave sensors in their higher order modes so that the morphological properties of analytes inside a microfluidic channel can be obtained electronically. We built a phase-locked loop system that can track the first two modes of a microstrip line resonator to detect the size and location of microdroplets and cells passing through embedded microfluidic channels. The attained resolution, expressed in terms of Allan deviation at the response time, is as small as $2 \times 10^{-8}$ for both modes. Additionally, simulations were performed to show that sensing with higher order modes can yield the geometrical volume, effective permittivity, two-dimensional extent, and the orientation of analytes. The framework presented here makes it possible to develop a novel type of microscope that operates at the microwave band, i.e., a radar for cells.

Introduction

Microfluidics holds immense potential for developing low-cost, compact, and disposable devices. Progress in this field has been enabled by innovations in soft lithography,1,2 on-chip integration,3 and microdroplet manipulation4 technologies. Although microfluidic chips have small form factors, optical microscopy is usually required when working with microfluidic systems, e.g., for obtaining the morphological properties of the cells that are being studied. Unfortunately, such reliance on optical microscopy has been one of the major roadblocks5–9 limiting the widespread use of microfluidic devices because of size, portability, and cost issues.

Therefore, it is vitally important to develop new detection and imaging techniques that are compact and low-cost, yet rich in sensory data. In this regard, electronic sensing techniques offer inherent advantages in terms of cost and integrability.10,11 Microwave resonant sensors, in particular, possess some unique properties since electromagnetic sensing is not limited by Debye screening at microwave frequencies.12 Microwave sensors can be fabricated conveniently and their resonance frequencies can be tracked very accurately. In addition, these sensors are sufficiently sensitive to detect individual cells,13 and their cost can be lowered substantially by using customized components.14

To date, experiments with resonant microwave sensors have focused on detecting capacitive changes, which yields the electrical properties of the analytes. Herein, we show that the morphological properties of analytes, in addition to their electrical properties, can be extracted from the very same sensors if a latent resource is utilized, i.e., the higher-order modes of a microwave resonant sensor. Little attention has been paid to the use of higher-order modes in the context of microwave sensors in microfluidics; in contrast, such techniques have advanced the capabilities of micro- and nanomechanical sensors substantially. For instance, multimode mechanical sensors have been used to locate microparticles,15 weigh single molecules in real time,16 measure the mass and stiffness of analytes simultaneously,17 weigh neutral nanoparticles,18 decouple the effects of multiple particles on the same sensor,19 and obtain spatial information to form an inertial image.20 These accomplishments have been enabled by multimode techniques in the mechanical domain, but there have been no counterparts in the domain of electromagnetic sensors.

Herein, we demonstrate how multimode sensing can be implemented with electromagnetic sensors operating in the microwave band.

Microwave sensors can detect analytes passing through a nearby microfluidic channel (Fig. 1). As an analyte enters the measurement region, it induces frequency shifts in all modes, and the shift in each mode depends on the spatial overlap between the shape of the analyte and the eigenvector of the particular mode (i.e. the mode shape). If frequency shifts from
multiple modes can be measured, then the locations, sizes, and shapes of analytes can be obtained by using the framework presented in this paper. Once this information becomes available, global shape features can be extracted readily, such as geometric or Zernike moments. Then, these global features can be used for cell classification tasks and to construct quantitative images of analytes.

Microwave resonators can be used as effective sensors for concentration and particle detection. These sensors are usually characterized with a network analyzer where the frequency and the linewidth of the resonance can be monitored. To obtain narrower linewidths, active feedback mechanisms can be used to improve sensitivity. In our system, a network analyzer is not used except for the initial characterization; rather, a dedicated system was constructed to track the resonance frequencies of the first two modes simultaneously and in real-time (Fig. 2). This system is composed of two digitally-controlled signal generators and two lock-in amplifiers. Each half of the circuit is a microwave interferometer. With this circuitry, we simultaneously tracked the first two modes of a microstrip line resonator by using two parallel phase-locked loop (PLL) circuits in real-time. Typical frequencies of sensors used in the experiments (when the microfluidic channels are filled with DI water) are 1.49 GHz for the first mode and 2.97 GHz for the second mode, whereas the quality factors are 54 and 48 for the first and second modes, respectively.

The microstrip line resonator extends over and probes several microfluidics channels (Fig. 3). As the microdroplets passed through the different channels, we measured the induced frequency shifts in both modes.

These frequency shifts were used to calculate the location of each droplet as well as its electrical volume (defined as the volume integral of the permittivity distribution). Later, two-mode sensors were used to detect individual HeLa and MDA-MB-157 cells and obtain the size spectra of the samples.

To simulate four-mode measurements, finite element method (FEM) analyses were performed, which enabled the determination of the geometric volume and effective permittivity of the analytes. With the framework presented here, it is possible to obtain all-electronic images of the analytes at microwave frequencies.

Results and discussion

In dielectric impedance sensing, a small particle passing through a channel modulates the effective permittivity of the resonator and induces a shift in the resonance frequency of the mode:

\[ \frac{\Delta f_n}{f_n} = \frac{1}{Y_0} \int \frac{\Delta \varepsilon(r) E_n^2(r) d^3r}{\varepsilon(r) E_n^2 + \mu(r) H_n^2} \]

where \( f_n \) is the original resonance frequency of the mode, \( \Delta f_n \) is the change in the resonance frequency (i.e., the signal used for sensing), \( \varepsilon \) is the dielectric constant of the medium, \( \mu \) is the permeability of the medium, \( E_n \) is the electrical field, \( H_n \) is the magnetic field for the nth mode, and \( \Delta \varepsilon \) is the change in the dielectric constant of the region occupied by the particle as calculated by the Maxwell Garnett approach. If the permittivities of the host medium and the particle are close to each other, then \( \Delta \varepsilon \approx \varepsilon_{\text{particle}} - \varepsilon_{\text{host}} \) as expected; however, if
the permittivity values are significantly different, then the Clausius–Mossotti factor can be used for full accuracy.

We defined the left-hand side of the equation above as the fractional frequency shift \( \delta f_n = \frac{\Delta f_n}{f_n} \). Also, we noted that the denominator of the right-hand side of the equation is the total energy stored in the resonator, \( E_{\text{res}} \), and used the harmonic oscillator property \( \left( \int \epsilon \nabla E_n^2 \, d^3r \right) = \left( \int \mu \nabla H_n^2 \, d^3r \right) \) at resonance. Then, the equation can be written as:

\[
\delta f_n = -\frac{\int \epsilon \nabla \phi_n^2 \nabla \phi_n \, d^3r}{2V_n}
\]

where \( V_n \) is the effective electrical volume of the mode:

\[
V_n = \int c(r) \phi_n^2 \, d^3r.
\]

In the expression, the overall strength of the electric field \( E_n \) drops out.

Using this equation as a starting point, the spatial properties of the permittivity distribution function of a particle \( \Delta \epsilon(r) \) can be probed. To demonstrate how information about \( \Delta \epsilon(r) \) can be extracted in a model platform, we fabricated a microstrip line resonator with microfluidic channels buried underneath (Fig. 3). Microstrip line resonators are used commonly as microwave sensors because they can be fabricated with a planar process. The microstrip line resonator in the experiments was electrically shorted on both sides and has a total length of 69 mm. In the experiments, the first two modes of the microstrip line were tracked continuously.

The microfluidic portion of the device was fabricated using soft lithography. Two input ports (water/oil) were used to generate water microdroplets in a continuous flow of oil (Fig. 3). These water microdroplets are used commonly as microwave sensors because they can be fabricated with a planar process. The microstrip line resonator in the experiments was electrically shorted on both sides and has a total length of 69 mm. In the experiments, the first two modes of the microstrip line were tracked continuously.

For a given platform, the electrical volume of the modes \( V_n \) can be calculated, thereby leaving two unknowns for the problem \( (n, x) \) and two equations. If the electromagnetic resonator is designed such that \( \left( \frac{\phi_n(x)}{\phi_n(x)} \right)^2 \) is an invertible function, then these equations can be solved, and the position of the particle can be determined.

Considering the device shown in Fig. 3, in which the microfluidic channels flow directly below the signal path of the microstrip line, the droplets passing through different channels will generate different frequency shifts in both modes. The frequency shift for each mode is proportional to the square of the local electric field \( E_n^2(r) \) for that mode, as shown in eqn (2) and (3) above. The electric field only has a \( z \)-component directly underneath the microstrip line, so fringing fields can be neglected in the active region, \( \text{i.e.}, E(r) = E(\hat{z}) \). The electric field will have only a slight variation in the \( y \)- and \( z \)-directions because the microfluidic channel has a miniscule cross-sectional area. In this case, we can express the \( n \)th mode of the electric field as:

\[
E_n(r) = A_n \phi_n(x) \hat{z}
\]

where \( A_n \) is the modal amplitude, and \( \phi_n(x) \) is the mode shape function for the resonator. For a microstrip line terminated with shorts at both ends, this function can be expressed as:

\[
\phi_n(x) = \sin(\pi x)
\]

where the spatial coordinate of \( x \) is normalized with respect to the length of the microstrip line, \( L \). The frequency shift caused by a particle with an excess dielectric volume \( (\nu) \) can be calculated as:

\[
\delta f_n = -\frac{\nu}{2V_n} \sin^2(n\pi x)
\]
By using the first two modes and restricting the analysis to the first half of the sensor \((0 < x < 0.5)\), we obtain:

\[
x = \frac{1}{\pi} \arccos \left( \frac{\delta f_2}{4 \delta f_1} \right)
\]  

(4)

After the location is known, then the (excess) electrical volume of the analyte also can be determined by using position information, \(x_i\), in either modal eqn (2) or (3). One of the hallmarks of two-mode detection is that, when the frequency shift data points are scattered on the two-dimensional plane defined by \(\delta f_1\) and \(\delta f_2\), each position contour \((i.e., \text{the curve on which the value of } x \text{ is constant})\) is a straight line that passes through the origin. The slope of this line changes for different position values, as was shown earlier using single-molecule nanomechanical sensors.\(^\text{16}\) To track the resonance frequencies of the microwave sensor, a PLL circuit was used for each mode (Fig. 4(a)). In the PLL circuit, the output frequency of a voltage-controlled oscillator (VCO) is updated for each mode (Fig. 4(a)). The phase of the microwave resonator is adjusted to \(\phi_i\) at resonance, and any deviation from the \(\phi_i\) phase produces an error signal that is used in a proportional-integrative (PI) feedback loop to update the frequency of the VCO. In this way, the VCO tracks the resonance frequency of the microwave sensor.

To track two resonance modes simultaneously, two PLLs were multiplexed using standard microwave components (Fig. 2). First, we used water microdroplets that were generated in an oil flow as analytes. As each analyte passed under the microstrip line, it caused clearly visible frequency shifts in both modes as detected by our measurement circuitry (Fig. 4(b)).

The data for the two-mode frequency shift can be represented in the 2D plane formed by the frequency shifts for both modes (Fig. 5). As shown in eqn (4), the ratio between the frequency shift of the second mode to that of the first mode determines the location of the droplet. This means that the contours for the position in the 2D frequency-shift plane consist of lines that pass through the origin\(^\text{16}\) (Fig. 5, inset).

Remarkably, the scatter plots for the shifts in the experimental frequency clearly show four distinct bands, with each one corresponding to a different channel through which droplets can pass; the channels are labeled A, B, C, and D in the scatter plot in Fig. 5, in the image of the device in Fig. 3c, and in the PLL data shown in Fig. 4b.

Independent measurements of the same droplets with a microscope confirmed that the classification based on the frequency shifts agreed with the actual path of the droplets. Using a single electronic line, we successfully assigned the channel for each droplet. More importantly, position measurements – the first step for spatial resolution – were accomplished with a two-mode technique.

The 2D scatter plot provides information about the locations of the droplets and about their sizes. The size of each analyte can be quantified using the excess electrical volume, which is defined as the geometrical volume of the analyte multiplied by the difference between the dielectric constants of the analyte and the medium. The contours for a constant electrical volume are shown in the inset of Fig. 5, as well. The experimental data in the scatter plot indicate that the droplets were close in size, as expected. To obtain a more quantitative spectrum, the data can be projected into electrical volume and position dimensions. The resulting histogram (Fig. 6a) for electrical volume indicates a sharp peak, reflecting the almost monodisperse nature of the droplets produced in the system. This sharp histogram is also significant because the resonant measurements at different locations can be combined to yield the same value for the electrical volume. In addition, the histogram for the droplet

---

**Fig. 4**  
(a) Measurement system for each mode used is based on phase-locked loops. A voltage controlled oscillator (VCO) excites the microwave resonator, which produces a phase shift \(\phi_\text{out}\) at the output. When the phase of the resonator deviates from the reference phase \(\phi_\text{ref}\), the resulting error signal, \(e\), is used by the integrative \((K_i)\) and proportional \((K_p)\) feedback systems to produce a correction signal, \(\Delta \omega\), to keep the VCO frequency at the microwave resonator frequency. (b) Two-mode frequency shifts due to droplet passage measured by two parallel PLLs; the orange trace shows the first mode, and the blue trace shows the second mode. The offset frequencies of \(f_1 = 1.4245\) GHz and \(f_2 = 2.8870\) GHz are subtracted for clarity. Depending on the channel (A, B, C or D) of the droplet, the ratio between the frequency shifts changes; for instance, droplets passing through channel D, which is near the center of the strip line, induce almost no frequency shift in the second mode since it has a node at the center of the resonator.
positions also can be obtained (Fig. 6b). The resulting positions in the histogram agree with the actual locations of the channels in the device within the $2\sigma$ error level. As is evident from the figure, the classification of the droplet channels clearly was accomplished, and position information was obtained electronically.

After the two-mode technique was established, the same sensors were used to measure HeLa and MDA-MB-157 cell lines. The electrical volumes of both cell lines are much smaller than those of the microdroplets measured earlier. Despite the large difference in electrical volumes, the multimode microwave sensors successfully detected the passage of individual HeLa and MDA-MB-157 cells in a physiological buffer (Fig. 7a and b). Two-mode measurements increased the confidence levels for detecting the cells since both modes respond simultaneously. By using the two-mode frequency shifts, electrical volume histograms for the ensemble of HeLa and MDA-MB-157 cells were obtained (Fig. 7c).

The resulting histogram for the HeLa cells indicated that their electrical size was about two orders of magnitude smaller than the microdroplets that we measured before. For the HeLa cell line, the excess electrical volume of individual cells is measured to be $15.2 \times 10^{-7} (\sigma = 8.4 \times 10^{-7})$ whereas the electrical volume for individual MDA-MB-157 cells is measured to be $1.97 \times 10^{-6} (\sigma = 8.4 \times 10^{-7})$. This indicates an (excess) electrical volume ratio of 2.6 or (excess) size ratio of 1.4. Previously, the presence of a microdroplet in a channel increased the fluidic resistance of the channel significantly and caused an almost equal distribution of the droplets into the channels. This dynamic effect is insignificant for the case of cells which are much smaller than the dimensions of the channel. Thus, it was observed through independent microscopy studies that most of the cells followed the path(s) of least resistance. The position histogram of both cells also supported this conclusion, even though the resolution of the position in this case was degraded due to the lower signal-to-noise ratio for single cell measurements, as expected. To demonstrate positional sensitivity at the single-cell level, we took advantage of the complementary set of channels fabricated on the same device. The input/output ports can be configured to activate the set of channels in either half of the device. In this way, the channels that exhibit the least resistance to the flow of cells can be modified. With this modification, a clear difference between the positional information for each cell lines have emerged (ESI† section 9). The results represented in the frequency plane or in the position histograms show a clear distinction between the central channel where MDA cells pass and peripheral channels where HeLa cells pass. These results show that label-free cytometry and size-based characterization of cells are possible.

We performed FEM simulations and additional experiments using PCBs with drilled holes and a different microfluidic device (ESI† sections 1–3). All of the results indicated that the aforementioned formula could be used to correctly calculate the positions of the particles. The location of the particles and the detection of the electrical volume are substantial advancements, i.e., the location of a particle throughout a microfluidic channel can be determined without a
microscope or multiplexed sensor arrays. By using only one electrical signal line and two modes, we were able to infer the location of the particle in real time. In this manner, the trajectory and speed of a particle also can be determined in real-time along the channel. With one-mode sensing, the trajectory of a particle can be determined only after the particle has passed through the middle point, where the maximal value of the frequency shift is used as an indicator. With capacitive sensing, the location of the particle can be determined when the particle is in close proximity with the capacitive electrode. With the two-mode technique, however, the location of the particle is known at any moment. Therefore, accurate position and velocity measurements in applications, such as transit time experiments or the real-time feedback control of particle locations, can be accomplished without a microscope-based imaging system. More importantly, this work represents the first demonstration of microfluidic microwave sensors with inherent position sensitivity through the device.

Sizing analytes and determining the relative permittivity

When the dimensions of the particle are significant compared to the length of the resonator, the point-particle assumption becomes less accurate and the integral eqn (1) should be used. To measure the characteristics of the analyte, multiple modes need to be used. In this case, the electrical and spatial parameters of the analytes can be obtained using the corresponding equation for each of the modes that are being tracked. The information from different modes can be used if a suitable linear transformation can be formed, as was shown for mechanical systems before. By using the frequency shifts calculated above, relevant electrical and spatial information can be obtained. In this case, information is extracted as the expected value of a selected target function, \( g(r) \). We can merge frequency shifts (\( \delta f_n \)) from different modes by forming a special weighted superposition:

\[
\sum_{n=1}^{N} \alpha_{n} \delta f_n = \frac{1}{\Omega_{\text{res}}} \int_{V_{r}} \Delta \varepsilon(r) \frac{g(r)}{d^3 r} = \left( g(r) \right)
\]

By using an algorithm to determine the optimal values for \( \alpha_{n} \), we can obtain the expected value of the target function \( g(r) \), which can be picked so that it is a spatial parameter of the analyte:

\[
- \sum_{n=1}^{N} \alpha_{n} \delta f_n = \frac{1}{\Omega_{\text{res}}} \int_{V_{r}} \Delta \varepsilon(r) g(r) \frac{d^3 r}{d^3 r} = \frac{1}{\Omega_{\text{res}}} \int_{V_{r}} \Delta \varepsilon(r) \frac{d^3 r}{d^3 r} = \frac{\Omega_{\text{particle}}}{\Omega_{\text{res}}}
\]

For instance, if the \( \alpha_{n} \) values are selected in such a way that the target function \( g(r) \) is equal to the unity function, then the total dielectric volume of the particle can be obtained:

\[
- \sum_{n=1}^{N} \alpha_{n} \delta f_n = \frac{1}{\Omega_{\text{res}}} \int_{V_{r}} \Delta \varepsilon(r) \frac{d^3 r}{d^3 r} = \frac{1}{\Omega_{\text{res}}} \int_{V_{r}} \Delta \varepsilon(r) \frac{d^3 r}{d^3 r} = \frac{\Omega_{\text{particle}}}{\Omega_{\text{res}}}
\]

Therefore, the electrical volume of the particle can be calculated as:

\[
\Omega_{\text{particle}} = \Omega_{\text{res}} \times \sum_{n=1}^{N} \alpha_{n} \delta f_n
\]

where the quantities on the right-hand side are known. They can either be calculated using Maxwell’s equations (\( \Omega_{\text{res}} \), the electrical volume of the resonator), measured in the experiments (\( \delta f_n \), frequency shift of each mode), or adjusted by the user through an algorithm detailed below and in the literature (\( \alpha_{n} \), weight coefficients).

After the electrical volume, \( \Omega_{\text{particle}} \), is obtained, it can be used to normalize the permittivity distribution, \( \Delta \varepsilon(r) \), so that the normalized quantity works as the probability density function (pdf) or particle size distribution (psd) of the particle:

\[
\text{pdf}(r) = \frac{\Delta \varepsilon(r)}{\Omega_{\text{particle}}}
\]

A different selection of coefficients, \( \beta_{m} \), will generate a different target function; for instance, picking \( g(r) = x \) and normalizing the entire expression with \( \Omega_{\text{res}} \) will yield the mean position of the particle \( <x> \):

![Fig. 7 Measurements on HeLa and MDA-MB-157 cells: two mode PLL data showing the entrance and exit of (a) single HeLa and (b) single MDA-MB-157 cells into the active sensing region; (c) the electrical volume for the HeLa and MDA-MB-157 cell lines each showed a dominantly mono-dispersed size population.](image)
The first $N$ moments to imaging can be used to calculate a specific moment of the particle’s shape. An ensemble of 100 Monte Carlo particles was generated and analyzed in this way. In most of the cases, the measured values (through the inertial imaging algorithm) overlapped with the actual values. The first 15 particles of the ensemble are illustrated in Fig. 8a. After the geometric size was determined, it was combined with the electrical volume measurements to obtain the effective permittivity of the particle. For the Monte Carlo simulations, the actual and calculated permittivity values for the particles are shown in Fig. 8b. Detailed statistics for the performance of the algorithm are presented in the Methods section. The higher-order modes of the microwave resonator can be incorporated with the same technique\textsuperscript{20} to obtain the higher-order moments and, eventually, the image of an analyte. Additional Monte Carlo simulations were performed to obtain the 2D size, length, width, and orientation of rectangular particles using 2D resonators (Fig. 8c). In this case, the first sixteen modes of a 2D electromagnetic resonator were used. The 2D resonator is modelled as a cavity resonator with a 1.5:1 aspect ratio along the $x$-$y$ directions used for sensing. In the simulations, all four edges along the resonator are shorted to the ground. The results (Fig. 8d) showed that the 2D algorithm can determine these values successfully including the orientation of the particle with respect to the resonator.

Moments to imaging

After an adequate number of moments have been acquired, this information is used to reconstruct the shape, i.e., the image of the analyte. Regular moments of the distribution can be used to reverse calculate the distribution (i.e., shape) of the analyte through the Hausdorff procedure\textsuperscript{36,37} or maximum entropy image reconstruction.\textsuperscript{38,39} To demonstrate the calculation of the geometric size (as opposed to the electrical volume, which depends on the electrical permittivity of the analyte), we performed Monte Carlo simulations in MATLAB, where the location, size, and permittivity of the particles were assigned randomly. The frequency shifts in the first four modes of a microwave resonator were generated using eqn (1), and then they were processed via the selection of appropriate values of weights using the approach described above. The electrical volume, location, and variance of the particle were calculated. Then, the variance values were converted into sizes by assuming that the particle had a uniform, prismatic shape.

\[
\frac{1}{\Omega_{\text{res}}} \sum_{n=1}^{N} \beta_f \delta f_n = \frac{1}{\Omega_{\text{res}}} \int_{V_{\text{res}}} \frac{\Delta c(r) g(r)}{x} d^3r = \frac{\Omega_{\text{particle}}}{\Omega_{\text{res}}} \int_{V_{\text{res}}} \rho_{\text{pdf}}(r) x d^3r = \frac{\Omega_{\text{particle}}}{\Omega_{\text{res}}} \langle x \rangle
\]

To obtain a proxy for the size of the particle, the standard deviation and the variance of the electrical volume can be used by constructing the superposition $g(r) = (x - \langle x \rangle)^2$. Note that the value of the position is obtained by using the same set of measured frequency shifts, $\delta f_n$; we are merely changing how the superposition is formed by changing $\alpha_n$ weights. In this way, higher order moments also can be calculated. This is not a free resource however; if $N$ modes are measured, then $N$ pieces of independent information (e.g., the first $N$ moments or, alternatively, $N$ Legendre moments of particle’s shape) can be obtained.

To obtain the target function $g(r)$, there is an optimal (thus unique) choice for the $\alpha_n$ coefficients, which is:\textsuperscript{20}

\[
\alpha_n = T_{mn}^{-1} b_m
\]

where $T_{mn}$ is the overlap integral between the responsivities of the modes, i.e.:

\[
T_{mn} = \int_{\Omega} E_n^{\ast} (r) E_m (r) d^3r
\]

and $b_m$ is the overlap integral between the responsivity and the target function, i.e.:

\[
b_m = \int_{\Omega} g(r) E_m^{\ast} (r) d^3r
\]

By evaluating these overlap integrals, one can choose suitable $\alpha_n$ coefficients to construct a superposition integral that can be used to calculate a specific moment of the particle’s shape.

Fig. 8 Size, permittivity and orientation determination using higher-order modes: (a) electrical volume, position, and size for the simulated (measured) particles are shown in black (red). (b) By dividing the electrical volume of the particle by the geometrical size, the effective permittivity of each particle used in the Monte Carlo simulations was determined correctly; the blue bars show the simulated values, and the yellow bars show the calculated results; (c) two-dimensional imaging model with a particle of dimensions ($L$,$w$) and orientation angle $\theta$ with respect to the resonator; (d) Monte Carlo simulation results showing actual (green) and calculated (red) shapes of the particles using 2D microwave sensors.
Noise analysis

As is evident from the simulation results, spatial properties significantly less than the wavelengths of the modes can be extracted, since the multimode superposition technique is not limited by diffraction effects. In the experiments which required a large dynamic range, spatial resolution usually was limited by the frequency noise. Different PLL parameters are used for the droplet and cell sensing. For the larger microdroplet experiments, the PLL parameters chosen allowed for an Allan deviation of $5 \times 10^{-7}$, whereas $2 \times 10^{-8}$ for both modes were obtained during the cell measurements for PLL response times of approximately 400 ms (ESI† section 8).

The uncertainty in measured parameters such as electrical volume and position is determined by the frequency noise in the experiments. Detailed noise analyses are provided in the supplementary information of ref. 16 and 20. Here we provide a simplified analysis that relates the positional uncertainty to frequency noise of the modes used. Eqn (4) shows the functional relationship between position ($x$) and the frequency shifts ($\delta f_1$, $\delta f_2$) which we rewrite in the simplified form $x = g(\delta f_1, \delta f_2)$. Using the formula that relates the variance of multiple random variables to their functions, we can write:

$$\sigma_x^2 = \frac{\partial g}{\partial \delta f_1} \sigma_{\delta f_1}^2 + \frac{\partial g}{\partial \delta f_2} \sigma_{\delta f_2}^2 + \frac{\partial g}{\partial \delta f_1} \frac{\partial g}{\partial \delta f_2} \rho \sigma_{\delta f_1} \sigma_{\delta f_2},$$

where $\sigma_{\delta f_1}$ and $\sigma_{\delta f_2}$ show the Allan deviation of the first and second modes and $\rho$ shows the correlation coefficient between the two modes ($-1 < \rho < 1$). By using the measured Allan deviations ($5 \times 10^{-7}$ for droplet detection experiments) and eqn (4), we can calculate the variance and standard deviation in each position measurement. The mean value for the position measurements yields $<\sigma_x> = 0.0056$ in the normalized length. Since the length of the resonator is about 69 mm, two-sigma corresponds to 0.77 mm.

On the other hand, we can calculate the noise statistics of the measured $x$ values directly from the histogram. For each channel, the standard deviation of $x$ is measured and a mean value is obtained by calculating the weighted-average. The standard deviation for the position measured in this way is $<\sigma_x> = 0.0086$, reasonably close to the value calculated by using the frequency noise. The two-sigma positional uncertainty calculated in this way is 1.15 mm.

Methods

Device fabrication

All of the microfluidic devices reported in this manuscript are fabricated with the same procedure. The first step is to prepare the microchannel mold; SU-8 is spin coated on a 4 inch silicon wafer. As an adhesive layer, spin coated HMDS is used. The microchannel pattern is transferred to SU-8 via photolithography. After development, exposed parts of SU-8 are left on the wafer, forming an open mold with the channel pattern embossed on the surface of the wafer. Later, PDMS is mixed with a curing agent with a mass ratio of 10 to 1 and the air bubbles are removed from the mixture using a low pressure chamber, forcing the air bubbles to burst. A clean PDMS mixture is poured onto the mold inside a Petri dish and air bubbles are once again purged before placing it in an oven, preheated to 80 °C. After 1 hour, the mold is taken out of the oven and cooled down to room temperature in approximately 10 minutes. PDMS is cut in a rectangular shape and gently peeled off and microfluidic port holes are punched out wherever necessary.

The PDMS layer has microchannel features etched on one side and is plasma bonded on another flat surface in order to form microchannels. A copper plate with 500 μm thickness is cut into a rectangle with desired dimensions, polished and coated with a thin layer of the PDMS mixture. It is kept inside the oven for ~24 hours at 80 °C. After it is cooled down to room temperature, it is placed inside an oxygen plasma chamber alongside the microchannel carrying PDMS. After 40 seconds, surfaces exposed to the plasma are activated. The microchannel carrying surface is carefully aligned with the PDMS coated copper plate and stuck together by hand. Afterwards, a copper microstrip is fabricated out of the same copper plate with 500 μm thickness. The copper plate is carefully sliced with guillotine shears, forming a rectangular cable with constant width along its length. The microstrip is attached to the device by using a layer of the PDMS mixture as adhesive and put into an oven for 45 minutes. Afterwards, the ends of the microstrip are bent down as they reach the bottom plate and SMA ports are soldered to the ends of the microstrip. The bottom plate is grounded to the SMA ports. Lastly, microfluidic ports are placed and sealed with epoxy. Media used for both cells were very similar in composition. The medium for HeLa cells is composed of DMEM (low glucose without L-glutamine), 10% FBS, 1% L-glutamine and 0.5% pen/strep antibiotic. The medium for MDA-MB-157 cells is composed of DMEM (low glucose without L-glutamine), 10% FBS, 1% NEAA and 1% pen/strep. No significant differences were observed in the resonance frequency of the sensors between the electrical responses of these media.

Monte Carlo simulations for geometric size and effective permittivity

For the Monte Carlo simulations in MATLAB, an ensemble of 100 particles is generated with different position, size and electrical volume values. Since the ratio of electrical volume to the geometric size defines an effective electrical permittivity, the particles also differ in terms of permittivity which is recovered by the inertial imaging technique. The position for each particle was randomly assigned to be between 0.20 and 0.45 of the device length. The (geometric) size of each particle was randomly assigned between $3.46 \times 10^{-3}$ and $3.46 \times 10^{-2}$ (i.e. the standard deviation for the distribution had a range between $10^{-3}$ and $10^{-2}$ of the device length). For electrical volume of the particle, a range of $10^{-3}$ to $10^{-2}$ was used.
For each particle, the frequency shifts in the first four ideal modes of a microstrip line was simulated in Matlab using eqn (1) of the main text. These simulated frequency shifts are then processed with the inertial imaging algorithm to recover the electrical volume, position and size of the particles. Two iterations are used and the resolution is increased by the adaptive fitting protocol. Mass error is calculated to be $8 \times 10^{-9}$ reported as the rms of fractional mass error between calculated and actual values. Position error is $1 \times 10^{-8}$ reported in terms of the fraction of the microstrip line length. Such small error values are expected due to the adaptive fitting procedure which dramatically reduces fitting errors as the measurement zone is shrunk iteratively. Also, the frequency noise effects, which degrade any real measurement, are avoided in the simulated frequency shifts. The size in standard deviation is $2 \times 10^{-3}$ again reported as the fraction of the microstrip line length. The effective permittivity of each particle is calculated by dividing the calculated values for the electrical volume to the size of each particle.

Conclusions

We showed how multimode sensing techniques, originating from the mechanical domain, can be tailored for the electromagnetic domain by designing a suitable test platform, performing simulations, and conducting two-mode, frequency-shift experiments with a microfluidic device. Unlike capacitance-based sensing, where multiple capacitive electrodes must be fabricated and characterized, the proposed technique only uses a single electrode by multiplexing the electronic frequencies. As previously demonstrated, the resolution of the main approach (inertial imaging) is not limited by the wavelength of the resonance mode that is used (because this is not a far-field technique). However, it is limited by the signal-to-noise ratio of the frequency shifts. In fact, the two modes used in our experiments have wavelengths of 138 mm and 69 mm. So applying the Abbe limit, one can expect at best 34.5 mm of spatial resolution for far-field imaging. However, as shown in the Noise analysis section, we can achieve a sub-wavelength limit of 1.19 mm with our technique which is almost one-and-a-half order-of-magnitude smaller than the far-field limit. And the expected theoretical resolution (0.77 mm) from the frequency noise agrees with the observed resolution.

Detailed information about the spatial properties of analytes, such as their position, size, and skewness, can be obtained using higher-order electromagnetic modes. After these spatial parameters have been obtained, they can be used to reconstruct the image of an analyte passing through a microfluidic channel. In this method, images are constructed from the global image features (such as geometrical or Zernike moments) rather than local information represented as pixels.

Imaging cells using the multimode technique provides two other remarkable advantages. First, image features (such as geometrical or Zernike moments) can be calculated with minimal processing of data; in contrast, significant computational power is required to extract them from pixelated images. Second, the difference in the contrast between biological materials and the surrounding water is very large at the microwave band (the relative permittivity of proteins vs. water is 4–6 vs. 80 near 1 GHz); however, at optical frequencies, the indices of refraction for biological material and water are almost identical, resulting in lower inherent contrast. In addition, multimode resonant sensors have the potential to characterize both the morphological and electrical properties of individual cells simultaneously. This multidimensional aspect of the sensors can provide significant benefits for certain applications, such as the early detection of cancer, since cancer cells are known to differ from their normal counterparts both in terms of their morphological and dielectric properties.

With multimode microwave sensors, size and transit-time measurements can be conducted to gauge the mechanical properties of living cells, e.g., the determination of single-cell growth rates or the detection of circulating tumor cells (CTCs). Also, the permittivity of the particles can be determined by combining the electrical volume and morphology measurements, providing an accurate means of identifying the composition of analytes. By using resonators that extend along two- and three-dimensions, images with higher dimensionality can be obtained. The technique proposed in this paper can be likened to a radar. Although the operation principles are different (reflection from an object vs. resonance frequency change due to an object), the utilities they offer are quite similar: ranging, sizing, locating, imaging and ultimately classifying objects of interest using microwaves without any labeling.
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