Abstract—Visible light positioning (VLP) systems based on light emitting diodes can facilitate high accuracy localization services for indoor scenarios. In this paper, direct and two-step positioning approaches are investigated for both synchronous and asynchronous VLP systems. First, the Cramér–Rao lower bound (CRLB) and the direct positioning-based maximum likelihood estimator are derived for 3-D localization of a visible light communication receiver in a synchronous scenario by utilizing information from both time delay parameters and channel attenuation factors. Then, a two-step position estimator is designed for synchronous VLP systems by exploiting the asymptotic properties of time-of-arrival and received signal strength estimates. The proposed two-step estimator is shown to be asymptotically optimal, i.e., converges to the direct estimator at high signal-to-noise ratios. In addition, the CRLB and the direct- and two-step estimators are obtained for positioning in asynchronous VLP systems. It is proved that the two-step position estimation is optimal in asynchronous VLP systems for practical pulse shapes. Various numerical examples are provided to illustrate the improved performance of the proposed estimators with respect to the current state-of-the-art and to investigate their robustness against model uncertainties in VLP systems.
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I. INTRODUCTION

A. Background and Motivation

LIGHT emitting diode (LED) based visible light systems have found a widespread use for communication and localization in indoor environments due to the attractive property of simultaneous illumination, positioning, and high speed communications [1]–[12]. Unlike radio-frequency (RF) based indoor localization services, visible light positioning (VLP) systems can utilize an enormous unregulated visible light spectrum without suffering from interference due to RF communications [1], [2]. In addition, highly accurate localization performance has been obtained for VLP systems in the literature [13]–[18], which points out a viable opportunity for future applications.
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Commonly, the problem of wireless localization is investigated by employing two classes of approaches, which are two-step positioning and direct positioning. Widely applied in RF and VLP based localization systems, two-step positioning algorithms extract position related parameters, such as received signal strength (RSS), time-of-arrival (TOA), time-difference-of-arrival (TDOA), and angle-of-arrival (AOA) in the first step, and perform position estimation based on those parameters in the second step [19]. There exist a multitude of applications of indoor VLP systems that employ two-step positioning, such as those using RSS [15], [18], [20], [21], AOA [9], hybrid RSS/AOA [22]–[24], TOA [5], [25], and TDOA [17]. However, the two-step method can be construed as a sub-optimal solution to the localization problem since it does not exploit all the collected data related to the unknown location. On the other hand, direct positioning algorithms use the entire received signal in a one-step process in order to determine the unknown position, as opposed to two-step positioning [26]–[28]. Hence, all the available information regarding the unknown position can be effectively utilized in the direct position estimation approach, which can lead to the optimal solution to the localization problem. A theoretical justification for the superiority of direct positioning over conventional two-step positioning is provided in [29] and [30]. In [26], the direct position determination (DPD) technique is proposed for localization of narrowband RF emitters, where the multiple signal classification (MUSIC) algorithm is employed to formulate the cost function in the case of unknown signals. It is shown that the DPD approach outperforms the conventional AOA based two-step localization technique. The study in [31] investigates the localization of a stationary narrowband RF source using signals from multiple moving receivers in a single-step approach and demonstrates that the DPD method is superior to the two-step differential Doppler (DD) method at low signal-to-noise ratios (SNRs). In addition, direct localization techniques are shown to enhance the performance of RF positioning in TOA [32], TDOA [33] and hybrid TOA/AOA [34] based systems. Direct positioning algorithms are also employed for target localization in radar systems [35], [36].

Although the DPD approach has been employed in numerous applications in RF localization systems, only a limited amount of research has been carried out on the utilization of DPD techniques in indoor VLP systems. In [37], RSS based VLP system with non-directional LEDs and a detector array consisting of multiple directional photo diodes (PDs) is proposed, where time-averaged RSS values at each PD are considered as the final observation for two-dimensional
position estimation. In [38], which extends the study in [37], a correlation receiver is employed to obtain a single RSS estimate for each PD without optimizing for the correlator peak. However, from the direct positioning perspective, the proposed methods in [37] and [38] utilize only the time-averaged or correlation samples of the received signal, not the entire signal for localization. Furthermore, an asynchronous VLP system is designed in [39], where a Bayesian signal model is constructed to estimate the unknown position based on the entire received signal from multiple LEDs in the presence of obstruction of signals from several LEDs.

To provide performance benchmarks for positioning algorithms, theoretical bounds on distance (‘range’) and position estimation in VLP systems have been considered in several studies in the literature [5], [6], [23], [25], [37], [40], [41]. The work in [6] derives the Cramér-Rao lower bound (CRLB) for distance estimation based on RSS information, whereas [5] presents the CRLB for distance estimation in synchronous visible light systems based on TOA measurements. The CRLB on hybrid TOA/RSS based ranging is investigated in [25]. In [40], the Ziv-Zakai bound (ZZB) is derived for synchronous VLP systems in the presence of prior information about distance and it is compared against the expected CRB (ECRB), Bayesian CRB (BCRB), and weighted CRB (WCRB), all of which utilize prior information. Besides distance estimation, theoretical accuracy limits have also been derived for localization in visible light systems. In [23], the CRLB is derived for RSS based three-dimensional localization for an indoor VLP scenario with arbitrary LED transmitter and visible light communication (VLC) receiver configurations. In [37] and [38], two-dimensional RSS-based localization is addressed with the assumption of a known receiver height, and an analytical CRLB expression is derived accordingly.

B. Contributions

In this manuscript, we investigate the fundamental limits of three-dimensional localization of a VLC receiver in synchronous and asynchronous VLP systems, design ML estimators by employing direct and two-step positioning techniques, and characterize the asymptotic performance of the proposed estimators via theoretical derivations. The main contributions of this manuscript can be summarized as follows:

- **Theoretical Bounds for Synchronous Scenarios**: The CRLB for three-dimensional RSS-based localization is derived for asynchronous VLP systems (Proposition 3). The derived CRLB expression constitutes a generalization of that in [23] to cases in which transmitted pulses can have arbitrary shapes and LED transmission powers can have any values.

- **Theoretical Bounds for Asynchronous Scenarios**: The CRLB for three-dimensional RSS-based localization is derived for asynchronous VLP systems (Proposition 3). The derived CRLB expression constitutes a generalization of that in [23] to cases in which transmitted pulses can have arbitrary shapes and LED transmission powers can have any values.

- **Theoretical Bounds**: Different from the previous work on synchronous VLP systems (e.g., [5], [25], [40], [42]), which analyzes only distance estimation, this study investigates three-dimensional position estimation and puts forward a fundamental limit on the accuracy of localization in synchronous scenarios, which is valid for arbitrary transmitter/receiver positions and orientations.

- **Theoretical Bounds**: The CRLB derivation for localization in asynchronous VLP systems (e.g., [23], [37], [38]), theoretical bounds on localization in synchronous VLP systems are provided for the first time.

- **Theoretical Bounds**: The analytical derivations are based directly on the received signal itself, not on measured/extracted quantities (as in, e.g., [23], [37], [38]), which leads to generalized expressions that can address scenarios with any type of transmitted signals.

- **Positioning Algorithms**: Position estimators are proposed for generic three-dimensional VLP configurations. However, most of the existing work on positioning algorithms in VLP systems relies on the assumption of a known receiver height and/or perpendicular LED and VLC orientations (e.g., [7], [15], [18], [21], [43]), which can make those algorithms impractical in certain applications.

- **Positioning Algorithms**: For asynchronous scenarios, different from the three-dimensional ML position estimator in [23], which is effectively a two-step estimator through the use of measured RSS values, we derive both the direct and the two-step estimators, and identify conditions under which these two positioning paradigms become equivalent.

- **Positioning Algorithms**: As opposed to the previous VLP studies, we employ the optimal way of obtaining the RSS
observations from the received signals via an ML approach (Section III-C and Section IV-B).

Regarding synchronous scenarios, to the best of authors' knowledge, there exist no previous studies in the literature that propose a positioning algorithm for synchronous VLC systems.

The rest of the manuscript is organized as follows: Section II presents the VLP system model. The CRLBs and the ML estimators are derived for synchronous and asynchronous systems in Section III and Section IV, respectively. Numerical results are presented in Section V, and concluding remarks are provided in Section VI.

II. SYSTEM MODEL

A. Received Signal Model

Consider a VLP system in which a number of LED transmitters are employed to estimate the position of a VLC receiver. A line-of-sight (LOS) scenario is assumed between each LED transmitter and the VLC receiver, which is commonly the case for visible light systems [4], [5]. Then, the received signal at the VLC receiver due to the signal emitted by the \(i^{th}\) LED transmitter is formulated as [5]

\[
r_i(t) = a_i R_p s_i(t - \tau_i) + \eta_i(t)
\]

for \(i \in \{1, \ldots, N_L\}\) and \(t \in [T_{1,i}, T_{2,i}]\), where \(N_L\) denotes the number of LED transmitters, \(T_{1,i}\) and \(T_{2,i}\) determine the observation interval for the signal coming from the \(i^{th}\) LED transmitter, \(a_i\) is the attenuation factor of the optical channel between the \(i^{th}\) LED transmitter and the VLC receiver \((a_i > 0)\), \(R_p\) is the responsivity of the photo detector, \(s_i(t)\) is the transmitted signal from the \(i^{th}\) LED transmitter, which is nonzero over an interval of \([0, T_{2,i}]\), \(\tau_i\) is the TOA of the signal emitted by the \(i^{th}\) LED transmitter, and \(\eta_i(t)\) is zero-mean additive white Gaussian noise with spectral density level \(\sigma^2\). It is assumed that a certain type of multiple access protocol, such as frequency-division or time-division multiple access [44], is employed in order to facilitate separate processing of signals from each LED transmitter at the VLC receiver [45]. Therefore, the noise processes corresponding to the received signals from different LED transmitters are modeled to be independent. It is also assumed that \(R_p\) and \(s_i(t)\), \(i \in \{1, \ldots, N_L\}\), are known by the VLC receiver.

The TOA parameter in (1) is modeled as

\[
\tau_i = \frac{\|l_i - l_i^*\|}{c} + \Delta_i
\]

where \(c\) is the speed of light, \(\Delta_i\) denotes the time offset between the clocks of the \(i^{th}\) LED transmitter and the VLC receiver, \(l_i = \begin{bmatrix} l_{i,1} & l_{i,2} & l_{i,3} \end{bmatrix}^T\) and \(l_i^* = \begin{bmatrix} l_{i,1}^* & l_{i,2}^* & l_{i,3}^* \end{bmatrix}^T\) are three-dimensional column vectors that denote the locations of the VLC receiver and the \(i^{th}\) LED transmitter, respectively, and \(\|l_i - l_i^*\|\) denotes the distance between the \(i^{th}\) LED transmitter and the VLC receiver. For a synchronous scenario, \(\Delta_i = 0\) for \(i = 1, \ldots, N_L\), whereas for an asynchronous scenario, \(\Delta_i\)’s are modeled as deterministic unknown parameters. It is assumed that the signal component in (1) is contained completely in the observation interval \([T_{1,i}, T_{2,i}]\); that is, \(\tau_i \in [T_{1,i}, T_{2,i} - T_{1,i}]\).

In (1), the channel attenuation factor \(a_i\) is modeled as

\[
a_i = \frac{(m_i + 1)S}{2\pi} \frac{(l_i - l_i^*)^T n_i^m_i (l_i - l_i^*)^T n_i}{\|l_i - l_i^*\|^3}
\]

where \(m_i\) is the Lambertian order for the \(i^{th}\) LED transmitter, \(S\) is the area of the photo detector at the VLC receiver, and \(n_i = \begin{bmatrix} n_{i,1} & n_{i,2} & n_{i,3} \end{bmatrix}^T\) and \(n_i^m = \begin{bmatrix} n_{i,1}^m & n_{i,2}^m & n_{i,3}^m \end{bmatrix}^T\) denote the orientation vectors (‘normals’) of the VLC receiver and the \(i^{th}\) LED transmitter, respectively [5], [23].

B. Log-Likelihood Function and CRLB

Considering the received signal model in (1), the log-likelihood function for the received signal vector \(r(t) \triangleq [r_1(t) \ldots r_{N_L}(t)]^T\) is obtained as follows [46], [47]:

\[
\Lambda(\phi) = k - \frac{1}{2\sigma^2} \sum_{i=1}^{N_L} \int_{T_{1,i}}^{T_{2,i}} (r_i(t) - a_i R_p s_i(t - \tau_i))^2 dt
\]

where \(\phi\) represents the set of unknown parameters and \(k\) is a normalizing constant that does not depend on the unknown parameters. While the set of unknown parameters consists only of the coordinates of the VLC receiver in the synchronous case, it also contains the delay parameters in the asynchronous case, as investigated in Sections III and IV.

The CRLB on the covariance matrix of any unbiased estimator \(\hat{\phi}\) of \(\phi\) can be expressed as [48]

\[
E\left\{ (\hat{\phi} - \phi)(\hat{\phi} - \phi)^T \right\} \geq J(\phi)^{-1}
\]

where \(A \succeq B\) means that \(A - B\) is positive semidefinite and \(J(\phi)\) is the Fisher information matrix (FIM) for \(\phi\), which can be calculated as follows:

\[
J(\phi) = E\left\{ \left( \nabla_\phi \Lambda(\phi) \right) \left( \nabla_\phi \Lambda(\phi) \right)^T \right\}
\]

with \(\nabla_\phi\) representing the gradient operator with respect to \(\phi\) and \(\Lambda(\phi)\) being the log-likelihood function as defined in (4).

III. POSITIONING IN SYNCHRONOUS SYSTEMS

In the synchronous scenario, the VLC receiver is synchronized with the LED transmitters; that is, \(\Delta_i = 0\) in (2) for \(i = 1, \ldots, N_L\). In this section, the CRLB is derived for synchronous VLP systems, the direct position estimation is proposed, and the two-step position estimation is developed by considering both time delay and channel attenuation information.

\(^1\)For example, if the VLC receiver is pointing up directly, then \(n_r = [0 \ 0 \ 1]^T\).
A. CRLB

In the synchronous case, \( \alpha_i \) and \( \tau_i \) are functions of \( I_r \) only (since \( \Delta_i = 0 \) in (2)); hence, the set of unknown parameters in (4) is defined as

\[
\phi = \left[ I_{r,1}, I_{r,2}, I_{r,3} \right]^T = I_r.
\]  

(7)

Then, the CRLB for estimating \( I_r \) based on \( r_1(t), \ldots, r_{N_t}(t) \) in (1) is specified by the following proposition.

**Proposition 1:** For synchronous VLP systems, the CRLB on the mean-squared error (MSE) of any unbiased estimator \( \hat{I}_r \) for the location of the VLC receiver is given by

\[
E\{\|\hat{I}_r - I_r\|^2 \} \geq \text{trace}\{J^{-1}_\text{syn}\}
\]

where

\[
J_{\text{syn}}|_{k_1,k_2} = \frac{R_p^2}{\sigma^2} \sum_{i=1}^{N_t} \left( E_1^i \frac{\partial \alpha_i}{\partial t_{i,k_1}} \frac{\partial \alpha_i}{\partial t_{i,k_2}} + E_2^i \frac{\partial \tau_i}{\partial t_{i,k_1}} \frac{\partial \tau_i}{\partial t_{i,k_2}} \right)
\]

(8)

for \( k_1, k_2 \in \{1, 2, 3\} \) with

\[
E_1^i \triangleq \int_0^{T_{i,j}} (s'_i(t))^2 dt
\]

(9)

\[
E_2^i \triangleq \int_0^{T_{i,j}} (s_i(t))^2 dt
\]

(10)

\[
E_3^i \triangleq \int_0^{T_{i,j}} s_i(t) s'_i(t) dt
\]

(11)

\[
\frac{\partial \tau_i}{\partial t_{i,k}} = \frac{l_{r,k} - l_{i,k}}{c} I_r
\]

(12)

\[
\frac{\partial \alpha_i}{\partial t_{i,k}} = -\frac{(m_i + 1)S}{2\pi} \left( \frac{(I_r - l_i)^T n_i}{\|I_r - l_i\|^{m_i+3}} \right)
\]

(13)

\[
\times \left( m_i n_i l_i + n_i T + c n_i (I_r - l_i)^T n_i \right)
\]

(14)

\[
\times \left( m_i + 3 \right) (l_{r,k} - l_{i,k}) (I_r - l_i)^T n_i
\]

(15)

\[
\frac{\partial \alpha_i}{\partial t_{i,k}} = \frac{1}{\|I_r - l_i\|^{m_i+5}} \left( (I_r - l_i)^T n_i \right)^{m_i} (I_r - l_i)^T n_i
\]

(16)

where \( E_2^i \triangleq \int_{T_{i,j}}^{T_{j,i}} s_i(t - \tau_i) dt \), which is equal to the expression in (11) as \( s_i(t - \tau_i) \) is assumed to be contained completely in the observation interval \( [T_{i,j}, T_{j,i}] \). Since \( \partial \tau_i / \partial t_{i,k} = -\partial s_i(t - \tau_i) / \partial t_{i,k} \), the expression in (16) can be shown to be equal to that in (9) based on the definitions in (10) and (12); hence, \( J(\phi) = J_{\text{syn}} \). In addition, the partial derivatives in (13) and (14) can be obtained from (2) with \( \Delta_i = 0 \) and (3), respectively. Finally, the CRLB on the MSE of any unbiased estimator \( \hat{I}_r \) for the location of the VLC receiver, \( I_r \), can be expressed based on the inequality in (5) as

\[
E\{\|\hat{I}_r - I_r\|^2 \} \geq \text{trace}\{J(\phi)^{-1}\}.
\]

(17)

Since \( J(\phi) \) in (16) is equal to \( J_{\text{syn}} \) in (9), as discussed above, the expression in (8) follows from (17).

The CRLB expression specified by (8)–(14) illustrates the effects of the transmitted signals via the \( E_1^i \), \( E_2^i \), and \( E_3^i \) parameters and the impact of the geometry (configuration) via the \( \partial \tau_i / \partial t_{i,k} \) and \( \partial \alpha_i / \partial t_{i,k} \) terms. Hence, the theoretical limit on the localization accuracy can be evaluated for any given system based on the provided expression. It is noted that the CRLB expression in Proposition 1 has not been available in the literature, and provides a theoretical limit for synchronous VLP systems by utilizing information from both channel attenuation factors (RSS) and time delay parameters (TOA). Compared to the CRLB in Proposition 1, those in [5], [6], and [25] are for distance estimation only, and those in [23], [37], and [38] focus on RSS based localization. As noted from Proposition 1 and its proof, the main technical difference and difficulty in obtaining the proposed CRLB expression is related to the simultaneous use of the TOA and RSS parameters, which requires the calculation of the partial derivatives of both \( \{\alpha_i\}_{i=1}^{N_t} \) and \( \{\tau_i\}_{i=1}^{N_t} \).

The CRLB expression in Proposition 1 is generic since the LED transmitters and the VLC receiver can have any locations and orientations and the transmitted signals can be in generic forms. Special cases can easily be obtained from (8)–(14). For example, if the transmitted signals satisfy \( s_i(T_{i,j}) = s_i(0) \) for \( i = 1, \ldots, N_t \), then \( E_3^i \) in (12) becomes zero2 and \( J_{\text{syn}}|_{k_1,k_2} \) in (9) reduces to

\[
J_{\text{syn}}|_{k_1,k_2} = \frac{R_p^2}{\sigma^2} \sum_{i=1}^{N_t} \left( E_2^i \frac{\partial \alpha_i}{\partial t_{i,k_1}} \frac{\partial \alpha_i}{\partial t_{i,k_2}} + E_3^i \frac{\partial \tau_i}{\partial t_{i,k_1}} \frac{\partial \tau_i}{\partial t_{i,k_2}} \right)
\]

(18)

From (18), the contribution of the channel attenuation factors and time delays can be observed individually. Namely, the first and the second elements in (18) are related to the location information obtained from the channel attenuation factors and the time delay parameters, respectively. Hence, it is noted that both RSS and TOA parameters are utilized for localization in the synchronous scenario.

B. Direct Positioning

Direct positioning refers to the estimation of the unknown location directly from the received signals without any

\[ ^2 \text{Since } E_3^i = \int_0^{T_{i,j}} s_i(t) s'_i(t) dt = (s_i(T_{i,j})^2 - s_i(0)^2)/2. \]

(52) and [5, eq. (3)]).
intermediate steps for estimating location related parameters such as TOA or RSS [26]–[28], [30]–[33], [35], [36] (cf. Section III-C). Direct positioning has not been considered before for synchronous VLP systems, which carry significant differences from RF based positioning systems.

In direct positioning, the aim is to estimate the location of the VLC receiver, $I_t$, based on the received signals in (1). From (4) and (7), the ML estimator for $I_t$ can be obtained as follows [48]:

$$I_t^\text{DP,syn} = \arg \max_{I_t} - \sum_{i=1}^{N_L} \int_{T_{1,i}}^{T_{2,i}} (r_i(t) - \alpha_i R_p s_i(t - \tau_i))^2 dt$$

which can be simplified, after some manipulation, into

$$I_t^\text{DP,syn} = \arg \max_{I_t} \sum_{i=1}^{N_L} \alpha_i \int_{T_{1,i}}^{T_{2,i}} r_i(t)s_i(t - \tau_i)dt - \frac{R_p^2}{2} \sum_{i=1}^{N_L} \alpha_i^2 E_i^2$$

where $E_i^2$ is as defined in (11). It should be noted that $\tau_i$ and $\alpha_i$ in (19) are functions of $I_t$ as specified in (2) (with $\Delta_i = 0$) and (3), respectively. Hence, the direct ML position estimator in (19) searches over all possible values of the unknown position $I_t$ based on the relations of $I_t$ with the channel attenuation factors and the time delays.

The main advantage of the direct positioning approach in (19) is related to its performance (optimality in the ML sense), as investigated in Section V. On the other hand, it can lead to high complexity in certain applications due to increased storage and communication requirements. For example, if the location estimation should be performed at a central unit, then it becomes cumbersome to transmit all the received signals to the center.

C. Two-Step Positioning

A common method for positioning in wireless networks is to apply a two-step estimation process where estimation of location related parameters such as RSS, TOA, TDOA, and/or AOA is performed in the first step and the unknown location is estimated based on those parameters in the second step [19].

Although two-step positioning has commonly been considered for VLP systems (e.g., [9], [15], [17], [18], [22]–[24], [43]), there exist no studies on the design of two-step estimators for synchronous VLP systems in which both RSS and TOA information can be utilized. In the proposed two-step estimator for synchronous VLP systems, the ML estimates of the TOA and RSS parameters are obtained for each of the $N_L$ LED transmitters in the first step, and the location of the VLC receiver is estimated based on those location related parameters, i.e., TOA and RSS estimates, in the second step.

In the first step, the ML estimates of the TOA and RSS parameters are obtained for each LED transmitter. For the

$$i$$th LED transmitter, the received signal $r_i(t)$ is expressed as in (1) and the corresponding log-likelihood function for $r_i(t)$ is given by $k_i - \frac{1}{2\sigma^2} \int_{T_{1,i}}^{T_{2,i}} (r_i(t) - \alpha_i R_p s_i(t - \tau_i))^2 dt$, where $k_i$ is a constant that does not depend on $\alpha_i$ and $\tau_i$ (cf. (4)). Then, the ML estimates of the TOA and RSS parameters corresponding to the $i$th LED transmitter are obtained as follows:

$$\hat{\tau}_i, \hat{\alpha}_i = \arg \max_{\tau_i, \alpha_i} 2\alpha_i \int_{T_{1,i}}^{T_{2,i}} r_i(t)s_i(t - \tau_i)dt - \alpha_i^2 R_p E_i^2$$

for $i = 1, \ldots, N_L$. Since $\alpha_i$ is nonnegative, the solution for $\hat{\tau}_i$ is obtained by maximizing the integral expression in (20). Hence, the ML estimate $\hat{\tau}_i$ of the TOA parameter $\tau_i$ for the $i$th LED transmitter is calculated from

$$\hat{\tau}_i = \arg \max_{\tau_i} \int_{T_{1,i}}^{T_{2,i}} r_i(t)s_i(t - \tau_i)dt.$$ 

Then, $\hat{\alpha}_i$ can be expressed from (20) and (21) as

$$\hat{\alpha}_i = \arg \max_{\alpha_i} 2\alpha_i \hat{C}_{r,s} - \alpha_i^2 R_p E_i^2$$

where

$$\hat{C}_{r,s} \triangleq \int_{T_{1,i}}^{T_{2,i}} r_i(t)s_i(t - \tau_i)dt.$$ 

The problem in (22) leads to the following closed-form expression for the ML estimate of the RSS parameter $\alpha_i$ corresponding to the $i$th LED transmitter:

$$\hat{\alpha}_i = \frac{\hat{C}_{r,s}}{R_p E_i^2}.$$ 

In the second step, the aim is to estimate the location of the VLC receiver, $I_t$, based on the TOA and RSS estimates in the first step; that is, $\{\hat{\tau}_i, \hat{\alpha}_i\}_{i=1}^{N_L}$. To that aim, the following lemma is presented first in order to characterize the statistics of the estimates obtained in the first step.

**Lemma 1**: Assume that $E_i^2 = 0$ for $i = 1, \ldots, N_L$. Then, at high SNRs (i.e., for $\alpha_i^2 R_p^2 E_i^2 \gg \sigma^2$), the TOA estimate in (21) and the RSS estimate in (24) can approximately be modeled as

$$\hat{\tau}_i = \tau_i + \varsigma_i$$

(25)

(26)

$$\hat{\alpha}_i = \alpha_i + \varsigma_i$$

for $i = 1, \ldots, N_L$, where $\varsigma_i$ and $\varsigma_j$ are independent zero mean Gaussian random variables with variances $\sigma^2/(R_p^2 \alpha_i^2 E_i^2)$ and $\sigma^2/(R_p^2 E_i^2)$, respectively, and $\varsigma_i$ and $\varsigma_j$ ($\varsigma_i$ and $\varsigma_j$) are independent for $i \neq j$.

**Proof**: Please see Appendix A.

Lemma 1 states the asymptotic unbiasedness and efficiency properties of the ML estimates $\hat{\tau}_i$ in (21) and $\hat{\alpha}_i$ in (24) [48], [49]. Based on Lemma 1, the following estimator can be obtained for the second step of the two-step estimator:

$$I_t^\text{TS,syn} = \arg \min_{I_t} \sum_{i=1}^{N_L} \bigg( E_i^2 (\hat{\tau}_i - \tau_i)^2 + E_i^2 (\hat{\alpha}_i - \alpha_i)^2 \bigg) - 2\sigma^2 \sum_{i=1}^{N_L} \log \alpha_i$$

(27)
where $\tau_i$ and $\alpha_i$ are functions of $I_t$ as defined in (2) (with $\Delta_i = 0$) and (3), respectively, and $\log$ denotes the natural logarithm. The estimator in (27) corresponds to the ML estimator for $I_t$ based on the TOA and RSS estimates in the first step when they are Gaussian distributed as specified in Lemma 1 (please see Appendix B for the derivation). In other words, at high SNRs, $\hat{I}_{t,\text{syn}}$ in (27) is approximately the ML estimator for $I_t$ based on $[\hat{\alpha}_i, \hat{\tau}_i]_{i=1}^N_t$. Since the last term in (27) is commonly smaller than the others at high SNRs, a simpler version of (27) can be proposed as follows:

$$I_t^{\text{TS,syn}} = \arg \min_{I_t} \sum_{i=1}^{N_t} \left( E_i^1 \hat{\alpha}_i^2 (\hat{\tau}_i - \tau_i)^2 + E_i^2 (\hat{\alpha}_i - \alpha_i)^2 \right)$$

where the estimate $\hat{\alpha}_i$ is replaced with $\alpha_i$ in the first term, as well, considering high SNRs. The simplified estimator in (28) corresponds to a nonlinear least-squares (NLS) estimator.

In summary, the proposed two-step positioning approach first calculates the TOA and RSS estimates via (21) and (24) for each LED transmitter, and then uses those estimates for determining the position of the VLC receiver via (28). In Section V, comparisons between the two-step and direct positioning approaches are provided via simulations. In order to present a theoretical comparison under the conditions in Lemma 1, the following proposition specifies the CRLB for estimating the VLC receiver location, $\tau_i$, based on the TOA and RSS estimates $[\hat{\alpha}_i, \hat{\tau}_i]_{i=1}^N_t$ obtained in the first step.

**Proposition 2:** Suppose that the conditions in Lemma 1 hold. Then, the CRLB on the MSE of any unbiased estimator $\hat{I}_t$ for the location of the VLC receiver, $\tau_i$, based on the TOA and RSS estimates $[\hat{\alpha}_i, \hat{\tau}_i]_{i=1}^N_t$ obtained from (21) and (24), is stated as

$$\mathbb{E}[[\hat{I}_t - I_t]^2] \geq \text{trace}[J_{\text{CRLB}}^{-1}]$$

where $J_{\text{CRLB}}$ is a $3 \times 3$ matrix with the following elements:

$$J_{\text{CRLB}} = \frac{R_p^2}{\sigma^2} \sum_{i=1}^{N_t} \left( E_i^1 \hat{\alpha}_i \hat{\tau}_i + E_i^2 \hat{\alpha}_i \hat{\tau}_i \hat{\tau}_i \right)$$

for $k_1, k_2 \in \{1, 2, 3\}$, with $E_i^1$, $E_i^2$, $\hat{\tau}_i$, $\hat{\alpha}_i$, $\hat{\alpha}_i \hat{\tau}_i$, and $\hat{\alpha}_i \hat{\alpha}_i$ being as defined in (10), (11), (13) and (14), respectively.

**Proof:** Please see Appendix C.

The CRLB expression in Proposition 2 presents an important guideline for asymptotic comparison of the direct and two-step positioning approaches in synchronous VLC systems as detailed in the following remark.

**Remark 1:** It is observed that the expression in (18), which is obtained for direct positioning under the assumption of $E_i^3 = 0$, is equal to that in (30), which is for two-step positioning under the assumptions of $E_i^3 = 0$ and $\alpha_i^2 R_p^2 E_i^2 \gg \sigma^2$. In other words, referring to the signal model in (1), the performance of direct positioning and two-step positioning algorithms converges to each other at high SNRs. Hence, it can be concluded that the benefits of direct positioning are more prominent in the low SNR regime, which is in compliance with the results obtained for RF systems [26], [31]. This conclusion is intuitive since the consistency between TOA and RSS estimates (measurements) gets higher as the SNR increases. In the low SNR regime, the TOA estimate in (21) may be far away from the true time delay, leading possibly to a mismatch between the corresponding RSS estimate in (24) and the position information inferred from that TOA information. In such cases, the direct positioning approach is capable of estimating the unknown location more accurately than the two-step approach by utilizing entire signals and thus producing consistent location estimates.

**D. Complexity Analysis**

In this part, computational complexity analyses are presented for the proposed direct and two-step estimators in Section III-B and Section III-C.

Consider an indoor localization scenario where the VLC receiver moves inside a certain volume and tries to estimate its position. Then, complexity analyses can be performed by implementing the direct ML estimator in (19) and the two-step ML estimator in (28) over a finite search space corresponding to that volume for the location of the VLC receiver. Since the objective functions in (19) and (28) are nonconvex with respect to the VLC receiver location, $I_t$, the exhaustive search method is considered for identifying the global optimum. For complexity calculations, it is assumed that range (or, equivalently, time) dimensions are sampled with a sampling interval on the order of $\Delta d$. To that aim, we consider a three-dimensional uniform grid $\mathcal{U}$ consisting of $O(1/\Delta d^3)$ possible locations in the considered volume for the location of the VLC receiver. Based on $\mathcal{U}$, the complexity analyses for the direct and two-step positioning algorithms are provided as follows.

1) **Direct Positioning:** For the computation of the objective function in (19) at each search location $I_t \in \mathcal{U}$, it is necessary to compute $\alpha_i$ via (3), $\tau_i$ via (2), and the correlator output $\int_{T_{1,i}}^{T_{2,i}} r_i(t) s_i(t - \tau_i) dt$ using the computed $\tau_i$ value. First, the computation of $\alpha_i$ in (3) and $\tau_i$ in (2) has $O(1)$ complexity since these operations take a constant time for a given value of $I_t$. Secondly, evaluating the integral $\int_{T_{1,i}}^{T_{2,i}} r_i(t) s_i(t - \tau_i) dt$ requires $O(1/\Delta d)$ operations. Taking into account the whole search space $\mathcal{U}$ (which contains $O(1/\Delta d^3)$ points) and all $N_t$ LEDs, the overall complexity of the direct positioning method becomes

$$O(N_t \times 1/\Delta d^4).$$

2) **Two-Step Positioning:** In the first step of the two-step estimator in (28), $\hat{\tau}_i$ in (21) and $\hat{\alpha}_i$ in (24) must be computed. Assuming that continuous signals are sampled with the number of samples on the order of $O(1/\Delta d)$, as in direct positioning, the computation of the integral expression in (21) requires $O(1/\Delta d)$ operations for a given $\tau_i$. Since $\tau_i$ lies in the finite interval $[T_{1,i}, T_{2,i} - T_{1,i}]$, it can be assumed that there exists $O(1/\Delta d)$ different values of $\tau_i$. Hence, the overall complexity of (21) becomes $O(1/\Delta d^3)$. On the other hand, the computation of $\hat{\alpha}_i$ via (24) has a computational complexity of $O(1)$ once the results of (21) and (23) are obtained. In the second step, $\tau_i$ and $\alpha_i$ in (28) must be evaluated for each $I_t \in \mathcal{U}$, whose size is on the order of $O(1/\Delta d^3)$. The exhaustive search method is thus required, so the complexity becomes $O(N_t \times 1/\Delta d^4)$. However, this complexity can be reduced by implementing an efficient algorithm, such as a binary search or a pruning method, depending on the specific localization scenario.

"
Therefore, the computational complexity of the two-step positioning is given by

$$O(N_L \times 1/\Delta d^2) + O(N_L \times 1/\Delta d^3) = O(N_L \times 1/\Delta d^3)$$

(32)

where the term corresponding to the second step calculations dominates as the sampling interval $\Delta d$ approaches zero.

The proposed direct and two-step positioning approaches can be compared based on the expressions in (31) and (32) in terms of the computational complexity. For instance, if $\Delta d$ is sufficiently small, i.e., range/time dimensions are sampled fast enough to achieve high resolution, then the direct position estimator has a higher complexity than its two-step counterpart. Moreover, it is observed, by comparing (31) and (32), that the task of integral evaluation is performed at each search location $I_t \in \mathcal{U}$ in direct positioning, whereas it only appears in the first-step calculations in two-step positioning. This alleviates the strain on the second-step calculations in the two-step approach, which makes it computationally less demanding than the direct approach. Hence, the main computational burden of direct positioning consists in evaluating the correlator output $\int_{\alpha_{k,1}}^{\alpha_{k,2}} r_{\ell}(t) s_{\ell}(t) dt$ at each search location $I_t$.

IV. POSITIONING IN ASYNCHRONOUS SYSTEMS

In the asynchronous scenario, the VLC receiver is not synchronized with the LED transmitters; that is, $\Delta t_i$ in (2) is a deterministic unknown parameter for each $i \in \{1, \ldots, N_L\}$. In this section, the CRLB is derived for asynchronous VLP systems, and the direct position estimation and its relation to the two-step position estimation are investigated.

A. CRLB

In an asynchronous VLP system, the unknown parameters include the TOAs of the received signals coming from the LED transmitters in addition to the location of the VLC receiver. Hence, the vector of unknown parameters in (4) for the asynchronous case can be expressed as

$$\varphi = [\ell_{t,1}, \ell_{t,2}, \ell_{t,3}, \ldots, \ell_{N_L}]^T.$$ 

(33)

Then, the CRLB for estimating $\ell_t$ based on $r_{\ell}(t), \ldots, r_{N_L}(t)$ in (1) is stated in the following proposition.

Proposition 3: For asynchronous VLP systems, the CRLB on the MSE of any unbiased estimator $\hat{I}_t$ for the location of the VLC receiver is given by

$$\mathbb{E}\{\|I_t - \hat{I}_t\|^2\} \geq \text{trace}\left[ J^{-1}_a \right]$$

(34)

where $J_a$ denotes a $3 \times 3$ matrix with the following elements:

$$[J_a]_{k_1,k_2} = \frac{R_p^2}{\sigma^2} \sum_{i=1}^{N_L} \left( E_i^2 - \frac{(E_i^2)^2}{E_i^1} \right) \frac{\partial a_i}{\partial \ell_{t,k_1}} \frac{\partial a_i}{\partial \ell_{t,k_2}}$$

(35)

for $k_1, k_2 \in \{1, 2, 3\}$, with $E_i^1, E_i^2, E_i^3$, and $\partial a_i/\partial \ell_{t,k}$ being as defined in (10), (11), (12), and (14), respectively.

Proof: Consider the log-likelihood function in (4) for the unknown parameter vector in (33). Then, from (6), the FIM can be obtained after some manipulation as

$$J(\varphi) = \begin{bmatrix} J_A & J_B \\ J_B^T & J_D \end{bmatrix}$$

(36)

where $J_A$ is a $3 \times 3$ matrix with elements

$$[J_A]_{k_1,k_2} = \frac{R_p^2}{\sigma^2} \sum_{i=1}^{N_L} E_i^1 \frac{\partial a_i}{\partial \ell_{t,k_1}} \frac{\partial a_i}{\partial \ell_{t,k_2}}$$

(37)

for $k_1, k_2 \in \{1, 2, 3\}$, $J_B$ is a $3 \times N_L$ matrix with elements

$$[J_B]_{k,i} = -\frac{R_p^2}{\sigma^2} E_i^1 \frac{\partial a_i}{\partial \ell_{t,k}}$$

(38)

for $k \in \{1, 2, 3\}$ and $i \in \{1, \ldots, N_L\}$, and $J_D$ is an $N_L \times N_L$ matrix with elements

$$[J_D]_{i_1,i_2} = \begin{cases} \frac{R_p^2}{\sigma^2} a_i^2 E_i^1, & \text{if } i_1 = i_2 \\ 0, & \text{if } i_1 \neq i_2 \end{cases}$$

(39)

for $i_1, i_2 \in \{1, \ldots, N_L\}$. In (37)–(39), $E_i^1, E_i^2, E_i^3$, and $\partial a_i/\partial \ell_{t,k}$ are as defined in (10), (11), (12), and (14), respectively.

The CRLB on the location $I_t$ of the VLC receiver can be expressed, based on (5), as

$$\mathbb{E}\{\|\hat{I}_t - \ell_t\|^2\} \geq \text{trace}\left[ J^{-1}_a \right]$$

(40)

where $\hat{I}_t$ is any unbiased estimator for $I_t$. From (36), $J^{-1}_a$ can be stated as

$$J^{-1}_a = \left( J_A - J_B J_D^{-1} J_B^T \right)^{-1}.$$ 

(41)

Based on (37)–(39), $J_A - J_B J_D^{-1} J_B^T$ can be calculated after some manipulation as

$$[J_A - J_B J_D^{-1} J_B^T]_{k_1,k_2} = \frac{R_p^2}{\sigma^2} \sum_{i=1}^{N_L} \left( E_i^2 - \frac{(E_i^2)^2}{E_i^1} \right) \frac{\partial a_i}{\partial \ell_{t,k_1}} \frac{\partial a_i}{\partial \ell_{t,k_2}}.$$ 

(42)

Hence, (40)–(42) lead to the expressions in (34) and (35) in the proposition.

It is noted from the CRLB expression in Proposition 3 that the position related information in the channel attenuation factors (RSS) is utilized in the asynchronous case for estimating the location of the VLC receiver (see (35)). On the other hand, information from both the channel attenuation factors (RSS) and the time delay (TOA) parameters is available in the synchronous case as can be noted from Proposition 1. In addition, the CRLB expression presented in Proposition 3 has been obtained for the first time in the literature; hence, provides a theoretical contribution to localization in asynchronous VLP systems. Since the expression in (35) is obtained based on the entire observation signals, $r_{\ell}(t)$’s in (1), it differs from the CRLB expression in [23], which is derived for asynchronous VLP systems based on the RSS measurements without directly using the received signals ([23, eq. (32)]). On the other hand, when $E_i^3 = 0$ for $i = 1, \ldots, N_L$, which is valid for many
practical pulses, the FIM expression in (35) is equivalent to that in [23]. Hence, the CRLB provided by Proposition 3 also covers the more general case of $E_i^3 \neq 0$ as compared to the CRLB in [23], which constitutes a special case of (35).\(^4\)

**Remark 2:** From Proposition 1 and Proposition 3, it is observed that if $E_i^3 = 0$ and $a_i^2 E_i^1 \ll E_i^2$ for $i = 1, \ldots, N_L$, the CRLB expressions in the synchronous and asynchronous cases converge to each other. This corresponds to scenarios in which the position related information in the time delay (TOA) parameters is negligible compared to that in the channel attenuation factors (RSS parameters). Hence, synchronism does not provide any significant benefits in such scenarios. Since $E_i^1/E_i^2$ can be expressed from Parseval’s relation as $4\pi^2 \beta_i^2$, where $\beta_i$ is the effective bandwidth of $s_i(t)$,\(^5\) it can be concluded that the synchronous and asynchronous cases lead to similar CRLBs when the transmitted signals have small effective bandwidths. This is an intuitive result because TOA information gets less accurate as the effective bandwidth decreases [19].

### B. Direct and Two-Step Estimation

Direct position estimation involves the estimation of $I_t$, the location of the VLC receiver, directly from the received signals in (1). From (4), the ML estimator for direct positioning in the asynchronous case can be obtained as follows:

$$
\hat{\phi}_{\text{ML}} = \arg \max_{\varphi} \sum_{i=1}^{N_L} \left( a_i \int_{T_{t,i}}^{T_{2,i}} r_i(t)s_i(t) - \frac{R_p}{2} a_i^2 E_i^2 \right)
$$

(43)

where $\varphi$ is defined by (33), $a_i$ is related to $I_t$ as in (3), and $E_i^2$ is given by (11). Since $a_i$’s are nonnegative and the integral expressions depend only on $\tau_i$’s (43), the ML estimates for $\tau_i$’s can be calculated as in (21). Then, the ML estimate for $I_t$ is obtained from (43) as

$$
\hat{I}_{t,\text{DP,asy}} = \arg \max_{I_t} \sum_{i=1}^{N_L} \left( a_i \tilde{C}^i_{rs} - 0.5 R_p a_i^2 E_i^2 \right)
$$

(44)

where $\tilde{C}^i_{rs}$ is as defined in (23).

For the two-step position estimation in the asynchronous case, the RSS parameters related to $N_L$ LED transmitters are estimated in the first step and the location of the VLC receiver is estimated based on those RSS estimates in the second step. Due to the asynchronous between the LED transmitters and the VLC receiver, the TOA parameters cannot be related to the location of the VLC receiver (see (2)); hence, cannot be utilized for positioning in this case (cf. Section III-C).

In the first step of the two-step estimator, the ML estimator for the RSS parameter, $a_i$, is calculated based on $r_i(t)$ for $i = 1, \ldots, N_L$. Similar to that in the synchronous case (see Section III-C), the ML estimate $\hat{a}_i$ of $a_i$ is expressed as

$$
\hat{a}_i = \frac{\tilde{C}^i_{rs}}{R_p E_i^2}
$$

(45)

for $i = 1, \ldots, N_L$, where $\tilde{C}^i_{rs}$ is as in (23) and $E_i^2$ is given by (11).

The second step utilizes the RSS estimates in (45) for $i = 1, \ldots, N_L$ for estimating the location of the VLC receiver based on the following NLS estimator:

$$
\hat{I}_{t,\text{TS,asy}} = \arg \min_{I_t} \sum_{i=1}^{N_L} w_i (\hat{a}_i - a_i)^2
$$

(46)

where $a_i$ is as defined in (3) and the following expression is proposed for the weighting coefficients:

$$
w_i = \frac{(E_i^1 E_i^2 - (E_i^1)^2)}{E_i^1}
$$

(47)

for $i = 1, \ldots, N_L$, where $E_i^1$ and $E_i^2$ are as in (10) and (12), respectively. As illustrated in Appendix D, the proposed weighting coefficient in (47) is inversely proportional to the CRLB for estimating $a_i$ from $r_i(t)$. Hence, the RSS estimates with higher accuracy (i.e., lower CRLBs) are assigned higher weights in the NLS estimator in (46).

In the following proposition, it is shown that the direct position estimator in (44) is equivalent to the two-step estimator specified by (45)–(47) under certain conditions.

**Proposition 4:** Consider an asynchronous VLP system with $E_i^3 = 0$ for $i = 1, \ldots, N_L$. Then, the direct position estimator in (44) is equivalent to the two-step position estimator in (45)–(47).

**Proof:** When $E_i^3 = 0$, the weighting coefficient in (47) reduces to

$$
w_i = E_i^2
$$

(48)

for $i = 1, \ldots, N_L$. Inserting (45) and (48) into (46) yields the following:

$$
\hat{I}_{t,\text{TS,asy}} = \arg \min_{I_t} \sum_{i=1}^{N_L} E_i^2 \left( \frac{\tilde{C}^i_{rs} - a_i}{R_p E_i^2} \right)^2
$$

(49)

After some manipulation, the estimator in (49) can be expressed as

$$
\hat{I}_{t,\text{TS,asy}} = \arg \min_{I_t} \sum_{i=1}^{N_L} \left( -2a_i \tilde{C}^i_{rs} + a_i^2 R_p E_i^2 \right)
$$

(50)

which is equivalent to the direct position estimator in (44).

Proposition 4 implies that the two-step position estimator is optimal in the ML sense for asynchronous VLP systems; that is, the direct positioning (based on ML estimation) is equivalent to the two-step positioning when $E_i^3 = 0$ for $i = 1, \ldots, N_L$. Since $s_i(0) = s_i(T_{t,i})$ for many practical pulses, $E_i^3 = 0$ is encountered in practice (see (12)); hence, the two-step estimator can be employed in real systems as the optimal approach in the ML sense.

**Remark 3:** As proved in Proposition 4, if $E_i^3 = 0$ for $i = 1, \ldots, N_L$, the direct positioning approach is equivalent to the two-step approach for the asynchronous scenario,
whereas Remark 1 states that the two approaches are only asymptotically equivalent for the synchronous scenario. The intuition behind these results is that the measurement of RSS information is performed at the peak of the correlator output over the observation interval, irrespective of the true time delay of the received signal. Hence, direct positioning reduces to two-step positioning for the asynchronous case. On the other hand, when the TOA information corresponding to the location of the correlator peak is incorporated into the estimation process in the synchronous case, the direct positioning approach can identify a more accurate location that accounts for the observed signal, which is also implied in Remark 1.

C. Complexity Analysis

In this part, the complexity analysis is performed for the proposed ML position estimators in Section IV-B. Specifically, the computational complexity of the direct estimator in (44) is investigated as in Section III-D.\(^6\) First, \(\hat{C}_{rs}^{i}\), can be computed via (23) and (21) using \(O(1/\Delta d^2)\) operations. Then, for each \(I_i \in \mathcal{U}^{i}\) and \(i \in \{1, \ldots, N_L\}\), the summand in (44) requires \(O(1)\) operations. Therefore, the overall complexity of the ML estimator in asynchronous VLP systems is obtained as

\[
O(N_L \times 1/\Delta d^2) + O(N_L \times 1/\Delta d^3) = O(N_L \times 1/\Delta d^3).
\]

(51)

It follows from (31), (32) and (51) that the asynchronous estimator has the same order of complexity as that of the synchronous TS estimator and a lower complexity than the synchronous DP estimator.

V. Numerical Results

In this section, numerical results are presented to corroborate the theoretical derivations in the previous sections. As in [5], the responsivity of the photo detector is taken as \(R_p = 0.4\) mA/mW, and the spectral density level of the noise is set to \(\sigma^2 = 1.336 \times 10^{-22}\) W/Hz. In addition, the Lambertian order is taken as \(m = 1\) and the area \(S\) of the photo detector at the VLC receiver is equal to 1 cm\(^2\). The transmitted signal \(s(t)\) in (1) is modeled as [5]

\[
s(t) = A(1 - \cos(2\pi f_c t)) (1 + \cos(2\pi f_c t)) \mathbb{I}_{t \in [0, T_s]}
\]

(52)

where \(f_c\) denotes the center frequency, \(A\) corresponds to the average emitted optical power; that is, source optical power, and \(\mathbb{I}_{t \in [0, T_s]}\) represents an indicator function, which is equal to 1 if \(t \in [0, T_s]\) and zero otherwise.

We consider a room with a width, depth, and height of [8 8 5] m, respectively, where \(N_L = 4\) LED transmitters are attached to the ceiling at positions \(l_i^2 = [2 2 5]^T\) m, \(l_i^2 = [6 2 5]^T\) m, \(l_i^3 = [2 6 5]^T\) m, and \(l_i^4 = [6 6 5]^T\) m.

\(^6\)Since the direct and two-step estimators in asynchronous systems are equivalent for \(E^1_j = 0\) via Proposition 4, the computational complexity analysis is carried out only for the direct estimator in (44). When \(E^1_j \neq 0\), the estimators in (44) and (46) still have the same complexity as the computation of \(E^1_j\) requires constant time, i.e., of complexity \(O(1)\).

A. Theoretical Accuracy Limits Over the Room

In order to observe the localization performance throughout the entire room, the CRLBs for the synchronous and asynchronous VLP systems are computed as the VLC receiver moves inside the room and the resulting contour plots are shown in Fig. 2 and Fig. 3, respectively. The CRLBs are

\(^7\)For example, when \(\phi_1 = 180^\circ\) and \(\phi_2 = 0^\circ\), the LED orientation vector is directed downwards, i.e., \(n_i^1 = [0\ 0\ 1]\).

\(^8\)Since the localization algorithm in [7] depends on the assumption of a perpendicular LED orientation, implementing it directly for the configuration of Fig. 1 would yield poor localization performance. To perform a fair evaluation of the algorithm in [7], we express the irradiation and the incidence angles in [7, eq. (10)] as a function of positions and orientations as in (3), which makes the algorithm applicable for Fig. 1.

\(^9\)For the implementation of all the estimators in this work, the search interval in all the dimensions is taken to be \([-100\ 100]\) m.

---

Fig. 1. VLP system configuration in the simulations, where wall reflections are omitted by assuming an LOS scenario.
obtained for position estimation of a VLC receiver with a fixed height \( h_3 = 1 \) m, which is moved along the \( x - y \) plane over the room. As noted from Fig. 2 and Fig. 3, the localization performance decreases as the receiver moves away from the center of the room, which is an expected outcome since that movement leads to an increase in the distance, the incidence angle, and the irradiation angle between the VLC receiver and the LED transmitters, thereby reducing the signal strength, as implied by the Lambertian formula in (3). In addition, the level of increase in the CRLB from the center to the corners is much higher in the asynchronous case than that in the synchronous case as the TOA information can be effectively exploited to facilitate the localization process at the room corners, where the RSS information becomes less useful. Furthermore, the CRLBs are significantly lower in the synchronous case than those in the asynchronous case as the carrier frequency is quite high, which is in agreement with Remark 2.

B. Performance of Direct and Two-Step Estimators With Respect to Optical Power

In this subsection, the root mean-squared errors (RMSEs) corresponding to the proposed DP and TS estimators, the MMAE estimator in [7], and the CRLBs are plotted with respect to the source optical power, \( A \), for \( f_c = 100 \) MHz and \( f_c = 10 \) MHz in Fig. 4 and Fig. 5, respectively.\(^{10}\) First, it is seen that the DP approach can provide significant performance improvements over the TS approach for synchronous scenarios, especially in the low-to-medium SNR region (about 4.5 m improvement for \( A = 4.64 \) W and \( f_c = 100 \) MHz). Also, it can be inferred from the figures that the utilization of the time delay information in the synchronous DP estimator leads to considerable performance gains as compared to its

\(^{10}\)The estimators can achieve lower RMSEs than the corresponding CRLBs at low SNRs since the theoretically infinite search space for the unknown parameter is confined to a finite region when implementing the estimators due to practical concerns, as described in Footnote 9.
asynchronous counterpart (0.26 m gain for $A = 215$ mW and $f_c = 100$ MHz). It is important to highlight that performance enhancement due to synchronism becomes larger as the center frequency increases, in compliance with Remark 2. Next, it is observed that the performance of the DP estimator in the synchronous case converges to that of the TS estimator at high SNR values (at high source optical powers) since the benefits of direct positioning get negligible as the SNR increases, which complies with Proposition 2 and Remark 1. Hence, the extra information acquired by utilizing the entire received signal for localization as opposed to using a set of intermediate measurements (i.e., TOA and RSS estimates) leads to higher performance gains in low-to-medium SNR regimes. Therefore, it is deduced that the two-step positioning approach in the synchronous VLP systems is best suited for high SNR scenarios, where direct and two-step positioning achieve similar localization performance with the latter method requiring reduced computational resources, as explored in Section III-D. Moreover, the proposed DP approach outperforms the algorithm in [7] at all SNR levels and center frequencies.

C. Performance of Direct and Two-Step Estimators With Respect to VLC Receiver Coordinates

In this subsection, theoretical bounds and estimator performances are investigated along a horizontal path inside the room. In Fig. 6 and Fig. 7, the CRLBs and the RMSEs of the DP and TS estimators and the algorithm in [7] are illustrated for $f_c = 100$ MHz and $f_c = 10$ MHz, respectively, as the VLC receiver moves on a straight line starting from [4 0 1] m and ending at [4 8 1] m inside the room. It is observed that the estimator performances tend to decrease as the receiver moves towards the edge of the room, as indicated by the Lambertian formula in (3). In addition, the TS estimator for $f_c = 10$ MHz exhibits significantly higher performance than that for $f_c = 100$ MHz. The reason for this behaviour is that the first-step TOA estimation errors are weighted by the inverse of the corresponding analytical CRLBs in (28), which do not provide tight bounds at low SNRs for the ML estimates of the TOA in the first step in (21). Furthermore, the figures show that the proposed direct scheme in the asynchronous case attains higher performance than the localization algorithm in [7] at most of the locations in the room.

D. Performance of Direct and Two-Step Estimators in the Presence of Model Uncertainties

In this part, the performances of the proposed direct and two-step estimators are evaluated in the presence of uncertainties related to the attenuation model for visible light channels, i.e., the Lambertian model in (3). Since the knowledge of model-related parameters is imperfect in practical localization scenarios, it is important to assess the localization performance under various degrees of uncertainty, which is useful to reveal the robustness of the proposed algorithms against parameter/model mismatches.

1) Performance With Respect to Uncertainty in Lambertian Order: First, we consider the case in which the Lambertian order $m_i$ in (3) is known with a certain degree of uncertainty. To that aim, a measured (estimated) value $\hat{m}_i$, which does not perfectly match the true value $m_i$, is used in the proposed DP and TS estimators and in the localization algorithm in [7]. In the simulations, $m_i$ is set to 1 and $\hat{m}_i$ is varied over the interval $[0.75, 1.25]$ for $i \in \{1, \ldots, N_i\}$. Fig. 8 and Fig. 9 show the localization performance of the considered approaches with respect to the measured value of the Lambertian order for $f_c = 100$ MHz and $f_c = 10$ MHz, respectively. It is observed from the figures that the localization performance deteriorates as the measured/estimated Lambertian order deviates from the true value, as expected. In addition, it is noted that the synchronous DP estimator is more robust to Lambertian order mismatches than the asynchronous algorithms. The reason is that the TOA information, which is independent of the Lambertian order (see (2)), becomes the dominant factor affecting the localization performance as the uncertainty in the
Lambertian order grows, hindering the effective use of the RSS information (see (3)). Hence, the robustness of the synchronous positioning against uncertainties in the Lambertian order is more evident at high center frequencies with an increase in the accuracy of TOA information [19], which can also be observed by comparing Fig. 8 and Fig. 9. Moreover, in the asynchronous case, the proposed algorithm performs slightly better than that in [7] for various degrees of uncertainty.

2) Performance With Respect to Uncertainty in Transmission Model: Next, we investigate the estimator performances in the presence of uncertainty in the overall transmission model in (3). As in [50], we assume a multiplicative uncertainty model that represents all the individual uncertainties embedded in (3) (e.g., $l_i$, $n_i$, and $m_i$) in the form of a multiplication of the true transmission model. More specifically, the position estimation is performed by considering the following transmission model:

$$
\alpha_{\text{meas}} = (1 + \epsilon_i) \alpha_i, \quad i = 1, \ldots, N_L
$$

(54)

where $\alpha_i$ is as defined in (3) and $\epsilon_i \in [\epsilon_{i \text{min}}, \epsilon_{i \text{max}}]$ specifies the degree of mismatch between the true and the estimated transmission models. In Fig. 10 and Fig. 11, the RMSEs of the estimators are plotted against the degree of uncertainty, $\epsilon_i$, for $f_c = 100$ MHz and $f_c = 10$ MHz, respectively, where $\epsilon_{i \text{min}} = -0.25$ and $\epsilon_{i \text{max}} = 0.25$ for $i = 1, \ldots, N_L$. As observed from the figures, the localization performance curves with respect to the degree of uncertainty in the transmission model exhibit similar trends to those for the case of uncertainty in the Lambertian order.

E. Special Case: Two-Dimensional Localization

In this part, we investigate the two-dimensional localization performance of the proposed estimators and perform comparisons with the trilateration method, which is one of the most commonly used methods in two-dimensional visible light localization. Specifically, we implement the linear least-squares (LLS) based trilateration algorithm in [43] via
Eqs. (6), (7), (9), and (17) therein. For the CRLB computations and algorithm implementations, we assume that the receiver height is known and perform two-dimensional position estimation accordingly. We carry out two experiments to assess the relative performance of the proposed estimators, the MMAE estimator in [7], and the LLS based trilateration algorithm in [43]. In the experiments, the polar and azimuth angles of the LEDs are set to be \((\theta_i, \phi_i) = (180°, 0°)\) for \(i = 1, \ldots, N_L\), i.e., the LEDs are facing downwards.

1) Performance With Respect to Optical Power: In Fig. 12, we present the RMSE performance of the proposed DP and TS algorithms, the algorithm in [7], and the LLS based trilateration algorithm in [43] with respect to the optical power for \(f_c = 100\) MHz and \(I_r = [4 6 1] m\). It is observed that, in the asynchronous case, the proposed direct estimator is able to outperform both the MMAE estimator in [7] and the trilateration algorithm in [43] at almost all SNR levels. For instance, when \(A = 215\) mW, the improvements in localization performance achieved by the proposed DP method are about 10 cm and 40 cm as compared to the positioning methods in [7] and [43], respectively. In addition, we note that the synchronous DP estimator outperforms all the asynchronous estimators by using the time delay information. Moreover, the proposed synchronous TS estimator converges to the CRLB at high SNR regime, which results from its asymptotic optimality property, as shown in Proposition 2 and Remark 1. Therefore, similarly to Fig. 4 and Fig. 5 in Section V-B, Fig. 12 illustrates the trade-off between direct and two-step positioning in terms of localization performance and computational complexity at different SNR regimes.

2) Performance With Respect to VLC Receiver Coordinates: Fig. 13 depicts the two-dimensional localization performance as the VLC receiver moves along the horizontal line starting from \([4 0 1]\) m and ending at \([4 8 1]\) m for \(f_c = 100\) MHz. It is observed that the proposed ML-based direct positioning technique can attain higher localization performance than the algorithms in [7] and [43] at all the locations along the line. Also, the performance of the algorithm in [43] gets worse as the receiver moves away from the center of the room towards the edges. This is because the trilateration-based method in [43] is a suboptimal three-step approach that first estimates the distances to the LEDs by using the RSS observations, then adjusts the estimated distances via normalization and finally employs the LLS method based on the normalized distances. As the symmetry is reduced at the room edges, the normalization method applied in [43] (see (6) and (7) therein), which assigns the same normalizing constant and factor to distance estimates from different LEDs, becomes less accurate. The proposed ML-based estimator, on the other hand, achieves RMSE levels close to the CRLB at all positions along the line and therefore leads to a substantial improvement in localization performance as compared to the method in [43] (about 63 cm improvement for \(I_r = [4 8 1]\) m).

VI. CONCLUDING REMARKS

In this study, direct and two-step positioning paradigms have been investigated for VLP systems. In particular, the CRLBs and the direct and two-step position estimators are derived in synchronous and asynchronous VLP systems. The proposed CRLB expressions exploit the entire observation signal at the VLC receiver and can be applied to any VLP system in which the LED transmitters and the VLC receiver can have arbitrary orientations. The CRLB on the localization accuracy of synchronous VLP systems that utilize both TOA and RSS information has been derived for the first time in the literature. In addition, the CRLB presented for the asynchronous case generalizes an expression available in the literature to any type of transmitted pulses. Comparative analysis on the performance of synchronous and asynchronous systems has indicated that the advantage of synchronous positioning becomes more noticeable as the effective
bandwidth of the transmitted pulse increases. Furthermore, in order to explore the relationship between direct and two-step positioning approaches, the conditions of (asymptotic) equivalence of these two approaches have been identified. It has been proved that the two-step estimator converges to the direct estimator at high SNRs for synchronous systems, whereas the two estimators are equivalent for asynchronous systems at all SNRs for practical pulse shapes. Therefore, the benefits of direct positioning on localization accuracy can be significant for synchronous systems at low-to-medium SNRs. Furthermore, the computational complexities of the proposed approaches have been presented to demonstrate the trade-off between implementation complexity and localization accuracy. Various numerical examples have been provided to illustrate the effects of direct positioning on the performance of VLP systems and to present a comparative evaluation of synchronous and asynchronous scenarios. As future work, the effects of synchronization errors can be analyzed for three-dimensional localization in VLP systems. In particular, in the presence of significant synchronization errors, it may not be useful to utilize TOA measurements in addition to RSS measurements for localization purposes. Therefore, quantifying the information that can be extracted from TOA measurements with synchronization errors is an important issue. As another direction for future work, VLP in the presence of model and parameter uncertainty can be considered with the aim of designing robust position estimators.

APPENDIX

A. Proof of Lemma 1

Consider the estimation of \( r_i \) and \( a_i \) based on the received signal from the \( i \)th LED transmitter, i.e., \( r_i(t) \) in (1). The log-likelihood function for \( r_i(t) \) is given by

\[
\Lambda_i(\tau, a) = k_i - \frac{1}{2\sigma^2} \int_{T_1}^{T_2} (r_i(t) - a_i R_p s_i(t - \tau_i))^2 dt
\]

(55)

where \( k_i \) is a constant that does not depend on \( a_i \) and \( \tau_i \) (cf. (4)). The FIM for \( (\tau, a) \) can be expressed based on (6) as follows:

\[
\mathbf{J}(\tau, a) = \begin{bmatrix}
    \left( \frac{\partial \Lambda_i(\tau, a)}{\partial \tau_i} \right)^2 & \left( \frac{\partial \Lambda_i(\tau, a)}{\partial a_i} \right)^2 \\
    \left( \frac{\partial \Lambda_i(\tau, a)}{\partial \tau_i} \right) \left( \frac{\partial \Lambda_i(\tau, a)}{\partial a_i} \right)
\end{bmatrix}
\]

(56)

the elements of which can be computed from (55) as

\[
\mathbf{J}_{11} = \frac{\sigma^2 R_p^2 E_i^2}{\sigma^2} \\
\mathbf{J}_{22} = \frac{\sigma^2 R_p^2 E_i^2}{\sigma^2} \\
\mathbf{J}_{12} = \mathbf{J}_{21} = \frac{-a_i R_p^2 E_i^3}{\sigma^2}
\]

(57)–(59)

where \( E_1^i, E_2^i, \) and \( E_3^i \) are as defined in (10), (11), and (12), respectively. Since \( E_3^i = 0 \) for \( i = 1, \ldots, N_t \) as stated in the lemma, the FIM in (56) can be expressed from (57)–(59) as

\[
\mathbf{J}(\tau, a) = \begin{bmatrix}
    R_p^2 E_i^2 / \sigma^2 & 0 \\
    0 & R_p^2 E_i^2 / \sigma^2
\end{bmatrix}
\]

(60)

As studied in [49] and [51], the ML estimates for \( \tau_i \) and \( a_i \) can be approximated, at high SNRs, by a Gaussian random vector, where the mean of each component is equal to the true value of the parameter and the covariance matrix is given by the inverse of the FIM. Hence, at high SNRs, the joint probability distribution of \( \hat{\tau}_i \) in (21) and \( \hat{a}_i \) in (24) can approximately be expressed as

\[
\begin{bmatrix}
    \hat{\tau}_i \\
    \hat{a}_i
\end{bmatrix} \sim \mathcal{N}\left(
    \begin{bmatrix}
        \tau_i \\
        a_i
    \end{bmatrix},
    \begin{bmatrix}
        \sigma^2 & 0 \\
        0 & \sigma^2
    \end{bmatrix}
\right)
\]

(61)

where \( \mathcal{N}(\mu, \Sigma) \) denotes Gaussian distribution with mean vector \( \mu \) and covariance matrix \( \Sigma \). Hence, \( \hat{\tau}_i \) and \( \hat{a}_i \) are independent Gaussian random variables as specified by (25) and (26) in the lemma. In addition, since the noise \( \eta(t) \) in the received signal, \( r_i(t) \), is independent for different LED transmitters (see (1)), the noise components in the ML estimates \( \hat{\tau}_i \) and \( \hat{a}_i \) are also independent for different transmitters. Hence, the noise components in (25) and (26) are independent as specified in the lemma.

B. Derivation of (27)

Based on Lemma 1, the joint distribution of \( \hat{\tau}_i \) and \( \hat{a}_i \) can be specified as in (61), and \( \hat{\tau}_i \) and \( \hat{a}_i \) are conditionally independent for a given value of \( I_t \) whenever \( i \neq j \). Therefore, the joint probability density function of \( \{\hat{\tau}_i, \hat{a}_i\}_{i=1}^{N_t} \) for a given value of \( I_t \); that is, the likelihood function for \( I_t \), is obtained as follows:

\[
p(\hat{r}, \hat{a} | I_t) = \prod_{i=1}^{N_t} \frac{R_p a_i \sqrt{E_1^i}}{\sqrt{2\pi \sigma}} \exp \left\{ -\frac{R_p^2 a_i^2 E_1^i}{2\sigma^2} (\hat{\tau}_i - \tau_i)^2 \right\}
\times \prod_{i=1}^{N_t} \frac{R_p E_i^2}{\sqrt{2\pi \sigma}} \exp \left\{ -\frac{R_p^2 E_i^2}{2\sigma^2} (\hat{a}_i - a_i)^2 \right\}
\]

(62)

where \( \hat{r} = (\hat{\tau}_1, \ldots, \hat{\tau}_N) \) and \( \hat{a} = (\hat{a}_1, \ldots, \hat{a}_N) \). From (62), the log-likelihood function can be expressed as

\[
\hat{\Lambda}(I_t) = \hat{k} + \sum_{i=1}^{N_t} \log a_i - \frac{R_p^2}{2\sigma^2} \sum_{i=1}^{N_t} \left( a_i^2 \hat{E}_1^i (\hat{\tau}_i - \tau_i)^2 + E_i^2 (\hat{a}_i - a_i)^2 \right)
\]

(63)

where \( \hat{k} \) is a constant that is independent of \( a_i \)'s and \( \tau_i \)'s. Hence, the ML estimate for \( I_t \) can be obtained from (63) as in (27).
C. Proof of Proposition 2

The derivative of the log-likelihood function in (63) with respect to the $k$th parameter of the unknown parameter vector $\hat{x}$ is computed as

$$\frac{\partial \hat{x}(I_t)}{\partial x_i} = \frac{N_t}{a_i} \frac{1}{a_i} \frac{\partial a_i}{\partial x_i} + \frac{\partial a_i - \hat{a}_i}{\sigma^2} \frac{\partial \hat{a}_i}{\partial x_i} + \frac{\left(\hat{t}_i - t_i\right) \sigma^2 \hat{R}^2 P E_3}{\sigma^2} \frac{\partial \hat{t}_i}{\partial x_i} - \frac{\left(\hat{t}_i - t_i\right) \sigma^2 \hat{R}^2 P E_3}{\sigma^2} \frac{\partial \hat{a}_i}{\partial x_i}$$

(64)

for $k \in \{1, 2, 3\}$. Using the formula in (6) with the expression in (64), the $(k_1, k_2)$th entry of the FIM can be obtained after some manipulation as

$$[J_{TS, syn}^{k_1, k_2}] = \frac{R^2}{\sigma^2} \sum_{i=1}^{N_t} \left(1 + \frac{2 \sigma^2}{\sigma^2 \hat{R}^2 P E_3} \frac{\partial a_i}{\partial x_i} \frac{\partial \hat{a}_i}{\partial x_i} + \frac{\partial \hat{t}_i}{\partial x_i} \frac{\partial \hat{t}_i}{\partial x_i} \right)$$

(65)

for $k_1, k_2 \in \{1, 2, 3\}$. By invoking the assumption of high SNRs in Lemma 1 ($\alpha^2 \hat{R}^2 P E_3 \gg \sigma^2$), the FIM for the unknown receiver location $I_t$ can be obtained as in (30).

D. Derivation of (47)

Consider the estimation of $t_i$ and $a_i$ from $r_i(t)$ in (1). As derived in Appendix VI-A, the FIM can be expressed, from (56)–(59), as

$$J(t_i, a_i) = \begin{bmatrix} \alpha^2 \hat{R}^2 P E_3 & \alpha_i \hat{R}^2 P E_3 \\ -\alpha_i \hat{R}^2 P E_3 & \sigma^2 \hat{R}^2 P E_3 \\ \sigma^2 \hat{R}^2 P E_3 & \sigma^2 \hat{R}^2 P E_3 \end{bmatrix}$$

(66)

Then, the CRLB on estimating $a_i$ can be obtained as

$$E[(\hat{a}_i - \alpha_i)^2] \geq [J^{-1}(t_i, a_i)]_{2,2} = \frac{E_i \sigma^2 \hat{R}^2 P E_3}{(E_i E_2 - (E_2)^2)}$$

(67)

Hence, the weighting coefficient in (47) is inversely proportional to the CRLB for estimating $a_i$ from $r_i(t)$.
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