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Abstract—The number of component classifiers chosen for an ensemble greatly impacts the prediction ability. In this paper, we use a geometric framework for a priori determining the ensemble size, which is applicable to most of the existing batch and online ensemble classifiers. There are only a limited number of studies on the ensemble size examining majority voting (MV) and weighted MV (WMV). Almost all of them are designed for batch-mode, hardly addressing online environments. Big data dimensions and resource limitations, in terms of time and memory, make the determination of ensemble size crucial, especially for online environments. For the MV aggregation rule, our framework proves that the more strong components we add to the ensemble, the more accurate predictions we can achieve. For the WMV aggregation rule, our framework proves the existence of an ideal number of components, which is equal to the number of class labels, with the premise that components are completely independent of each other and strong enough. While giving the exact definition for a strong and independent classifier in the context of an ensemble is a challenging task, our proposed geometric framework provides a theoretical explanation of diversity and its impact on the accuracy of predictions. We conduct a series of experimental evaluations to show the practical value of our theorems and existing challenges.
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I. INTRODUCTION

O

VER the last few years, the design of learning systems for mining the data generated from the real-world problems has encountered new challenges such as the high dimensionality of big data, as well as growth in volume, variety, velocity, and veracity—the four V’s of big data. In the context of data dimensions, the volume is the amount of data, variety is the number of types of data, velocity is the speed of data, and veracity is the uncertainty of data; generated in real-world applications and processed by the learning algorithm. The dynamic information processing and incremental adaptation of learning systems to the temporal changes are among the most demanding tasks in the literature for a long time [2], [3].

Ensemble classifiers are among the most successful and well-known solutions to supervised learning problems, particularly for online environments [4]–[6]. The main idea is to construct a collection of individual classifiers, even with weak learners, and combine their votes. The aim is to build a stronger classifier, compared with each individual component classifier [7]. The training mechanism of components and the vote aggregation method mostly characterize an ensemble classifier [8].

There are two main categories of vote aggregation methods for combining the votes of component classifiers: weighting methods and metalearning methods [8], [9]. Weighting methods assign a combining weight to each component and aggregate their votes based on these weights [e.g., majority voting (MV), performance weighting, and Bayesian combination]. They are useful when the individual classifiers perform the same task and have comparable success. Metalearning methods refer to learning from the classifiers and from the classifications of these classifiers on training data (e.g., stacking, arbiter trees, and grading). They are best suited for situations where certain classifiers consistently misclassify or correctly classify certain instances [8]. In this paper, we study the ensembles with the weighting combination rule. Metalearning methods are out of the scope of this paper.

An important aspect of ensemble methods is to determine how many component classifiers should be included in the final ensemble, known as the ensemble size or ensemble cardinality [1], [8], [10]–[14]. The impact of ensemble size on efficiency in terms of time and memory and predictive performance make its determination an important problem [15], [16]. Efficiency is especially important for online environments. In this paper, we extend our geometric framework [1] for predetermining the ensemble size, applicable to both batch and online ensembles.

Furthermore, diversity among component classifiers is an influential factor for having an accurate ensemble [8], [17]–[19]. Liu et al. [20] empirically studied ensemble size on diversity. Hu [11] explained that component diversity leads to uncorrelated votes, which in turn improves predictive performance. However, to the best of our knowledge, there is no explanatory theory revealing how and why diversity among components contributes toward overall ensemble accuracy [21]. Our proposed geometric framework
introduces a theoretical explanation for the understanding of diversity in the context of ensemble classifiers. The main contributions of this paper are the following.

1) We present a brief comprehensive review of existing approaches for determining the number of component classifiers of ensembles.

2) We provide a spatial modeling for ensembles and use the linear least squares (LSQs) solution [22] for optimizing the weights of components of an ensemble classifier, applicable to both online and batch ensembles.

3) We exploit the geometric framework for the first time in the literature, for *a priori* determining the number of component classifiers of an ensemble.

4) We explain the impact of diversity among component classifiers of an ensemble on the predictive performance, from a theoretical perspective and for the first time in the literature.

5) We conduct a series of experimental evaluations on more than 16 different real-world and synthetic data streams and show the practical value of our theorems and existing challenges.

**II. RELATED WORKS**

The importance of ensemble size is discussed in several studies. There are two categories of approaches in the literature for determining ensemble size. Several ensembles *a priori* determine the ensemble size with a fixed value (such as bagging), while others try to determine the best ensemble size dynamically by checking the impact of adding new components to the ensemble [8]. Zhou et al. [23] analyzed the relationship between an ensemble and its components and concluded that aggregating many of the components may be the better approach. Through an empirical study, Liu et al. [20] showed that a subset of the components of a larger ensemble can perform comparably to the full ensemble, in terms of accuracy and diversity. Ula¸s et al. [24] discussed approaches for incrementally constructing a batch-mode ensemble using different criteria including accuracy, significant improvement, diversity, correlation, and the role of search direction.

This led to the idea in ensemble construction, that it is sometimes useful, to let the ensemble extend unlimitedly and then prune the ensemble in order to get a more effective ensemble [8], [25]–[29]. Ensemble selection methods are developed as pruning strategies for ensembles. However, with today’s data dimensions and resource constraints, the idea seems impractical. Since the number of data instances grows exponentially, especially in online environments, there is a potential problem of approaching an infinite number of components for an ensemble. As a result, determining an upper bound for the number of components with a reasonable resource consumption is essential. As mentioned in [30], the errors cannot be arbitrarily reduced by increasing the ensemble size indefinitely.

There are a limited number of studies for batch-mode ensembles. Latinne et al. [10] proposed a simple empirical procedure for limiting the number of classifiers based on the McNemar nonparametric test of significance. Similar approaches [31], [32], suggested a range of 10–20 base classifiers for bagging, depending on the base classifier and data set.

Oshiro et al. [12] cast the idea that there is an ideal number of component classifiers within an ensemble. They defined the ideal number as the ensemble size where exploiting more base classifiers brings no significant performance gain, and only increases computational costs. They showed this by using the weighted average area under the ROC curve, and some data set density metrics. Fumera et al. [32], [33] applied an existing analytical framework for the analysis of linearly combined classifiers of bagging, using misclassification probability. Hernández-Lobato et al. [13] suggested a statistical algorithm for determining the size of an ensemble, by estimating the required number of classifiers for obtaining stable aggregated predictions, using MV.

Pietruczuk et al. [34], [35] recently studied the automatic adjustment of ensemble size for online environments. Their approach determines whether a new component should be added to the ensemble by using a probability framework and defining a confidence level. However, the diversity impact of component classifiers is not taken into account, and there is a possibility of approaching the infinite number of components without reaching the confidence level. The assumption that the error distribution is i.i.d cannot be guaranteed, especially with a higher ensemble size; this reduces the improvements due to each extra classifier [30].

**III. GEOMETRIC FRAMEWORK**

In this section, we propose a geometric framework for studying the theoretical side of ensemble classifiers based on [1]. We mainly focus on online ensembles since they are more specific models compared with batch-mode ensembles. The main difference is that online ensembles are trained and tested over the course of incoming data while batch-mode ensembles are trained and tested once. As a result, batch-mode ensembles are also applicable to our framework, with a simpler declaration. We use this geometric framework in [36] and [37] for aggregating votes and proposing a novel online ensemble for evolving data stream.

Suppose we have an ensemble of $m$ component classifiers, $ξ = \{C_{S_1}, C_{S_2}, \ldots, C_{S_m}\}$. Due to resource limitations, we are only able to keep the $n$ latest instances of an incoming data stream as an *instance window*, $I = \{I_1, I_2, \ldots, I_n\}$, where $I_n$ is the latest instance and all the true-class labels are available. We assume that our supervised learning problem has $p$ class labels, $C = \{C_1, C_2, \ldots, C_p\}$. For batch-mode ensembles, $I$ can be considered as the whole set of training data. Table I presents the notation of symbols for our geometric framework.

Our framework uses a $p$-dimensional Euclidean space for modeling the components’ votes and true-class labels. For a given instance $I_i (1 \leq i \leq n)$, each component classifier $CS_j (1 \leq j \leq m)$ returns a score-vector as $S_{ij} = \langle S_{ij}^1, S_{ij}^2, \ldots, S_{ij}^p \rangle$, where $\sum_{k=1}^{p} S_{ij}^k = 1$. Considering all the score-vectors in our $p$-dimensional space, the framework builds a polytope of votes, which we call the score-polytope of $I_i$. For the true-class label of $I_i$, we have $o_i = \langle O_i^1, O_i^2, \ldots, O_i^p \rangle$ as the ideal-point. Note that $o_i$ is
Euclidean space, called score-polytope, generates a score-vector, \( S_t \). These score-vectors construct a surface in the Euclidean space, called score-polytope.

The Euclidean norm is used as the loss function, \( \text{loss}(\cdot, \cdot) \), for optimization purposes [22]. The Euclidean distance of any score-vector and ideal-point expresses the effectiveness of that component for the given instance. Using aggregation rules, we aim to define a mapping function from a score-polytope into a single vector and measure the effectiveness of our ensemble. Wu and Crestani [41] applied a similar geometric framework for data fusion of information retrieval systems. In this paper, some of our theorems are obtained and adapted to ensemble learning from their framework.

### A. Majority Voting (MV)

The mapping of a given score-polytope into its centroid can be expressed as the MV aggregation—plurality voting or averaging. For a given instance, \( I_t \), we have the following mapping to the centroid-point, \( a_t = (A_1^t, A_2^t, \ldots, A_p^t) \)

\[
A_t^l = \frac{1}{m} \sum_{j=1}^{m} s_{tj}^l \quad (1 \leq k \leq p).
\]

**Theorem 1:** For \( I_t \), the loss between the centroid-point \( a_t \) and ideal-point \( o_t \) is not greater than the average loss between \( m \) score-vectors and \( o_t \), that is to say

\[
\text{loss}(a_t, o_t) \leq \frac{1}{m} \sum_{j=1}^{m} \text{loss}(s_{tj}, o_t).
\]

**Proof:** Based on Minkowski’s inequality for sums [42]

\[
\sqrt{\sum_{k=1}^{p} \left( \sum_{j=1}^{m} \theta_j^k \right)^2} \leq \sum_{j=1}^{m} \sqrt{\sum_{k=1}^{p} (\theta_j^k)^2}.
\]

Letting \( \theta_j^k = s_{tj}^k - O_t^k \) and substituting results

\[
\sqrt{\sum_{k=1}^{p} \left( \frac{1}{m} \sum_{j=1}^{m} (s_{tj}^k - O_t^k) \right)^2} \leq \sum_{j=1}^{m} \frac{1}{m} \sum_{k=1}^{p} (s_{tj}^k - O_t^k)^2.
\]

Since \( m > 0 \), we have the following

\[
\sqrt{\sum_{k=1}^{p} \left( \frac{1}{m} \sum_{j=1}^{m} s_{tj}^k - O_t^k \right)^2} \leq \frac{1}{m} \sum_{j=1}^{m} \left( \sum_{k=1}^{p} (s_{tj}^k - O_t^k)^2 \right).
\]

Using (1) and loss definition, (2) can be achieved. □

**Discussion:** Theorem 1 shows that the performance of an ensemble with the MV aggregation rule is at least equal to the average performance of all individual components.

**Theorem 2:** For \( I_t \), let \( \tilde{\xi} = \xi - \{CS_l\} \ (1 \leq l \leq m) \) be a subset of ensemble \( \xi \) without \( CS_l \). Each \( \tilde{\xi} \) has \( a_{\tilde{\xi}} \) as its centroid-point. We have

\[
\text{loss}(a_t, o_t) \leq \frac{1}{m} \sum_{l=1}^{m} \text{loss}(a_{\tilde{\xi}}, o_t).
\]

**Proof:** \( a_t \) is the centroid-point of all \( a_{\tilde{\xi}} \) points according to the definition. Assume \( \tilde{\xi} \) as an individual classifier

---

**TABLE I**

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I = {I_1, I_2, \ldots, I_n} )</td>
<td>Instance window, ( I_i; (1 \leq i \leq n) )</td>
</tr>
<tr>
<td>( \xi = {CS_1, CS_2, \ldots, CS_m} )</td>
<td>Ensemble of ( m ) component classifiers, ( CS_j; (1 \leq j \leq m ) and ( 2 \leq m )</td>
</tr>
<tr>
<td>( C = {C_1, C_2, \ldots, C_p} )</td>
<td>Classification problem with ( p ) class labels, ( C_k; (1 \leq k \leq p ) and ( 2 \leq p )</td>
</tr>
<tr>
<td>( s_{tj} = \langle S_{t,j,1}, S_{t,j,2}, \ldots, S_{t,j,p} \rangle )</td>
<td>Score-vector for ( I_t ) and ( CS_j )</td>
</tr>
<tr>
<td>( o_t = \langle O_{1,t}, O_{2,t}, \ldots, O_{p,t} \rangle )</td>
<td>Ideal-point for ( I_t ) and ( CS_j )</td>
</tr>
<tr>
<td>( a_t = \langle A_{1,t}, A_{2,t}, \ldots, A_{p,t} \rangle )</td>
<td>Centroid-point for ( I_t ) and ( CS_j )</td>
</tr>
<tr>
<td>( w = \langle W_1, W_2, \ldots, W_m \rangle )</td>
<td>Weight vector for ( \xi, W_j; (1 \leq j \leq m )</td>
</tr>
<tr>
<td>( b_t = \langle B_{1,t}, B_{2,t}, \ldots, B_{p,t} \rangle )</td>
<td>Weighted-centroid-point for ( I_t )</td>
</tr>
</tbody>
</table>

---

a one-hot vector in this paper. However, there are other supervised problems this assumption is not true—for example, multilabel classification [37]. Studying other variations of the supervised problem is out of the scope of this paper. A general schema of our geometric framework is presented in Fig. 1.

**Example:** Assume, we have a supervised problem with three class labels, \( C = \{C_1, C_2, C_3\} \). For a given instance \( I_t \), the true-class label is \( C_2 \). The ideal-point would be \( o_t = (0, 1, 0) \).

One could presumably define many different algebraic rules for vote aggregation [38, 39]—minimum, maximum, sum, mean, product, median, and so on. While these vote aggregation rules can be expressed using our geometric framework, we study the MV and weighted MV (WMV) aggregation rules in this paper. In addition, individual vote scores can be aggregated based on two different voting schemes [40].

1) **Hard Voting:** The score-vector of a component classifier is first transformed into a one-hot vector, possibly using a hard-max function, and then combined.

2) **Soft Voting:** The score-vector is used for vote aggregation. We use soft voting for our framework.
with score-vector of \( a_{ij} \). Theorem 1 for every \( \xi_j \) results (3) directly.

**Discussion:** Theorem 2 can be generalized for any subset definition with \((m - f)\) components, \(1 \leq f \leq (m - 2)\). This shows that an ensemble with \( m \) components performs better (or at least equal) compared with the average performance of ensembles with \( m - f \) components. It can be concluded that better performance can be achieved if we aggregate more component classifiers. However, if we keep adding poor components to the ensemble, it can diminish overall prediction accuracy by increasing the upper bound in (2). This is in agreement with the result of the Bayes error reduction analysis [43], [44]. Setting a threshold, as expressed in (2). This is in agreement with the result of the Bayes error reduction analysis [43], [44]. Setting a threshold, as expressed in (2). This is in agreement with the result of the Bayes error reduction analysis [43], [44]. Setting a threshold, as expressed

### B. Weighted Majority Voting (WMV)

For this aggregation rule, a weight vector \( w = (W_1, W_2, \ldots, W_m) \) for components of ensemble is defined, \( W_j \geq 0 \) and \( \sum W_j = 1 \) for \( 1 \leq j \leq m \). For a given instance, \( I_t \), we have the following mapping to the weighted-centroid-point, \( b_t = (B^1_t, B^2_t, \ldots, B^p_t) \)

\[
B^k_t = \sum_{j=1}^{m} W_j S^k_{ij} \quad (1 \leq k \leq p). \tag{4}
\]

Note that giving equal weights to all the components will result in the MV aggregation rule. WMV presents a flexible aggregation rule. No matter how poor a component classifier is, with a proper weight vector we can cancel its effect on the aggregated results. However, as discussed earlier, this is not true for the MV rule. In the following, we give the formal definition of the optimum weight vector, which we aim to find.

**Definition 1 (Optimum Weight Vector):** For an ensemble, \( \xi \), and a given instance, \( I_t \), weight vector \( w_0 \) with the weighted-centroid-point \( b_0 \) is the optimum weight vector where for any \( w_k \) with weighted-centroid-point \( b_k \) the following is true: \( \text{loss}(b_0, o_t) \leq \text{loss}(b_k, o_t) \).

**Theorem 3:** For a given instance, \( I_t \), let the optimum weight vector, \( w_0 \), and the weighted-centroid-point \( b_0 \). The following must hold

\[
\text{loss}(b_1, o_t) \leq \min\{\text{loss}(s_{11}, o_t), \ldots, \text{loss}(s_{m1}, o_t)\}. \tag{5}
\]

**Proof:** Assume that the least loss belongs to component \( j \), among \( m \) score-vectors. We have the following two cases.

1) **Maintaining the Performance:** Simply giving a weight of 1 to \( j \)'s component and 0 for the remaining components result in the equality case; \( \text{loss}(b_1, o_t) = \text{loss}(s_{1j}, o_t) \).

2) **Improving the Performance:** Using a linear combination of \( j \) and other components with proper weights result in a weighted-centroid-point closer to the ideal point. We can always find such a weight vector in the Euclidean space if other components are not the exact same as \( j \).

Using the squared Euclidean norm as the measure of closeness for the linear LSQ problem [22] results

\[
\min_w ||o - wS||^2_2 \tag{6}
\]

where for each instance \( I_t \) in the instance window, \( S \in \mathbb{R}^{m \times p} \) is the matrix with score-vectors \( s_{ij} \) in each row corresponding to the component classifier \( j \), \( w \in \mathbb{R}^m \) is the vector of weights to be determined, and \( o \in \mathbb{R}^p \) is the vector of the ideal-point. We use the following function for our optimization solution

\[
f(W_1, W_2, \ldots, W_m) = \sum_{k=1}^{p} \left( \sum_{j=1}^{m} (W_j S^k_{ij}) - o^k \right)^2. \tag{7}
\]

Taking a partial derivation over \( W_q (1 \leq q \leq m) \), setting the gradient to zero, \( \nabla f = 0 \), and finding optimum points give us the optimum weight vector. Letting the following summations as \( \lambda_{qj} \) and \( \gamma_q \)

\[
\lambda_{qj} = \sum_{k=1}^{p} S^k_{iq} S^k_{ij}, \quad (1 \leq q, j \leq m) \tag{8}
\]

\[
\gamma_q = \sum_{k=1}^{p} O^k_{iq} S^k_{ij}, \quad (1 \leq q \leq m) \tag{9}
\]

lead to \( m \) linear equations with \( m \) variables (weights). Briefly, \( A \omega = \gamma \), where \( A \in \mathbb{R}^{m \times m} \) is the coefficients matrix and \( \gamma \in \mathbb{R}^m \) is the remainders vector—using (8) and (9), respectively. The proper weights in the matrix equation are our intended optimum weight vector. Here, we only use a single instance of the instance window for simplicity of equations, however, a summation on all the instances of the instance window can give us the optimal weights. For a more detailed explanation, see [36].

**Discussion:** According to (8), \( A \) is a symmetric square matrix. If \( A \) has full rank, our problem has a unique solution. On the other hand, in the sense of the LSQ solution [22], it is probable that \( A \) is rank-deficient, and we may not have a unique solution. Studying the properties of this matrix lead us to the following theorem.

**Theorem 4:** If the number of component classifiers is not equal to the number of class labels, \( m \neq p \), then the coefficient matrix would be rank-deficient, \( \det A = 0 \).

**Proof:** Since we have \( p \) dimensions in our Euclidean space, \( p \) independent score-vectors would be needed for the basis spanning set. Any number of vectors, \( m \), more than \( p \) is dependent on the basis spanning set, and any number of vectors, \( m \), less than \( p \) is insufficient for constructing the basis spanning set.

**Discussion:** The above-mentioned theorem excludes some cases in which we cannot find optimum weights for aggregating votes. There are several numerical solutions for solving rank-deficient LSQs problems (e.g., QR factorization and singular value decomposition), however, the resulting solution is relatively expensive, may not be unique, and optimality is not guaranteed. Theorem 4’s outcome is that the number of independent components for an ensemble is crucial for providing a full-rank coefficient matrix, in the aim of an optimal weight vector solution.

### C. Diversity Among Components

Theorem 4 shows that for weight vector optimality, \( m = p \) should be true. However, the reverse cannot be guaranteed
S mathematical coefficient matrix results in some conditions where we have vote agreement, and cannot find a unique optimum weight vector. As an example, suppose we have two component classifiers for a binary classification task, optimum weight vector. As an example, suppose we have two component classifiers for a binary classification task, \( m = p = 2 \). Letting \( \det \Lambda = 0 \), results the following equations:

\[
S_{11} + S_{12} = 1 \quad \text{or} \quad S_{11} + S_{12} = 1,
\]

meaning the agreement of component classifiers—i.e., the exact same vote vectors. More specifically, this suggests another condition for weight vector optimality: the importance of diversity among component classifiers.

Fig. 2 presents four mainly different score-vector possibilities for an ensemble with size three. The true-class label of the examined instance is \( C_1 \) for a binary classification problem. All score-vectors are normalized and placed on the main diagonal of the spatial environment. The counter-diagonal line divides the decision boundary for the class label determination based on the probability values. If the component’s score-vector is in the lower triangular, it is classified \( C_1 \) and similarly, if it is in the left triangular part it is classified \( C_2 \). Fig. 2(a) and (b) shows the misclassification and true classification situations, respectively. Fig. 2(c) and (d) shows disagreement among components of the ensemble.

If for several instances, in a sequence of data, the score-vectors of two components are equal (or act predictably similar), they are considered dependent components. There are several measurements for quantifying this dependence for ensemble classifiers (e.g., Q-statistic) [19]. However, most of the measurements in practice use the oracle output of components (i.e., only predicted class labels) [19]. Our geometric framework shows the potential importance of using score-vectors for diversity measurements. It is out of the scope of this paper to propose a diversity measurement using score-vectors and we leave it as a future work.

To the best of our knowledge, there is no explanatory theory in the literature revealing why and how diversity among components contribute toward overall ensemble accuracy [17], [21]. Our geometric modeling of ensemble’s score-vectors and the optimum weight vector solution provide a theoretical insight for the commonly agreed upon idea that “the classifiers should be different from each other, otherwise the overall decision will not be better than the individual decisions” [19]. Optimum weights can be reached when we have the same number of independent and diverse component classifiers as class labels. Diversity has a great impact on the coefficient matrix that consequently impacts the accurate predictions of an ensemble. For the case of MV, adding more dependent classifiers will dominate the decision of other components.

**Discussion:** Our geometric framework supports the idea that there is an ideal number of component classifiers for an ensemble, with which we can reach the most accurate results. Increasing or decreasing the number of classifiers from this ideal point may deteriorate predictions, or bring no gain to the overall performance of the ensemble. Having more components than the ideal number of classifiers can mislead the aggregation rule, especially for MV. On the other hand, having fewer is insufficient for constructing an ensemble which is stronger than the single classifier. We refer to this situation as “the law of diminishing returns in ensemble construction.”

Our framework suggests that the number of class labels of a data set as the ideal number of component classifiers, with the premise that they generate independent scores and aggregated with optimum weights. However, real-world data sets and existing ensemble classifiers do not guarantee this premise most of the time. Determining the exact value of this ideal point for a given ensemble classifier, over real-world data, is still a challenging problem due to the different complexities of data sets.

### IV. Experimental Evaluation

The experiments conducted in [1] showed that for ensembles trained with a specific data set, we have an ideal number of components in which having more will deteriorate or at least provide no benefit to our prediction ability. Our extensive experiments in [36] show the practical value of this geometric framework for aggregating votes, Geometrically Optimum and Online-Weighted Ensemble (GOOWE). An adaption of the framework for the multilabel classification task, called GOOWE-ML, is introduced in [37]. The theoretical complexity analysis of the optimal weight calculation is presented in [37].

Here, through a series of experiments, we first investigate the impact of the number of class labels and the number of component classifiers for MV and WMV using a synthetic data set generator. Then, we study the impact of miscellaneous data streams using several real-world and
synthetic data sets. Finally, we explore the outcome of our theorems on the diversity of component classifiers and the practical value of our study. All the experiments are implemented using the Massive Online Analysis (MOA) framework [45] and interleaved-test-then-train is used for accurate measurements. An instance window, with a length of 500 instances, is used for keeping the latest instances.

A. Impact of Number of Class Labels

1) Setup: To investigate the sole impact of the number of class labels of the data set, i.e., the $p$ value, on the accuracy of an ensemble, we use the GOOWE [36] method. It uses our optimum weight vector calculation for vote aggregation using WMV. The Hoeffding Tree (HT) [46] is used as the component classifier, due to its high adaptivity to data stream classification. For a fair comparison, we modify GOOWE for having MV aggregation rule by simply providing equal weights to the components. These two variations of GOOWE, i.e., WMV and MV, are used for this experiment. Each of these variations trained and tested using different ensemble size values, starting from only two components and doubling at each step—i.e., our investigated ensemble sizes, $m$ values, are 2, 4, …, 128.

2) Data Set: Since existing real-world data sets are not consistent, in terms of classification complexity, we are only able to use synthetic data for this experiment in order to have reasonable comparisons. We choose the popular random radial basis function (RBF) generator since it is capable of generating data streams with an arbitrary number of features and class labels [47]. Using this generator, implemented in the MOA framework [45], we prepare six data sets, each containing 1 million instances with 20 attributes, with the default parameter settings of the RBF generator. The only difference is the number of class labels among data sets which are 2, 4, 8, 16, 32, and 64. We reflect this in data set naming as RBF-C2, RBF-C4, …, respectively.

3) Results: Fig. 3 presents prediction accuracy for WMV and MV with increasing component counts, $m$, on each data set. To mark the equality of $m$ and $p$, we use a green dashed vertical line.

- A weighted aggregation rule becomes more vital with an increasing number of component classifiers.
- WMV performs more resiliently in multiclass problems, compared with binary classification problems, when compared with MV. The gap between WMV and MV seems to increase with greater numbers of class labels.
- There is a peak point in the accuracy value, and it is dependent on the number of class labels. This can be seen by comparing RBF-C2, RBF-C4, and RBF-C8 (the first row in Fig. 3) with RBF-C16, RBF-C32, and RBF-C64 (the second row in Fig. 3) plots. In the former set, we see that after a peak point, the accuracy starts to drop. However, in the latter set, we see that the peak points are with $m = 128$.
- The theoretical vertical line, i.e., the equality case $m = p$, seems to precede the peak point on each plot.
Fig. 4. Prediction behavior of WMV and MV aggregation rules, in terms of accuracy, for miscellaneous synthetic data sets, with increasing both the number of component classifiers, \(m\), and class labels, \(p\). The equality case, \(m = p\), is marked on each plot using a green dashed vertical line.

premise conditions: generating independent scores and aggregating with optimum weights.

B. Impact of Data Streams

1) Setup: There are many factors when the complexity of classification problems are considered—concept drift, the number of features, and so on. To this end, we investigate the number of component classifiers for WMV and MV on a wide range of data sets. We use an experimental setup similar to the previous experiments on different synthetic and real-world data sets. We aim to investigate some general patterns in more realistic problems.

2) Data Set: We select eight synthetic and eight real-world benchmark data sets used for stream classification problems in the literature. A summary of our data sets is given in Table II. For this selection, we aim to have a mixture of different concept drift types, number of features, number of class labels, and noise percentages. Synthetic data sets are similar to the ones used for the GOOWE evaluation [36]. For real-world data sets, Sensor, PowerSupply, and HyperPlane data sets are taken from.\(^2\) The remainder of real-world data sets are taken from.\(^3\) See [1], [36] for a detailed explanations of the data sets.

3) Results: Figs. 4 and 5 present the prediction accuracy difference for WMV and MV for increasing component classifier counts, \(m\), on each data set. For marking the equality of \(m = p\), we use a green dashed vertical line, similar to the previous experiments. As we can see, given more broad types of data sets, each with completely different complexities, it is difficult to conclude strict patterns. We have the following interesting observations: 1) for almost all the data sets, WMV, with optimum weights, outperforms MV; 2) we can see the same results as the previous experiments: there is a peak point in the accuracy value and it is dependent on the number of class labels; 3) the theoretical vertical line, i.e., the equality case \(m = p\), seems to precede the peak point on each plot; and 4) optimum weighting seems to be more resilient in the evolving environments, i.e., data streams with concept drift, regardless of the type of concept drift.

The observations we have with the real-world data streams provide strong evidence that supports our claim which indicates that the number of class labels has an important influence on the ideal number of component classifiers and prediction

---

\(^2\)Access URL: http://www.cse.fau.edu/~xqzhu/stream.html

\(^3\)Access URL: https://www.openml.org/
Fig. 5. Prediction behavior of WMV and MV aggregation rules, in terms of accuracy, for miscellaneous real-world data sets with increasing both the number of component classifiers, \( m \), and class labels, \( p \). The equality case, \( m = p \), is marked on each plot using a green dashed vertical line.

performance. In Fig. 5, we observe that the peak performances, with one exception, are not observed with the maximum ensemble size. In other words, as we increase the number of component classifiers and move away from the green line and employ an ensemble of size 128, in all cases, prediction performance becomes lower than that of a smaller size ensemble. The only exception is observed with ClickPrediction; even with that one, no noticeable improvement is provided with the largest ensemble size. Furthermore, in all data streams, except ClickPrediction, the peak performances are closer to the green line rather than being closer to the largest ensemble size.

C. Impact of Diversity

1) Setup: In order to study the impact of diversity in ensemble classifiers and show the practical value of our theorems, we design two different scenarios for the binary classification problem. We select a binary classification for the purpose of this experiment since the difference between WMV and MV are almost always insignificant for binary classification, compared with multiclass problems. In addition, multiclass problems can potentially be modeled as several binary classification problems [48].

To this end, we recruit a well-known and state-of-the-art online ensemble classifier, called leverage bagging (LevBag) [49] as the base ensemble method for our comparisons. It is based on the OzaBagging ensemble [50], [51] and is proven to react well in online environments. It exploits resampling with replacement (i.e., input randomization), using a Poisson(\( \lambda \)) distribution to train diversified component classifiers.

We use LevBag in our experiments since it initializes a fixed number of component classifiers—i.e., unlike GOOWE, where component classifiers are dynamically added and removed during training in the course of incoming stream data [36], for LevBag the number of component classifiers are fixed from the initialization and the ensemble does not alter them. In addition, LevBag uses error-correcting output codes for handling multiclass problems and transforms them into several binary classification problems [49]. MV is used for vote aggregation, as the baseline of our experiments.

2) Design: For our analysis, we train different LevBag ensembles with 2, 4, ..., 64, and 128 components of classifiers—named LevBag-2, LevBag-4, ..., respectively. The HT [46] is used as the component classifier.

We design two experimental scenarios and compare them with LevBag ensembles as baselines. Each scenario is designed to show the practical value of our theorems with different perspectives. Here is a brief description.

1) Scenario 1: We select the two most diverse components out of a LevBag-10 ensemble’s pool of component classifiers, called Sel2Div ensemble, and aggregate their votes. For pairwise diversity measurements among the components of the ensemble, Yule’s Q-statistic [19] is used. Minku et al. [52] used it for pairwise diversity measurements of online ensemble learning. Q-statistic is measured between all the pairs, and the highest diverse pair is chosen. For two classifiers \( C_S_r \) and \( C_S_s \), the Q-statistic is defined in the following. \( N_{ab} \) is the number of instances in the instance window that \( C_S_r \) predicts \( a \) and \( C_S_s \) predicts \( b \).

\[
Q_{rs} = \frac{N_{11}N_{00} - N_{01}N_{10}}{N_{11}N_{00} + N_{01}N_{10}}
\]

2) Scenario 2: We train a hybrid of two different algorithms as component classifiers, a potentially diverse ensemble.
For this, one instance of the HT and the naive Bayes (NB) [47] algorithms are exploited; both are trained on the same instances of data stream—without input randomization. We call this the Hyb-HTNB ensemble.

The ensemble sizes for both of these scenarios are two. For each instance, vote aggregation in both scenarios is done using our geometric weighting framework. An instance window of 100 latest incoming instances are kept, and using (8) and (9) weights are calculated—\(\Delta w = \gamma\).

3) Data Set: We examine our experiments using three real-world and three synthetic data streams, all with two-class labels. For real-world data sets, we use the exact same real-world data sets with two-class labels as with the previous experiments, see Table II. For synthetic data sets, we generate 500,000 instances of RBF, streaming ensemble algorithm (SEA), and HyperPlane generator (HYP) stream generator from the MOA framework [45]. For the settings of these generators, the default values are used, except for the number of class labels, which are two.

4) Results: Table III shows the prediction accuracy of different ensemble sizes and experimental scenarios for examined data sets. The highest accuracy for each data set is bold.

The highest accuracy for each data set is bold.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>64</th>
<th>128</th>
</tr>
</thead>
<tbody>
<tr>
<td>LevBag</td>
<td>85.955</td>
<td>86.747</td>
<td>87.455</td>
<td>88.136</td>
<td>88.527</td>
<td>89.516</td>
<td>90.638</td>
</tr>
<tr>
<td>Select 2</td>
<td>88.430</td>
<td>86.392</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>most</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>diverses</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hybrid of HT</td>
<td>85.406</td>
<td>82.538</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>and NB</td>
<td>88.313</td>
<td>88.283</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The Friedman multiple pairwise comparisons are conducted and presented in Table IV. We observe that there is no significant difference among LevBag-8, LevBag-16, LevBag-32, LevBag-64, LevBag-128, and Sel2Div ensembles. Given that all are trained using the same component classifier, the impact of this result is important; only two base classifiers can be comparably good with 128 of them when they trained in a diverse enough fashion and weighted optimally.

On the other hand, the Hyb-HTNB ensemble performs equivalently as good as LevBag-2, LevBag-4, and LevBag-8, according to statistical significance tests. Hyb-HTNB is a naturally diverse ensemble; we included this in our experiment to show the impact of diversity on prediction accuracy. Since NB is a weak classifier compared with HT, it is reasonable that Hyb-HTNB is not performing as good as the Sel2Div ensemble.

V. Conclusion

In this paper, we studied the impact of ensemble size using a geometric framework. The entire decision-making process through voting is adapted to a spatial environment and weighting combination rules, including MV, are considered for providing better insight. The main focus of the study is online ensembles; however, nothing prevents us from using the proposed model on batch ensembles.

The ensemble size is crucial for online environments, due to the dimensionality growth of data. We discussed the effect of ensemble size with MV and optimal weighted voting aggregation rules. The highly important outcome is that we do not need to train a near-infinite number of components to have a good ensemble.

We delivered a framework which heightens the understanding of the diversity and explains why diversity contributes to the accuracy of predictions.

Our experimental evaluations showed the practical value of our theorems and highlighted existing challenges. Practical imperfections across different algorithms and different learning complexities on our various data sets prevent us to clearly show that \(m = p\) is the ideal ensemble size and diversity are the core decisions to be used in the ensemble design. The experimental results show that the number of class labels has an important effect on the ensemble size. For example, in seven out of eight real-world data sets, the peak performances are closer to the ideal \(m = p\) point rather than being closer to the largest ensemble size.
As a future work, we aim to define some diversity measures based on this framework, while also studying the coefficient matrix specifications. We also plan to study the ideal number of components for multilabel classification [37], and the use of an ensemble of ensembles in multistream environments.
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