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Abstract
In wireless sensor networks (WSNs) that use TDMA-based scheduled channel access, spatial re-use of time-slots is possible among a non-conflicting set of nodes. In this way, data gathering delays can be reduced and aggregate network throughput can be increased. Besides spatial re-use, available multiple channels, which is already an available feature in some sensor node platforms, can be utilized to increase concurrency and minimize the number of time-slots required for a round of communication. In this paper, we propose TDMA-based scheduling algorithms for multi-channel wireless sensor networks. By redefining the conflicts in a multi-channel environment, we extend two existing single-channel TDMA scheduling algorithms into multi-channel structure. We also present two channel assignment schemes (called NCA and LCA) appropriate to use with the extended multi-channel scheduling algorithms. We evaluate our proposed schemes by extensive simulation experiments and compare them with other single-channel and multi-channel algorithms from literature. The results show that in large networks our proposed algorithms can provide better performance, more concurrency, and up to 50% less delay compared to other methods.
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1. Introduction

Sensor nodes are devices that are low-cost, low-power, and have short communication range. Each sensor node senses and produces data signal to be transported to a central location, so called base station or sink. Depending on the application, a monitoring activity may require a wireless sensor network to collect data from sensor nodes to the sink node as quickly as possible. It is also important that the data is carried without losses and errors. Errors and losses can happen due to collisions and interference. A proper scheduling method can prevent them.
Because of the short transmission range of sensor nodes [2], which is approximately 10 to 100 m depending on power output and environmental characteristics, covering a large area of interest requires the deployment of a large number of sensor nodes. These nodes need to cooperate for transmission of packets to the center by multi-hop communication through the sink.

Since wireless sensor nodes usually have limited source of energy, the lifetime of a sensor network, besides many other things, is affected by medium access control (MAC) protocol used. MAC protocols using time division multiple access (TDMA) are very successful in avoiding collisions compared to contention-based protocols [3]. Besides, efficiency in power is obtained more easily in TDMA-based MAC protocols, since nodes can remain silent and only get activated at their scheduled time-slots, whereas idle-listening and collisions cause energy waste in contention-based protocols. Moreover, TDMA-based protocols can create a schedule for transmissions with some QoS guarantees in terms of delay, jitter and throughput. It is very difficult for contention-based protocols to provide such guarantees.

Main objective in a TDMA scheduling scheme is to assign time-slots to nodes for accessing a channel, considering network topology and interference. The schedule produced by a TDMA protocol in a wireless sensor network enables the data packets of all sensor nodes to reach to the sink in a collision free manner. The number of slots used for a round of data gathering from all sensor nodes to the sink node is defined to be the schedule length. Shortening the schedule length with an intelligent scheduling algorithm makes the network accomplish the same data gathering task faster, hence reduces delay and increases throughput. An appropriate scheduling mechanism is required in order to arrange transmission order of sensor nodes to prevent collisions and to carry data to sink as fast as possible. An effective factor in arrangement of scheduling is interference. When operating on the same frequency, nodes that are spatially close to each other can interfere and cause incorrect decoding of packets at the receiver side, unless a method to completely eliminate or reduce the interference is applied.

Some sensor node platforms have multiple channels that can be used for transmission. For example, IEEE 802.15.4 [2] standard specifies medium access control and physical layer for low-rate wireless personal area networks (LR-WPANs) and can operate in one of the three different unlicensed bands, supporting 1 channel in 868 MHz band, 10 channels in 902 MHz band, and 16 channels in 2.4 GHz ISM (industrial, scientific and medical) band. Upper layers of the standard are not defined and can be specified in various standards, such as ZigBee [4] and WirelessHART [5]. Contention based or TDMA based channel access method can be applied over the base MAC layer of the sensor nodes using IEEE 802.15.4 standard. Since multiple channels are available, sensor nodes can apply intelligent channel assignment and channel access scheduling algorithms.

Another short-range wireless technology that supports multiple channels and also uses 2.4 GHz ISM band is the ubiquitous IEEE 802.11 [6] standard, also known as Wi-Fi. Although there are 14 channels defined in the standard, availability of the channels depends on band regulations of countries. On 2.4 GHz, channels of 802.11 [6] overlap with channels of 802.15.4 and can interfere with
each other. Therefore, coexistence of multiple networks in an environment can have a negative effect on each other even though the networks use different wireless technologies. Coexistence issues of 802.11 and 802.15.4 as well as other wireless technologies operating on the ISM band are investigated in [7]. In a multi-network environment, the number of available channels for successful transmission in a WSN can be even less, as other wireless technologies such as 802.11 co-exists.

In this paper we propose channel assignment and scheduling algorithms for multi-channel wireless sensor networks that use time-slotted channel access. Our scheduling methods enable multiple transmissions in a time-slot by both considering spatial re-use and multiple available channels. Our work is inspired from the work of Ergen et al. [8] which propose TDMA-based single-channel scheduling algorithms for static WSNs. We extend their work by also considering and utilizing multiple channels available by some wireless communication technologies to further reduce schedule length, decrease packet latency and increase network throughput. When multiple channels are available and utilized, nodes in a WSN will have more chance to concurrently access the channel in a collision free manner, since they will have more freedom for preventing interference: they can either choose non-conflicting time-slots or they can choose different radio channels.

Our contributions in this paper are three-fold: First, we evaluate and redefine conflicts types in order to distinguish the ones that can be resolved by utilizing multi-channels. Second, we extend single-channel scheduling algorithms of [8] into a multi-channel structure. Hence, for any given network, multiple channels can be scheduled without collision by distinguishing the conflicts. Since the number of available channels can be limited, channel assignment need to be done carefully and efficiently. Finally, we propose two channel assignment algorithms (NCA and LCA) that are used in combination with time-slot assignment and scheduling algorithms.

The rest of this paper is organized as follows. In Section 2, some related work is discussed. In Section 3, some background information is presented. Our proposed multi-channel scheduling schemes are presented in Section 4. Our simulation environment and simulation results are presented and interpreted in Section 5. Finally, conclusions and future work are presented in Section 6.

2. Related Work

Multi-channel TDMA algorithms are studied in depth in [9, 3, 10, 11, 12, 13] and [14]. Zhang et al. [9] propose coloring and coding based distributed multi-channel TDMA scheduling in wireless ad-hoc networks. They categorize the conflicts caused by wireless links into two types: explicit and implicit. Explicit conflicts are proposed to be avoided by a time-slot allocation method whereas avoiding of implicit conflicts relies on an algebraic-coding based algorithm that utilizes multiple channels. Jovanovic et al. [3] propose TFMAC, a multi-channel MAC protocol for WSNs that incorporates multiple channels into TDMA. In TFMAC, a node randomly chooses a frequency and broadcasts it to its neighbors.
before activation period. Then it collects timetables from its neighbors to decide the time-slots to be active. TFMAC employs a control slot to exchange control messages. Our algorithms, however, do not use a contention period. Incel et al. [11] propose local time-slot assignment for raw data convergecast and utilize multiple channels using RBCA channel assignment algorithm proposed in [15]. We give more details about the RBCA with local time-slot assignment scheme in further sections, since we compare our algorithms with this scheme. Multi-channel communication is studied in various wireless networks in [22, 23, 10, 13] and [26]. All these studies differ than our study in terms that they allow packet losses or multi-channel communication algorithms are not TDMA.

Scheduling in industrial WSNs are studied in [16, 17] and [12]. An industrial environment can be harsher due to unpredictable variations in temperature and presence of heavy equipment [18], and therefore can have different link-layer requirements. The MAC layer of WirelessHART [5], for example, combines TDMA and frequency hopping and abandons spatial reuse. It allows only one link to be active on each channel in each time-slot. Our algorithms differ from this approach by utilizing multiple channels and spatial re-use.

Ergen et al. [8] propose node-based and level-based TDMA scheduling algorithms for single-channel WSNs. Our algorithms in this paper extend these single-channel scheduling algorithms and adapt them to be used with multi-channel networks. We give details of these algorithms later in the paper (in section 4). TDMA scheduling algorithms using a single-channel are investigated in various other studies in literature [30, 31, 19, 32, 20, 34, 14].

Various studies consider and use multiple channels that might be available in the wireless communication technology used by sensor nodes. An appropriate channel assignment scheme is needed in order to efficiently assign channels to nodes so that interference is eliminated to enable parallel transmissions. Channel assignment schemes are extensively analyzed in [22, 23, 27, 13, 28, 26]. Incel et al. [11] discuss three channel assignment methods. Joint Frequency Time Slot Scheduling (JFTSS) starts with the link that has the highest number of packets to transmit. If the link loads are equal, then the link that is more-constrained in terms of interference is considered first and the most available slot-channel pair is assigned. The nodes that do not interfere can be assigned the same timeslot and channel. In Tree-Based Multi-channel Protocol (TMCP), network is partitioned into multiple sub-trees where each sub-tree is assigned a different channel. This method is efficient since nodes do not require channel switching. In Receiver-Based Channel Assignment (RBCA), children of a common parent transmit on the same channel. Therefore, each node operates in at most two channels. The algorithms proposed in [11] assume data aggregation is used in WSNs, where our algorithms do not make this assumption.

Network topology can be considered in the design of a scheduling algorithm or MAC protocol. Depending on the algorithm, packet transmission chance of a node can be affected from its location in the topology. Schedule length can be decreased specifically for different type of topologies. Wang et al. [32] propose fairness in end-to-end delivery in its spatial TDMA scheduling algorithm so that nodes with different quality and distance to the sink are treated equally. Ergen
et al. [8] propose level-based scheduling where movement of the packets across the network is much better balanced for topologies with high density further away from the sink. Their proposed node-base scheduling algorithm gives equal chance to the nodes in the network and performs better in topologies of equal density of packets across the network or higher packet density at low levels. Lu et al. [38] design DMAC to solve data forwarding interruption problem, whereby not all nodes on a multi-hop path to the sink are notified of data delivery in progress, that results in significant sleep delay, and allow continuous packet forwarding by giving the sleep schedule of a node an offset that depends upon its depth in the tree. DMAC, however, is not designed to utilize multiple channels effectively, whereas we consider availability of multiple channels as part of our protocol design to increase concurrency.

We propose centralized multi-channel TDMA scheduling algorithms. We first improve node-based and level-based TDMA scheduling algorithms for single-channel WSNs in [8] by extending them into multi-channel structure. In our proposed channel assignment, children of a parent transmit on the same channel and transmission channel of the children is assigned the same with their parent whenever it does not cause conflicts. Time-slot assignment to nodes is done by coloring conflict graph of the original network. A time-slot can be assigned to more than one node as long as the resulting set of nodes for a time-slot is non-conflicting. Therefore, in our network, the same channel and time-slot can be spatially re-used by more than one node.

3. Background Information

This section introduces network model used in this paper, defines conflict types and details the scheduling problem.

3.1. Network Model

We assume that the network consists of one base station, also referred as sink node, and sensor nodes (also referred as sensors or nodes). Base station constantly collects data from sensor nodes. Sensor nodes generate data packets and transmit these data packets to base station. All the nodes are assumed to be of the same type such that they transmit with the same power using the same hardware, hence nodes have equal transmission range and equal interference range and, adopting the ideal network model, transmission disk is assumed to be circle. We assume node places are fixed. Routing tree is constructed in such a way that each node is connected to sink node either directly or through multiple hops. If a node is not directly connected to sink, it is connected to another sensor node selected as parent. The node selected as parent is a neighboring node with smallest number of hops to the sink node. In the case there are multiple parent choices each with the same hop-count to sink, the one with shortest total path length to sink is chosen. Level of a node is the number of hops from the node to the sink.

The network model proposed in [8] forms the basis of network model in this paper. The network is represented by a graph $G = (V, E)$. Here, $V$ is the set
of vertices, in this case sensor nodes; and $E$ is the set of edges, in this case transmission links to be scheduled. $N = |V|$ is the number of nodes in $G$. The edges $E \subseteq V \times V$ are undirected. Every sensor node is connected to only one sensor node or base station directly for the transmission of its data packets.

Transmission from a node may interfere with a transmission from another node, causing collisions. Therefore, interfering nodes should not transmit at the same time. Well-known protocol interference model in [35] is used, that identifies the interference at the receiver, based on distance. Interference graph $C = (V, I)$ is assumed to be known. $I \subseteq V \times V$ is the set of edges such that $(u, v) \in I$ if either nodes $u$ and $v$ are in the interference range of each other or one of them can interfere by a transmission intended for the other although they are far enough to be affected by each other’s transmission. If two nodes $u, v$ are connected in the interference graph, $v$ should not be scheduled to receive from another node while $u$ is transmitting.

The conflict-graph corresponding to $G = (V, E)$ and $C = (V, I)$ is called $GC = (V, EC)$. In the conflict-graph, each edge of the original graph $G$ that is a transmission link to be scheduled is represented by a node. Since each sensor node in the original graph has only one transmission link, which is to its parent, that link can be represented by the label of the transmitting node in the original graph. That means a node $i$ in $GC$ corresponds to the transmission link $(i, p_i) \in E$ where $p_i$ is the parent of $i$ ($i \in V$).

In the conflict-graph, $EC$ comprises the edges between node pairs in $G$ that should not transmit at the same time. Since each node has a half-duplex radio interface, it cannot transmit and receive in the same time-slot, and primary and secondary conflicts are considered in determining $EC$.

3.2. Conflict Types

There are two types of conflicts for the transmissions introduced by the nodes in the network. First type of conflict is called primary conflict that occurs as a node cannot both transmit and receive at the same time-slot as well as cannot receive more than one transmissions destined to it at the same time-slot. This is due to nature of the sensor nodes consisting of half-duplex radios. If $(i, j) \in E$, $(i, j) \in EC$, since a node can not both transmit and receive at the same time-slot. This primary conflict and its representation in $GC$ is illustrated in Figure 1 on the left. Also, if $(i, j) \in E$ and $c_j$ is a child of $j$ in $G$ if $i \neq c_j$, $(i, c_j) \in EC$ because a parent can not receive from more than one child at one time-slot. Illustration of this primary conflict and its representation in the conflict-graph $GC$ is given in Figure 1 in the middle.

The other conflict is called secondary conflict that occurs when an intended receiver of a particular transmission is also within the transmission range of another transmission destined to another receiver. If $(i, j) \in I$ and $(i, j) \notin E$, and $c_j$ is a child of $j$ in $G$, $(i, c_j) \in EC$, because if $i$ is transmitting, child $c_j$ of $j$ cannot transmit at the same time-slot as $j$ would hear from both $i$ and $c_j$. This situation is illustrated in Figure 1 on the left, together with its representation in $GC$. 
Ergen et al. [8] gives definitions of primary and secondary conflicts which are described above. Since our aim is to decrease schedule length by mitigating interference, our motivation is to distinguish the transmission links that can be resolved when operating on different channels. Therefore, based on conflict types, we consider primary conflicts that are caused by sibling-sibling or parent-child relations as cannot be eliminated by setting to different channels, whereas secondary conflicts can be eliminated by utilizing multiple channels and setting transmission links to different channels.

Moreover, in order to distinguish conflict types in the conflict-graph efficiently, we modified the conflict-graph to be an edge-labeled conflict-graph where edges are associated with two different labels (colors). The edges of primary conflicts are assigned one label and the edges of secondary conflicts are assigned the other label. For instance, in the conflict-graphs of the primary conflicts in Figure 1, edges are associated with black color, whereas edge of the conflict-graph in secondary conflict example is associated with red color. This modification in the conflict-graph reduces computation overhead in the next phases.

3.3. Scheduling Problem

A scheduling frame, in short a schedule, consists of equal-duration time-slots that node or nodes assigned for transmissions. As also stated in [8], we assume duration of a time-slot is enough for a successful transmission of a data packet as well as a guard interval to compensate for synchronization issues. Scheduling frame starts with each node generating a positive number of packets and ends when all these packets reach at the sink node. In the schedule, each edge in $G$, that is each node in $GC$ are assigned at least one time-slot for transmission. We assumed that interference graph $C$ is given. With this knowledge, scheduling problem is finding a scheduling frame with minimum length during which all nodes can send their packets to sink. Apart from [8], in finding a minimum length scheduling frame, we also take into account utilizing multiple channels.

The scheduling problem mentioned above is proved to be NP-complete in [8] by reducing NP-complete problem of finding the chromatic number of a graph to the scheduling problem under use of a single channel. Moreover, finding an optimum channel assignment to remove secondary conflicts is NP-complete [43]. Therefore, in the solution of this problem we used polynomial time heuristics. Our heuristic is based on reducing the number of transmission links affected from secondary conflicts by assigning them to different transmission channels.
Channel allocation to nodes is based on the approach that a node is assigned channels for transmission and reception states. In this way, a node operates on at most two different channels: transmission channel and reception channel. The channel on which the node will transmit or receive will be calculated centrally. On the transmission state, the node will operate on transmission channel and on the reception state the node will operate on receive channel assigned by the central mechanism.

The central mechanism uses as few numbers of channels as possible to eliminate the interference by spatial reuse of channels such that a channel can be assigned to a number of nodes.

We also study the scheduling problem under limited number of channels available. Having a limited number of channels available, eliminating all secondary conflicts by channel allocation may not be possible. Appropriate channel selection policy is proposed for this case.

The central mechanism produces the schedule proposed by the heuristic algorithms by spatial reuse of a time-slot where none of the conflicting nodes transmit at the same time.

4. Our Multi-channel TDMA Scheduling Schemes

Since both channel assignment and scheduling problems to eliminate secondary conflicts are NP-complete, our proposed solutions depend on heuristics. As part of our solution, two centralized single-channel scheduling heuristics in [8] are modified and improved for multi-channel scheduling.

We perform static channel assignment. Nodes are not frequently and dynamically hopping among multiple channels. A node can change at most between two channels (one channel for reception, one channel for transmission) that are statically and permanently assigned to the node for the lifetime of the network. During data gathering a node either operates in receiving mode or transmitting mode. Channel switching occurs when a node changes its operation mode. If a node is assigned the same channel both for transmitting and receiving operations, then it never switches channels. Static channel assignment is preferred to reduce complexity and power consumption in sensor nodes.

It is possible that multiple channels can be utilized statically without any channel switching. However, this requires a sink node having many radios (as in [22]) where each radio operates on a different channel or requires the network consisting of multiple sinks each using a different channel. Moreover, for networks with tree-shaped traffic, static channel assignment schemes assign unique channels to the sub-trees of the network rooted at the children of the sink. This has its own disadvantages. For example, intra-subtree secondary conflicts cannot be resolved. As a result, our proposed channel assignment schemes use channel switching, but at a minimal level.

Our solution is inspired from the node-based and level-based TDMA scheduling algorithms proposed by Ergen et al. [8]. Their scheduling algorithms are effective in single-channel WSNs, however, do not take into account multi-channel
capability of sensor radios. Hence, they cannot utilize multiple channels. Moreover, the algorithms in [8] are not in a form that is directly applicable for multi-channel networks. They need to be modified first to operate in a multi-channel environment.

A key parameter that is important for the effectiveness of our multi-channel scheduling algorithms is the number of channels that can be used by the algorithms (i.e., number of available channels). In theory, this number can be unlimited, but in practice it is limited due to several reasons such as the wireless standard restrictions or the interference existing in the environment. Therefore, the proposed algorithms should be effective in assigning channels even with few numbers of available channels.

In this section, we first introduce node-based scheduling proposed in [8] and show our extensions to it together with our channel assignment algorithm. As a result we obtain a multi-channel node-based scheduling algorithm. Then, we introduce level-based scheduling proposed in [8], the extensions we performed to it and our channel assignment scheme to be used with it. As a result we obtain multi-channel level-based scheduling in a similar fashion. We describe our algorithms in detail with some examples.

4.1. Node Based Scheduling

In the multi-channel node-based scheduling, first our channel assignment algorithm NCA (Algorithm 3) is applied. After having assigned the channels, nodes in the network are assigned slots (colored) using the algorithm COLOR (Algorithm 2) such that each node is assigned a time-slot that it can transmit simultaneously with non-conflicting nodes. Finally, nodes are scheduled using algorithm NODE (Algorithm 3) for transmissions according to their slots and channels until all data packets reach to the BS. Multi-channel node-based scheduling is presented together with single-channel node-based scheduling which forms the basis of this multi-channel approach. Extensions to the single-channel base algorithms are shown in bold.

4.1.1. NCA: Our Proposed Node Channel Assignment (phase 1)

Our Node Channel Assignment (NCA) algorithm is a greedy algorithm for multi-channel node-based scheduling. A node operates either in transmission or reception mode whenever it is active in the scheduling phase. Main approach in our channel assignment scheme is that a node is assigned a transmission channel that does not cause any secondary conflict when it is active (when node is transmitting). In this channel assignment scheme, a node operates on at most two channels. A node is preferred to operate on a single channel used for both transmission and reception to avoid channel switching. When this is not possible, two channels are assigned to the node, one for transmission and one for reception. The channels are assigned in such a manner that secondary conflicts are eliminated (if possible).

Our Node Channel Assignment algorithm is given in Algorithm 1. In NCA, a node is assigned a channel that is the same with its parent and respecting
interference rules. If not possible, then another available channel is assigned. Among the available channels, a non-conflicting channel is chosen. In the limited channel version of our channel assignment scheme, if a non-conflicting channel is not available, the least conflicting channel is assigned for transmission. Least conflicting channel is determined by the number of conflicts caused if node operates on a channel. As the number of conflicting nodes that a node conflicts increases, it is more likely that a new color (time-slot) is required for the node in the coloring phase.

Algorithm 1 Node channel assignment algorithm - NCA

Input: Graph $G = (V, E)$ with conflict-graph $GC = (V, EC)$, $\mathbb{Z}$ of channels
Output: Graph $G = (V, E)$ with channels assigned
1: node $n = \text{sink}$
2: In the depth first traversal of the network:
3: \textbf{if} $\text{channel}_n == \text{null} \text{ then}$
4: $p_n = \text{parent of } n$
5: assign $\text{channel}_{p_n}$ to all children of $p_n$
6: \textbf{if} $\exists j \text{ assigned to } \text{channel}_{p_n} \text{ s.t. } (j, n) \in EC_c \text{ is of secondary conflict} \text{ then}$
7: find $\text{channel}_{\text{available}}$ s.t. $\neg \exists j \text{ assigned to } \text{channel}_{\text{available}} \text{ s.t. } (j, n) \in EC_c \text{ is of secondary conflict}$ and assign to all children of $p_n$
8: \textbf{end if}
9: \textbf{end if}

In the case that a non-conflicting channel is unavailable, whichever channel is assigned, node conflicts with some number of other nodes. In this case, the channel with the least number of conflicting nodes is chosen and assigned as transmission channel so as to cause least number of conflicts. Before the algorithm starts, the sink node is assigned a receiving channel and this channel is set as the transmission channel of the sinks children.

NCA follows a depth first traversal of the nodes in the network starting from the root and is applied to nodes whose channels are not assigned yet. Channel
of a node may have been assigned previously, because of being a sibling of a node, since assigned channel of a node is supposed to be the same with channel of its siblings. This is because while a node is transmitting to its parent, node’s siblings cannot transmit at the same time and wait for their turn. Therefore, it is unnecessary to assign siblings of the node a channel other than node’s channel. This approach has two benefits: first, waste of available channels is avoided; second, a node that operates in the receive state for a while does not necessarily do channel switching for each of its data reception from children.

As an example, assuming \( c_{1j} \) and \( c_{2j} \) are children of node \( j \), even though we assign different transmission channels to \( c_{1j} \) and \( c_{2j} \), they cannot transmit at the same time-slot, because \( j \) cannot receive from both of them at the same slot. Besides, assuming \( c_{2j} \) is scheduled to transmit after transmission slot of \( c_{1j} \), if they transmit on different channels, then node \( j \) has to switch its channel for \( c_{2j} \). NCA avoids this situation by assigning the same channel to siblings. Moreover, since channel of node \( j \) is assigned earlier than its children, NCA prefers to assign \( c_{1j} \) and \( c_{2j} \) the channel of \( j \) if it does not cause collisions. In this way unnecessary channel switching is avoided, i.e. \( j \) always operates on the same channel whether in receive mode or transmit mode. In the depth first traversal of the network starting from the sink, for every node whose channel is not assigned an available channel is assigned to the siblings and the node itself.

Figure 2 illustrates an example network, its associated conflict-graph with primary and secondary conflicts where edges in red correspond to secondary conflicts, and result of NCA channel assignment on the original network showing transmission channels.

In the limited channel version of the algorithm, as long as there is an available channel, secondary conflicts are resolved. If a non-conflicting channel is not available, then a channel with least number of conflicts is assigned. Unresolved secondary conflicts are resolved further in color assignment phase by assigning different time-slots.

This algorithm assigns a channel to node \( i \) in \( O(d_{\max}) \) steps where \( d_{\max} \) is the maximum degree of a node in \( GC \). So, the running time is \( O(d_{\max}|V|) \).

4.1.2. COLOR: Extended Slot Assignment Algorithm (phase 2)

The slot assignment algorithm, COLOR (Algorithm 2) is extended from [8]. COLOR algorithm assigns colors, i.e., time-slots, to the nodes, determining their transmission turn in a round initially.

In this algorithm, firstly, nodes are ordered in a non-increasing manner according to number of conflicts existing after the channel assignment phase. Then, a different slot is assigned to each primarily or secondarily conflicting node. For multi-channel networks, this coloring is modified (bold part in the while loop) so that the same color can be assigned to a node which secondarily conflicts with another node whose color is already assigned and who has been assigned a different channel. Thus, previously conflicting nodes because of operating on the same channel and who have secondary conflicts can now do transmissions on the same time-slot if they are assigned different channels. The algorithm assigns a color to a node in \( O(V) \) steps, so the running time is
Algorithm 2 Coloring algorithm - COLOR

Input: $V_c = \{2, 3, ..., N\}$, conflict-graph $GC_c = (V_c, EC_c)$

Output: One color assigned to each node $(2,c_2), (3,c_3), ..., (N,c_N)$ in which $c_i \in \{1, 2, ..., M\}$ and $M$ is the number of colors.

1: Order the nodes as $(n_1,n_2,...,n_{N-1})$ in non-increasing number of conflict degrees.
2: for $l = 1$ to $N - 1$ do
3:    $i = 1$
4:    while $\exists j$ assigned to color $i$ st. $(j,n_l) \in EC_c$ do
5:        if $(j,n_l) \in EC_c$ is of primary type or of secondary type but $channel_j == channel_l$ then
6:            $i = i + 1$
7:        end if
8:    end while
9:    assign color $i$ to $n_l$
10: end for

$O(|V|^2)$. Figure 3 shows coloring of the network with both single-channel and multiple channels assigned, respectively.

4.1.3. NODE: Extended Node Based Scheduling Algorithm (phase 3)

Having assigned channels and time-slots, network can now be scheduled so that all data packets produced by nodes reach to the sink node. Algorithm 3, called NODE, gives details of the node-based scheduling. A super-slot in node-based scheduling consists of a number of consecutive time-slots, i.e., nodes with at least one packet at the beginning of a super-slot transmit at least one packet during the super-slot. Length of a super-slot at most equals to the number of colors used in coloring of the original network. In the multi-channel version, this scheduling algorithm is modified (bold part in the center) such that a node can join to a set of nodes for transmission although it has secondary conflicts with the nodes, provided that it is assigned a different channel.
Algorithm 3 Node-based scheduling algorithm - NODE

**Input:** Graph $G = (V, E)$ with conflict-graph $GC = (V, EC)$, color assignment of the nodes $V_c$ using $M$ colors

**Output:** Transmission schedule for nodes of $G$

1: while at least one packet has not reached BS do
2: for $s = 1$ to $M$ do
3: \( set_s \) = set of nodes corresponding to color $s$ with at least one packet
4: \( T = set_s \)
5: if \( T \neq \emptyset \) then
6: \( set_{os} \) = set of nodes not corresponding to color $s$ with at least one packet
7: for each node $k \in set_{os}$ do
8: if \( (k,j) \notin EC \) or channel$_j \neq$ channel$_k$ in case they have secondary conflict $\forall j \in T$ then
9: \( T = T \cup \{k\} \)
10: end if
11: end for
12: assign current slot to set $T$
13: update the place of the packets
14: end if
15: end for
16: end while

In node-based scheduling, Algorithm NODE (Algorithm 3) creates non-conflicting slot sets where each set includes nodes that can transmit in the corresponding slot in a conflict-free manner. This non-conflicting set of nodes in that slot set are scheduled to do transmission at the same time in that slot. The algorithm starts with including all nodes in a set which have at least one packet to transmit for a time-slot (color). Then, other nodes which have at least one packet to transmit and do not conflict with any of the nodes in the set are included one by one, as long as the resulting set is non-conflicting.

In multi-channel networks, in the addition phase of the other nodes that belong to other sets, who are assigned a different slot than the current slot, a node is included to transmit if not only in the case it does not conflict, but also in the case it has secondary conflict with at least one of the nodes in the set but has a different transmission channel. Using multiple channels, a set that corresponds to a color (time-slot) with at least one packet can have a greater number of nodes to transmit data compared to using single channel, because interference is eliminated and more transmissions can occur at the same time-slot. Thus, throughput in terms of data packet per time-slot increases. Running time of the algorithm is $O(l|d_{max}|V|)$ where $d_{max}$ is the maximum degree of a node in $GC$ and $l$ is the total number of slots in the schedule.

Figure 4 illustrates node-based scheduling of the single-channel and multi-channel networks using NCA algorithm for channel assignment in Figure 3.
the schedules, transmitting nodes are shown slot by slot until all packets reach to sink. Multi-channel node-based scheduling using (NCA-NODE) produced a 30% decrease in the schedule length compared to single-channel scheduling algorithm (S-NODE) of [8].

4.2. Level Based Scheduling

Our multi-channel level-based scheduling scheme is based on the level-based scheduling algorithm of [8]. Level of a node is the number of hops to sink. Level-based scheduling balances movement of the packets across the network much better for topologies having higher density further away from the sink. In order to do this, first a linear network, also referred as level-tree, is created using LEVELTREE algorithm (Algorithm 4) that is modified from [8]. Then, our level channel assignment algorithm LCA (Algorithm 5) is used to assign channels to the levels using this linear network representing the original network. After channel assignment, level-tree is colored (time-slots are assigned to levels). Then, the nodes of the original network are assigned channels and colors depending on their levels (a node is assigned the channel and color of its level). Finally, the original network is scheduled with the level-based scheduling LEVEL (Algorithm 6).

4.2.1. LEVELTREE: Extended Linear Network Creation Algorithm

In the linear network, also called as level-tree, each level is represented by a node and a level conflict-graph is generated. In the level-tree, inter-level conflicts are marked such that if at least two nodes in different levels are conflicting, the level nodes in the level-tree are considered to be conflicting as well. Algorithm 4, LEVELTREE, explains how to create such a linear network and its associated interference and conflict-graphs. In the conflict-graph of the level-tree, edges correspond to primary and secondary conflict edges as described in previous sections. \( GL = (VL, EL) \) is a linear network with nodes \( VL = \{v_1, ..., v_N\} \) where \( N \) is the maximum node level in \( G \) and \( EL \) consists of edges between consecutive level nodes in \( VL \). A node in \( VL \) corresponds all nodes belonging to that level in \( V \).

The interference graph of the linear network is \( CL = (VL, IL) \) which includes edge \((v_j, v_l)\) if there is an interference edge between a node at level \( j \)
and any node at level \( l \) in the original network \( G = (V, E) \) for \( j, l \geq 1 \). Conflict graph of the linear network is \( GCL = (VL, ECL) \), which includes an edge \((v_j, v_l)\) if the transmissions of a node at level \( j \) and a node at level \( l \) conflict in the original network.

Initially, the algorithm adds one node for each level. Then it adds edges between node levels. After that, for every conflicting node pairs, the algorithm adds secondary and primary conflict edges. Since consecutive levels have parent and child relationships, they are assigned primary conflict edges in \( ECL \).

Running time of the algorithm is \( O(|V|^2) \).

Algorithm 4 Algorithm to find a linear network corresponding to original network - LEVELTREE

**Input:** \((V, E, I, EC)\)  
**Output:** \((VL, EL, IL, ECL)\)  
1: add node \( v_1 \) to \( VL \)  
2: \( l = 2 \)  
3: while \( l \leq levelOfTree \) do  
4:    add node \( v_l \) to \( VL \)  
5:    add edge \((v_{l-1}, v_l)\) to \( EL \)  
6:    add primary conflict edge \((v_{l-1}, v_l)\) to \( IL(ECL) \)  
7:    if \( \exists (u, v) \in I(EC) \) with u at level \( l \) and v at level \( j \) satisfying \( j < l \) and \( j \) and \( l \) are not consecutive levels then  
8:      add secondary conflict edge \((v_j, v_l)\) to \( IL(ECL) \)  
9:    end if  
10:   \( l++ \)  
11: end while

4.2.2. LCA: Our Proposed Level Based Channel Assignment (phase 1)

Channel assignment algorithm NCA is not appropriate to use for level-tree since each node in the level-tree corresponds to the set of nodes belonging to a level. NCA would result in some sequential levels assigned the same channel considering them as parent and child relation which is undesirable since it lowers effectiveness of the approach. Level Channel Assignment algorithm (LCA) is designed to solve the drawback introduced by NCA on the level-tree. Hence, we propose LCA (Algorithm 5) for multi-channel level-based scheduling.

LCA starts in a similar fashion with NCA and assigns a different channel to node in the level-tree where there is a primary or secondary conflict. In the limited version, if a non-conflicting channel is unavailable, then a channel with least number of conflicts is assigned. This algorithms assigns a channel to node \( i \) in \( O(d_{max}) \) steps, so the running time is \( O(d_{max}|VL|) \) where \( d_{max} \) is the maximum degree of a node in \( GCL \) and \( |VL| \) is the number of nodes in the linear network.
Algorithm 5: Level channel assignment algorithm - LCA

Input: Graph \( G = (V, E) \), \( GL = (VL, EL) \) with conflict-graph \( GCL = (VL, ECL) \), \( \sharp \) of channels

Output: Graph \( G = (V, E) \) with channels assigned

1: node \( n = \text{sink} \)
2: set \( set_{level_n} = \) set of nodes in \( G \) at level \( n \)
3: In the depth first traversal of the network in \( GL \):
   4: if \( channel_n == \text{null} \) then
      5: assign \( channel_{available} \) to \( n \) and \( set_{level_n} \)
   6: end if

4.2.3. Slot (Color) Assignment to Levels (phase 2)

The same color assignment algorithm (COLOR) described in the previous section is used to determine the color of each level of level-tree.

Figure 5 illustrates the original network, coloring of its associated single-channel level conflict-graph, multi-channel assignment to level graph using LCA, and coloring of its associated level conflict-graph. In the single-channel network, only level 1 and level 4 do not conflict and are assigned the same time-slot. On the other side, assigning multiple channels to level-tree using LCA removes secondary conflicts among levels and results in throughput increase in terms of data packets per time-slot.

![Figure 5: LCA channel assignment and coloring of single-channel and multi-channel network.](image)

4.2.4. LEVEL: Extended Level Based Scheduling Algorithm (phase 3)

After color assignment, level-based scheduling in Algorithm 6, called LEVEL, schedules the network for packet transmissions to sink. A super-slot in level-based scheduling consists of consecutive time-slots, i.e., levels with at least one packet at the beginning of a super-slot forwards at least one packet during the super-slot. Length of a super-slot can be at most equal to the number of colors used in coloring level-tree.

First, nodes of the levels corresponding to a slot (color) which have at least one packet to transmit are included in the set. From the set, a non-conflicting set of nodes with at least one packet to transmit is created. Then, other nodes...
belonging to other levels which have at least one packet to transmit and do not conflict with any of the nodes in the set are included one by one, as long as the resulting set is non-conflicting.

In multi-channel networks, in the phase of adding other nodes belonging to other sets, who are assigned a different slot than the current slot, a node is included to transmit if not only it does not conflict, but also in the case it has secondary conflict with at least one of the nodes in the set, however, has a different transmission channel than the channel of the node it has secondary conflict (bold part in the algorithm).

Running time of the algorithm is $O(ld_{max}|V|)$ where $d_{max}$ is the maximum degree of a node in $GC$ and $l$ is the total number of slots in the schedule.

### Algorithm 6 Level-based scheduling algorithm - LEVEL

**Input:** Graph $G = (V, E)$ with conflict-graph $GC = (V, EC)$, color assignment of the corresponding linear network $GCL$ using $M$ colors

**Output:** Transmission schedule for nodes of $G$

1. while at least one packet has not reached BS do
2.   for $s = 1$ to $M$ do
3.     set $s_a = $ set of levels corresponding to color $s$
4.     $T = \emptyset$
5.     for $j = 1$ to $|set_s|$ do
6.       $T = T \cup \{a non conflicting set of nodes from level set_s(j) with at least one packet\}$
7.     end for
8.     if $T \neq \emptyset$ then
9.       set $as = $ set of levels not corresponding to color $s$
10.      for each node $k$ belonging to a level in set$_{as}$ do
11.         if $(k, j) \notin EC$ or $channel_j \neq channel_k$ in case they have secondary conflict $\forall j \in T$ then
12.             $T = T \cup \{k\}$
13.         end if
14.     end for
15.     assign current slot to set $T$
16.     update the place of the packets
17.   end if
18. end for
19. end while

By eliminating secondary conflicts by assigning different channels to conflicting levels, a greater number of levels can transmit at the same time-slot. Use of NCA, which is specifically designed for channel assignment of nodes, could result in consecutive levels having the same channel since consecutive levels have primary conflict due to sender receiver relation. A better performing approach is obtained with LCA by modifying NCA, assigning different channels to consecutive levels with Level Channel Assignment (LCA) algorithm. Thus,
greater number of nodes in a level can be activated in a time-slot either as a transmitter or receiver. For instance, assuming a node in a level is included in the transmission set, and then its sibling cannot transmit at the same. LCA allows that sibling node has the opportunity to be scheduled for reception so that if any of its children in the consecutive level has packet to transmit and does not conflict with any of the nodes has the opportunity to be scheduled for transmission.

![Figure 6: Level-based scheduling of single-channel and multi-channel network.](image)

Figure 6 illustrates Algorithm LEVEL with single-channel and multi-channel networks. This figure also illustrates a network where multi-channel level-based scheduling performs better than multi-channel node-based scheduling.

Moreover, it can be inferred from the schedules shown in Figures 4 and 6 that multi-channel schedules provide better throughput in terms of data packets per time-slot.

## 5. Performance Evaluation

In this section, we first present our simulation environment, simulation parameters and metrics, and then present the results of our simulation experiments we performed to evaluate our algorithms. For evaluation, we compare our multi-channel scheduling and channel assignment schemes (NCA and LCA) with the single-channel scheduling schemes proposed in [8]. The work of [8] is forming the basis of our work here. Moreover, we compare our algorithms with a multi-channel scheduling scheme from literature, the RBCA with Local Time Slot Assignment proposed in [15, 11].

### 5.1. Simulation Environment

We developed a custom simulator to evaluate the performance of our algorithms. In the simulated networks, each node produces one packet to be sent to the base station. Delay is defined to be the total number of time-slots required until all packets generated by sensor nodes (one packet per node) arrive at the sink node. That means we define delay to be the data gathering delay in one
round. Lower bound of delay is the number of data packets sink receives, since in each time-slot sink can receive only one packet. In the experiments, we measure delay for various values of node density, available number of channels, and the ratio of interference range to communication range.

For the simulations, 1000 nodes are randomly distributed on a circular area (disk) of radius 100 distance units. The sink is located at the center. The node density is defined in the following manner. Two different node densities are used: $\lambda_1$ and $\lambda_2$. $\lambda_1$ is the node density of an inner disk with radius $100/\sqrt{2}$ distance units, having the same center point with the outer disk. $\lambda_2$ is the node density of the remaining part of the outer disk, i.e., the part between the radius $100/\sqrt{2}$ and 100 units (a ring). Note that the area of the inner disk and the remaining part of the outer disk (i.e., the ring) are equal to each other.

Effect of density on data gathering delay is investigated with varying values of $\lambda_1/\lambda_2$ for each of the scheduling algorithms. $\lambda_1/\lambda_2$ ratio is a factor that plays an important role in the formation of the network. Low values of this ratio ($\lambda_1/\lambda_2$) forms a network topology with higher density further away from the sink, whereas high values of this ratio results with network topologies that have higher density around the sink. Communication range also plays an important role. We set the communication range to be just enough to have connected network.

Ratio of the interference range to communication range is another parameter that we investigate in our experiments. This ratio is considered to be 2 in experiments of [8], that means interference range is set to be two times the communication range. It is further analyzed from 1 to 4. Another study we compare [11] sets this ratio to 1. In our simulations, we evaluate and compare effects of interference to communication ratio for all algorithms where the ratio is changed from 1 to 5, with an increment of 0.5. When fixed while evaluating the effect of other parameters, this ratio is set to 2, as in [8].

The final parameter used in the evaluation of the algorithms is the available number of channels. We implemented our proposed algorithms to work with both unlimited and limited number of available channels. When unlimited number of channels is used, all secondary conflicts are eliminated at channel assignment time. When limited number of channels is used, however, secondary conflicts in the network cannot be totally eliminated at channel assignment phase. Our algorithms using limited number of channels are evaluated up to the point where increasing the number of available channel does not effectively contribute to shorten data gathering delay. Limited number of available channels is increased up to 7, at which point no further performance improvement could be observed for majority of the algorithms. The effect of number of available channels is observed for different interference to communication ratios as well as for different densities.

We compare our algorithms with a multi-channel scheme from literature, the Receiver Based Channel Assignment (RBCA) with local time-slot assignment proposed in [15, 11], that solves the same problem. In RBCA channel assignment algorithm, first all receivers are assigned a channel. Then, for each receiver, a set of interfering parents is created. And starting from the most interfered parent
(the parent with the highest number of interfering links), receivers is assigned
the next available channel. After channel assignment, local time-slot assignment
algorithm is applied. Each child of the root is said to be a top-subtree. At each
time-slot, root receives from one of its children which has the largest number of
total remaining packets at its subtree. A node can be scheduled to receive, if
its buffer is empty and if there is a child who has packet to transmit respecting
interference constraint. This slot assignment is buffer efficient and requires
little topology knowledge. The root knows only needs to know the number of
nodes in each top-subtree. The authors prove that if all the interfering links
are eliminated, the schedule length achieved by this algorithm is the minimum,
i.e., $max(2n_k - 1, N)$ where $N$ is number of nodes and $n_k$ is the number of nodes
in top-subtree $k$. Considering these all, RBCA and local time-slot assignment
algorithm proposed in [11] is an appropriate candidate for comparison with our
multi-channel scheduling algorithms that can use a limited number of available
channels.

With the extensions to the algorithms proposed in [8] for node-based schedul-
ing and level-based scheduling, our multi-channel scheduling results are com-
pared with single-channel scheduling results. Our channel assignment algo-
ритms NCA and LCA are tested with both unlimited number of channels and
limited number of channels; and simulated both with node-based scheduling
and level-based scheduling. Results are also compared by implementing some
other multi-channel algorithms from literature, namely Receiver Based Channel
Assignment (RBCA) with local time-slot assignment scheme proposed in [11].

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Channel Assignment Algorithm</th>
<th>Scheduling Algorithm</th>
<th>Available # of Channels</th>
</tr>
</thead>
<tbody>
<tr>
<td>From [8]</td>
<td>S-NODE</td>
<td>-</td>
<td>NODE</td>
</tr>
<tr>
<td>From [8]</td>
<td>S-LEVEL</td>
<td>-</td>
<td>LEVEL</td>
</tr>
<tr>
<td>Proposed</td>
<td>NCA-NODE</td>
<td>NCA</td>
<td>NODE</td>
</tr>
<tr>
<td>Proposed</td>
<td>LCA-LEV</td>
<td>LCA</td>
<td>LEVEL</td>
</tr>
<tr>
<td>Proposed</td>
<td>LNCA-NODE</td>
<td>NCA</td>
<td>NODE</td>
</tr>
<tr>
<td>Proposed</td>
<td>LNCA-LEV</td>
<td>NCA</td>
<td>LEVEL</td>
</tr>
<tr>
<td>Proposed</td>
<td>LLCA-LEV</td>
<td>LCA</td>
<td>LEVEL</td>
</tr>
<tr>
<td>From [11, 15]</td>
<td>LOCAL</td>
<td>RBCA</td>
<td>LOCAL</td>
</tr>
</tbody>
</table>

Table 1: Algorithms used in the simulations.

In our simulations, in total eight algorithms are compared in terms of de-
lay versus node density, interference-communication range ratio, and available
number of channels. In our discussions and figures, the terms S-NODE and
S-LEVEL denote the single-channel node-based and level-based scheduling al-
gorithms proposed in [8]. NCA-NODE and LCA-LEV are our multi-channel
node-based scheduling algorithm with our NCA channel assignment scheme and
multi-channel level-based scheduling algorithm with LCA channel assignment
scheme using unlimited number of channels (that means the algorithms can use
as many channels as they wish).

The terms LNCA-NODE and LNCA-LEV denote our multi-channel node-based and level-based scheduling algorithms with NCA channel assignment scheme using limited number of channels. That means LNCA can use only a limited number of channels, not as many channels as it wishes. Although NCA is designed for node-based scheduling, its behavior with level-based scheduling is also investigated so as to observe the effects of less intra-level interference to delay. In the implementation of LNCA-LEV, limited version channel assignment of NCA is applied before creating a linear network. In the creation of a linear network, channel assignment is also considered in determining conflicting levels. After coloring the linear network, the original network is scheduled. LLCA-LEV denotes multi-channel level-based scheduling with LCA channel assignment using limited number of channels.

LOCAL denotes the local scheduling algorithm used with RBCA channel assignment proposed by Incel et al. [11, 15]. We implemented this scheme to compare against our algorithms.

Summary of the algorithms used in the simulations is given in Table 1.

5.2. Simulation Results

5.2.1. Delay versus Density

As mentioned earlier, we model the network region as a disk which has an inner disk with the same center. Nodes are deployed in a uniform manner to the inner disk and to the ring between the disk and inner disk, but the density of deployment in the inner disk and in the ring is different. The ratio of these two densities (λ₁/λ₂) is the density parameter for the network. If it is 1, both densities are equal and the number of nodes in the inner disk and in the remaining part of the outer disk (i.e., in the ring) is the same. The effect of network density, as defined above, on the delay is presented in Figure 7.

![Figure 7: Delay versus density. Interference range = 2 x transmission range. Number of channels = 3.](image)

Figure 7: Delay versus density. Interference range = 2 x transmission range. Number of channels = 3.
As can be seen from the figure, the best performing algorithms in terms of data gathering delay are our proposed algorithms LCA-LEV and NCA-NODE. They perform close to lower bound for all different density values considered. For lower densities, LCA-LEV performs better than NCA-NODE. Among the limited-channel algorithms where the number of channels is restricted to 3, LLCA-LEV performs the best. For these experiments, the interference range is set to twice the transmission range. Performance of LOCAL, proposed by [11], is closer to single-channel algorithms, and almost 40% worse than the other limited-channel algorithms for lower densities. Moreover, LCA-LEV and NCA-NODE shows that eliminating all secondary conflicts is not enough to reach optimal schedules and that topology is also an effective factor.

It is also important to note that all curves are decreasing as density is increasing in Figure 7. In topologies with low density, many of the nodes are located further away from the sink and they transmit their packets on multi-hops. As density is increasing, more nodes become closely located around sink, hence they are likely to be able to directly transmit. On top of this, the number of hops a data packet travels until reaching to sink decreases as nodes get closer to sink. This also increases the possibility of having a much balanced network. All considered, increasing density contributes to the performance of all algorithms in the simulations.

5.2.2. Delay versus Interference Range

Delay versus interference range is analyzed for two \( \lambda_1/\lambda_2 \) ratio (density), namely 0.1 and 9. The interference to communication range ratio is shown on the x-axis. The respective results are presented in Figures 8a and 8b.

Figures 8a and 8b indicate that increasing interference significantly affects the delay both for low and high density (\( \lambda_1/\lambda_2 \) ratio) values. For low interference where interference range equals transmission range, proposed multi-channel algorithms have close results, whereas LNCA-LEV slightly outperforms other limited-channel schemes. Under high interference, proposed multi-channel and limited multi-channel algorithms have better performance compared to others. Besides, LLCA-LEV performs the best among limited channel schemes and produces around 50% shorter schedule than compared limited multi-channel algorithm where the number of channels is restricted to 3.

In a network with high \( \lambda_1/\lambda_2 \) ratio, Figure 8b depicts that under low interference, LLCA-LEV with 3 channels performs close to optimum, which is the number of nodes in the network, compared to other limited channel scheduling schemes. NCA-NODE and LCA-LEV performs almost optimum in high-density networks compared to low density.

5.2.3. Delay versus Number of Channels

Delay versus number of channels is analyzed for networks with different low densities (0.1, 0.25, and 0.45) and different interference ranges to communication range (1 to 4). Since S-NODE and S-LEVEL are single-channel algorithms; and NCA-NODE and LCA-LEV are multi-channel algorithms implemented without
Figure 8: Delay versus ratio of interference to communication range. Number of channels = 3.

(a) Density = 0.1
(b) Density = 9

limited number of channels, delay values of these algorithms remain stable, and they are included in the graphics to provide comparison.

*Delay versus Number of Channels - with varying density.* Effect of available number of channels to delay is analyzed for different low densities when ratio of the interference to communication range is 2.

For low-density networks, our proposed limited channel schemes perform similarly as shown in Figure 9a. Besides, proposed schemes have better performance than other methods.

Figure 9b illustrates delay performance on networks with low density values, but which is still greater than the density value of Figure 9a. Increase in density results in almost optimum scheduling of NCA-NODE and LCA-LEV. LLCA-LEV performs better than other multi-channel scheduling algorithms with limited number of channels. Its performance gets close to optimum with less number of channels compared to other multi-channel scheduling algorithms. Moreover, significant delay difference can be observed between proposed and compared schemes when less number of channels are used.

*Delay versus Number of Channels - with varying interference range.* Effect of available number of channels to delay is analyzed for different ratios of interference to communication range and for a density value of 0.1.

The results shown in Figures 10a, 10b, 11a and 11b indicate that a higher ratio of interference to communication range requires larger number of available channels to eliminate secondary conflicts.

Under high interference, Figures 10a and 10b show that our LLCA-LEV scheme performs better than our other limited-channel schemes as well as the schemes from literature. However, as interference range gets closer to communication range, our proposed limited multi-channel schemes performs similarly
Figure 9: Delay versus number of channels. Interference range = 2 x transmission range.

Figure 10: Delay versus number of channels. Density = 0.1

Figure 11: Delay versus number of channels. Density = 0.1

(a) Density = 0.1

(b) Density = 0.45
and better than other methods, as seen in Figure 11a.

When interference range equals to transmission range LOCAL performs close to optimum and outperforms our proposed limited channel algorithms when using less number of available channels. This scenario also shows that NCA-NODE outperforms LCA-LEV.

For networks where interference range is greater than transmission range, proposed limited multi-channel scheduling algorithms have significantly better performance compared to others. Under heavy interference, LLCA-LEV performs best among the limited multi-channel scheduling schemes.

6. Conclusion and Future Work

In this paper, we propose TDMA based multi-channel scheduling algorithms for multi-channel wireless sensor networks with spatial reuse of channels and time-slots. We aim to decrease the required number of time-slots for a round of data gathering. We achieve this by effectively assigning channels and time-slots to sensor nodes. Our proposed algorithms are based on and extended from the single-channel scheduling algorithms proposed in [8]. Node-based and level-based algorithms proposed in [8] color a conflict-graph of the original network to determine the time-slots nodes will use. Then, the original network is scheduled for transmission. In the paper, we first analyze conflict types that may appear in a multi-channel WSN and based on this analysis we identify the conflicts that can be resolved by setting the links to operate in different channels. Then, using this grouping, we modify the existing single-channel algorithms proposed in [8] to operate in a multi-channel network. After that, we propose channel assignment algorithms for node-based and level-based scheduling. Our channel assignment algorithms assign orthogonal channels to links having conflicts that are possible to resolve by assigning different channels. We did extensive simulation experiments and our simulation results show that our proposed scheduling algorithms perform well and achieve low data-gathering latency compared to other alternatives.


