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**Abstract**

In this article, we present a deconvolution software based on convex sets constructed from the phase of the Fourier Transform, bounded $\ell_2$ energy and $\ell_1$ energy of a given image. The iterative deconvolution algorithm is based on the method of projections onto convex sets. Another feature of the method is that it can incorporate an approximate total variation bound called filtered variation bound on the iterative deconvolution algorithm. The main purpose of this article is to introduce the open source software called projDecon v2.

© 2018 Elsevier Inc. All rights reserved.

1. Motivation and significance

Deconvolution is the process of inverting the effects of filtering that reduces the image quality – mostly by blurring – in many image processing applications. The source of the blurriness may vary from camera motion to optical characteristics of the image capturing equipment. Therefore it may be crucial in many image processing problems to deconvolve an input image before further processing.

In this article we present a software that uses Projections onto Convex Sets (POCS) based method in order to correct highly blurred out of focus images. It may not be possible to estimate the parameters of blurring process in out of focus microscopic and Magnetic Particle Imaging (MPI) images. In such highly out-of-focus images, well-known deconvolution algorithms are not very efficient. In these imaging problems it may not be possible to estimate a point spread function (psf) which is crucial for most deconvolution algorithms. However, in some cases it may be possible to assume that the psf is symmetric with respect to the origin. As a result it is possible to estimate the phase of the input from the observed image if the psf is symmetric. Our software exploits the symmetry characteristics of the psf and estimates the Fourier Transform phases from the blurry image. Software then uses iterative POCS method on Fourier phase, $\ell_1$ and $\ell_2$ balls, and Filtered Variation in order to perform deconvolution.

POCS based deconvolution was first developed by Trussel and Civanlar [19]. The method relies on iterative projections onto known convex properties of the image in spacial/frequency domains. Let the observed image $y$ be the blurred version of the original image $x_0$ and $h$ be the blurring function. In many problems $y[n_1,n_2]$ is also corrupted by noise. For a given image pixel $[n_1,n_2]$ we define a hyperplane as follow:

$$C_{n_1,n_2} = \left\{ x|y[n_1,n_2] = \sum_{k_1,k_2} h[k_1,k_2] x[n_1-k_1,n_2-k_2] \right\}$$

Therefore the solution of $x_0[n_1,n_2]$ must be in the intersection of these hyperplanes:

$$x_0 \in \bigcap_{n_1,n_2} C_{n_1,n_2}$$

Projection onto $C_{n_1,n_2}$ is essentially equivalent to making orthogonal projections onto hyperplanes because the convolution is a linear operation. Let $x_i$ be the current iterate of the iterative deconvolution algorithm. Its orthogonal projection $x_{i+1}$ onto $C_{n_1,n_2}$ is given by:

$$x_{i+1} = x_i + \lambda \frac{y[n_1,n_2] - (h * x_i[n_1,n_2])}{||h||^2} h, \quad i = 1, 2, 3, ...$$

where $\lambda = 1$ for orthogonal projection and $x_0$ is an estimate of $x_0$. POCS theory allows $0 < \lambda < 2$ for convergence [22,15]. Eq. (3) abuses the notation a little bit because size of the image $x$ and the blur $h$ may be different. The $h$ vector should be padded with zeros before addition operation.
But making successive orthogonal projections onto the sets $C_{n_1,n_2}$ may not be sufficient to reconstruct the original image $x_0$ because of the ill-posed structure of the problem and the noise. Therefore other closed and convex sets restricting the solution into a feasible set may be necessary. Trusset and Civanlar used $\ell_2$ norm based regularizing sets in their POCS based deconvolution algorithm. In our algorithm, we use the phase of the Fourier Transform and $\ell_1$-ball, filtered variation based sets in addition to $\ell_2$-ball. In what follows we describe other closed and convex sets that can be used in deconvolution problems.

1.1. Fourier transform phase

In many deconvolution problems [19,2] the blurring function is symmetric with respect to origin, i.e.,

$$h[n_1, n_2] = h[-n_1, -n_2]$$  \hspace{1cm} (4)

For example, this condition is satisfied by Gaussian blurs, disk shaped blurs and some motion blur kernels [5]. Such kernels do not distort the Fourier phase of the input image. This means that the phase of the observed image and the original image are related and the phase of the original image can be estimated from the observed image. Any iterative deconvolution algorithm can take advantage of this relation by performing orthogonal projections onto the phase set during iterations [18,21]. In the absence of noise:

$$Y(e^{j\omega}) = H(e^{j\omega})X_0(e^{j\omega})$$  \hspace{1cm} (5)

If the blur is symmetric $H(e^{j\omega})$ is real. When $H(e^{j\omega}) > 0$ for some $\omega_1, \omega_2$,

$$\angle Y(e^{j\omega}) = \angle X_0(e^{j\omega}).$$  \hspace{1cm} (6)

When $H(e^{j\omega}) < 0$ for some $\omega_1, \omega_2$,

$$\angle Y(e^{j\omega}) = \angle X_0(e^{j\omega}) + \pi.$$  \hspace{1cm} (7)

As a result we can determine the phase of $X_0$ from $Y(e^{j\omega})$. The set of images with a given Fourier Transform phase is a closed and convex set [22,12]. Therefore we introduce the following set for deconvolution problems

$$C_{\phi} = \{x | \angle X(e^{j\omega}) = \angle X_0(e^{j\omega})\}$$  \hspace{1cm} (8)

which is the set of images whose Fourier transform phase is equal to a given phase $\angle X_0(e^{j\omega})$.

Projection onto $C_{\phi}$ is obtained in the Fourier domain. Let $x_{\phi i}$ be the projection of $x_i$. The Fourier transform $X_{\phi i}$ of $x_{\phi i}$ is given by

$$X_{\phi i}(e^{j\omega}) = |X_i(e^{j\omega})| e^{j\angle X_0(e^{j\omega})}$$  \hspace{1cm} (9)

where the phase of $X_i$ is replaced by the given phase $\angle X_0(e^{j\omega})$. The spatial domain image $x_{\phi i}[n_1, n_2]$ will be $F^{-1}[X_{\phi i}(e^{j\omega})]$ where $F^{-1}$ is the inverse Fourier Transform operation. Recently, the subspace or sparsity constraints were imposed to reduce the search space [9,1]. The phase set is also a subspace which reduces the search space.

1.2. Total variation

Total Variation (TV) is a widely used cost function in image processing [14,5,13,17]. Bounded TV set was introduced by [3,2] for denoising problems:

$$C_{TV} = \{x | TV(x) \leq \epsilon\}$$  \hspace{1cm} (10)

which is the set of images whose TV is below a given $\epsilon$. The set $C_{TV}$ is also a closed and convex set. Therefore it can be used in any Projection onto Convex Sets (POCS) based deconvolution problem.

In this article we introduce the bounded filtered variation (FV) set, which is based on the following cost function:

$$FV(x) = \sum_{n_1, n_2} |x[n_1, n_2] - (g * x)[n_1, n_2]|$$  \hspace{1cm} (11)

where $g$ is a low-pass filter. Any low-pass filter can be used in Eqn. (11). In 1-D TV function $g[n]$ is simply equal to $\delta[n - 1]$ because 1-D TV function is $TV(x) = \sum_n |x[n] - x[n - 1]|$. The bounded FV set is defined as follows:

$$C_{FV} = \{x | FV(x) \leq \epsilon\}$$  \hspace{1cm} (12)

It can be shown that $C_{FV}$ is also a closed and convex set.

We perform projections onto the set $C_{FV}$ in an approximate manner in two steps. Let $x_k$ be the current image that we want to project onto the set $C_{FV}$. The image $x_k$ is divided into its low-pass and high-pass components $x_{k,lo} = x_k \ast g$ and $x_{k,hi} = x_k - x_{k,lo}$ using the low-pass filter $g$. respectively. We project the high-pass filtered component onto the $\ell_1$-ball and obtain:

$$x_{k,hp} = P_{\ell_1}(x_{k,hi})$$  \hspace{1cm} (13)

where $P_{\ell_1}$ represent the orthogonal projection operation onto the $\ell_1$-ball. Finally, we combine the low-pass component of the image with $x_{k,hp}$ to obtain the approximate projection onto the set $C_{FV}$:

$$x_{k+1} = x_{k,lo} + x_{k,hp}$$  \hspace{1cm} (14)

where $x_{k+1}$ contains the low-pass components of the original image but its high-pass components are regulated by the $\ell_1$-ball.

1.3. Bounded energy set

Both $\ell_1$-ball and $\ell_2$-ball are well known sets used in image reconstruction problems. The $\ell_1$-ball is

$$C_{\ell_1} = \{\sum_{n_1, n_2} |x[n_1, n_2]| \leq \epsilon\}$$  \hspace{1cm} (15)

and the $\ell_2$-ball is

$$C_{\ell_2} = \{\sum_{n_1, n_2} |x[n_1, n_2]|^2 \leq \epsilon^2\}$$  \hspace{1cm} (16)

In Fig. 1 $\ell_1$ and $\ell_2$ balls in $R^2$ are shown.
Orthogonal projection onto the $\ell_2$ ball is implemented by simply scaling the coefficients of the input vector $x_j$. Let the $||x_j||^2 = \alpha^2$ and $\alpha^2 > \epsilon^2$. The projection $x_{j+1}$ of $x_j$ onto the $\ell_2$ ball is given by

$$x_{j+1} = \sqrt{(\epsilon^2/\alpha^2)}x_j$$  \hspace{1cm} (17)

The vector $x_j$ can be projected onto the $\ell_1$ ball using Duchi et al.'s method [4]. But it can also be approximately projected onto the $\ell_1$ ball in two steps. We first project the current iterate onto the $\ell_2$ ball and then to the $\ell_1$ ball. For the second step, the projection vector $x_{j+1}$ obtained by the above equation can be projected onto the boundary hyperplane of the $\ell_1$ ball as follows:

$$x_{j+2} = x_{j+1} - \sum_{n_1, n_2} x_{j+1}[n_1, n_2] + \frac{\epsilon}{N}$$  \hspace{1cm} (18)

Some of the entries of $x_{j+1}$ may leave the quadrant or $\mathbb{R}^N$ after the above projection operation. We force those coefficients of $x_{j+1}$ to zero.

1.4. Iterative deconvolution method

The POCS based iterative deconvolution algorithm uses the above projection operations in a successive manner. Let $x_n$ be the $n$-th iterate. The next iterate $x_{n+1}$ is obtained by

$$x_{n+1} = P_{FV} P_{\ell_1} P_{\ell_2} P_{1.1} P_{2} \ldots P_{L.M} P_{\phi} x_n$$  \hspace{1cm} (19)

where $P_{FV}$ represents the projection operation onto $C_{FV}$, $P_{\ell_2}$ represents the projection operation onto the $\ell_2$ ball, $P_{n_1, n_2}$ represents the projection operation onto the hyperplane $C_{n_1, n_2}$ and $P_{\phi}$ represents the projection operation onto the hyperplane $C_{\phi}$, and the size of the image is $L \times M$. Since all of the sets are closed and convex the iterates converge to the intersection

$$C_{int} = C_{\ell_1} \cap C_{\ell_2} \cap C_{n_1, n_2} \cap C_{n_1, n_2} \cap P_{\phi}$$  \hspace{1cm} (20)

regardless of the initial input image $x_1$ provided that the set $C_{int}$ is non-empty. The order of projections in Eq. (19) is immaterial. The convergence speed of iterations can be improved by linearly combining the orthogonal projections [3,10].

---

**Fig. 2.** Flow chart of the proposed algorithm.

**Fig. 3.** (a) projDeconv output as it is processed by MATLAB 2016a. The input is blurred with a disk filter with radius = 9 pixels. The added Gaussian noise has $\sigma = 0.01$. (b) Command line prints provide information of the current iterate and the PSNR.
We stop the iterations when

\[ ||x_{n+1} - x_n|| \leq \gamma \]  \hspace{1cm} (21)

where \( \gamma \) is a pre-specified number or we stop the iterations after a fixed number of steps.

The proposed method is tested in various datasets and the results are presented in Section 3. In the tests, it is observed that the flat background images with less significant Fourier transform information in higher frequencies show meaningful improvements in terms of recovered image quality. Also the recovered image quality is higher in highly blurry images compared to the other well-known deconvolution methods mentioned in this paper. These results are parallel to the intended use of the software in microscopic imaging and MPI.

2. Software description

Presented software DeconvApp v2 is a MATLAB function implemented on the 2016a version of the program. MATLAB is an engineering tool that has versions for Windows, Linux and MAC environments. The software written makes use of the Image processing toolbox functions such as conv2 and fft2, therefore this toolbox is required in order to run the software.

In order to make a quick visual comparison with well known Wiener and Lucy–Richardson deconvolutions, software also displays the deconvolution results of these algorithms. A demo script which calls blurs an image and calls the presented deconvolution function is also presented. The software that generates the results presented in this paper is also available in Github.

2.1. Software architecture

The application runs in an iterative manner. As input we need a blurry image and the blurring filter and also a limit for the iterations. The iteration number limit is used to break iteration if reached, however we also stop iterations if the consecutive iterates are similar to each other. The similarity measure is the mean-
square error of resulting images in each iteration to be lower than a given threshold.

We also require the original image as an input in order to calculate performance factor PSNR.

An outline of the algorithm and related software is given as a flow chart in Fig. 2.

Procedure starts by extracting estimate Fourier phase information from blurry image. The initial estimate for the original image can be a random image. Starting from this initial estimate, Fourier transform phase is recovered from blurry image in Fourier domain and the spatial domain features are restored by $\ell_1$ ball projection iteratively.

3. Illustrative examples

In the GitHub repository [20], a demo script ‘demo.m’ is presented. This script blurs a test image ‘barbara.png’ and calls the deconvolution function for deblurring the resulting image. Alternatively projDeconv can be called directly for any blurry grayscale image. When we call the demo script a window pops up as shown in Fig. 3.a.

In the command window, it is possible to track the current iteration index and the quality of deconvolution in terms of PSNR as shown in Fig. 3.b.

For blurring the input image, we used a function called ‘blurImage’ which is also available in GitHub. We used this function to crop resulting filtered image to prevent border gradient which naturally occurs in convolution operations. With removal of this border effect we better simulate real life blurry images. This may introduce additional complexities in deconvolution problems. The difficulties created by cropped edges are observable in the results of well known deconvolution methods such as Wiener and Lucy–Richardson. However, our software deals with this by artificially generating a gradient using the input filter.

We tested the algorithm with zero noise case as shown in Fig. 4. For this we manually modified the code ‘blurImage’ and set std_dev variable to 0.

Additionally we tested our software using the dataset presented in [7] and the BSDS500 dataset [11]. These datasets are used in deconvolution and segmentation applications [8,16]. The first dataset that was taken from [7] consists of four images in .mat format. The files include grayscale image matrices as well as a psf and blurred image. The BSDS500 dataset includes 500 color images which we converted to grayscale in order to use as test data. We selected 20 images from this dataset which satisfies a low noise background feature that is essential for meaningful Fourier phase information for recovery. An example of low quality reconstruction is given in Fig. 5. We tested these selected images against regularized filter deblurring function of Matlab (‘deconvreg’) [6] also.

As our zero phase assumption requires, we needed to apply our filters to the original images in the datasets. We applied disk and Gaussian filters with changing radius/variance onto the images. We also applied a Gaussian noise with $\sigma = 0.01$. It is important to note that the image pixel value range is 0 to 1.

An example run of the software with an image from dataset [7] is given in Fig. 6.

We compared the results of our algorithm with well known Wiener and Lucy–Richardson deconvolution algorithms. We used MATLAB implementations of these algorithms. For Lucy–Richardson we only used the blurry image and the filter, and for the Wiener case, we set the noise parameter to be 0.01. The comparison of results of Barbara, Lena and the dataset of [7] for disk filter with disk sizes 6, 9 and 12 are given in the Table 1.

![Image](image.png)

**Fig. 6.** projDeconv output with Gaussian noise ($\sigma = 0.01$) Blurry image. The input is image 12003 from BSDS500 dataset blurred with a disk filter with radius = 13px.

| Table 1 | PSNR comparison of deconvolution algorithms for disk shape filter with various radius $r$. First four images are from dataset presented in [7] and the last two images are standard test images. |
|---------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|
| $r$     | Presented software (dB) | Wiener deconvolution (dB) | Lucy–Richardson method (dB) |
|         | 6px | 9px | 12px | 6px | 9px | 12px | 6px | 9px | 12px |
| Im1     | 22.14 | 20.88 | 19.76 | 19.66 | 17.99 | 16.72 | 20.28 | 18.91 | 17.75 |
| Im3     | 22.04 | 21.20 | 20.23 | 22.53 | 20.99 | 19.74 | 23.43 | 21.52 | 20.06 |
| Im4     | 25.01 | 23.29 | 22.35 | 21.61 | 19.89 | 18.64 | 22.44 | 20.49 | 18.97 |
Table 2
PSNR comparison of deconvolution algorithms for Gaussian shape filter. First four images are from dataset presented in [7] and the last two images are test images.

<table>
<thead>
<tr>
<th>σ</th>
<th>Im1</th>
<th>21.30</th>
<th>19.84</th>
<th>21.76</th>
<th>17.87</th>
<th>16.49</th>
<th>22.36</th>
<th>19.15</th>
<th>16.94</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>20.05</td>
<td>21.76</td>
<td>17.87</td>
<td>16.49</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>21.30</td>
<td>19.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>21.30</td>
<td>19.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3
PSNR comparison of deconvolution algorithms over 20 images from BSDS500 dataset for disk filter of radius: 13px.

<table>
<thead>
<tr>
<th>Image nr. in BSDS500 dataset</th>
<th>Presented software (dB)</th>
<th>Wiener deconvolution (dB)</th>
<th>Lucy–Richardson method (dB)</th>
<th>Regularized filter deconvolution (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3096</td>
<td>27.98</td>
<td>25.91</td>
<td>27.31</td>
<td>20.21</td>
</tr>
<tr>
<td>12003</td>
<td>21.20</td>
<td>17.45</td>
<td>18.28</td>
<td>14.08</td>
</tr>
<tr>
<td>15001</td>
<td>21.51</td>
<td>17.25</td>
<td>19.46</td>
<td>12.90</td>
</tr>
<tr>
<td>15008</td>
<td>21.72</td>
<td>19.54</td>
<td>20.10</td>
<td>15.29</td>
</tr>
<tr>
<td>19021</td>
<td>21.54</td>
<td>21.14</td>
<td>21.01</td>
<td>15.12</td>
</tr>
<tr>
<td>22013</td>
<td>21.54</td>
<td>14.21</td>
<td>13.98</td>
<td>13.38</td>
</tr>
<tr>
<td>24004</td>
<td>20.04</td>
<td>19.65</td>
<td>19.44</td>
<td>15.57</td>
</tr>
<tr>
<td>29030</td>
<td>23.38</td>
<td>19.45</td>
<td>20.42</td>
<td>15.86</td>
</tr>
<tr>
<td>35049</td>
<td>24.45</td>
<td>24.64</td>
<td>23.89</td>
<td>18.27</td>
</tr>
<tr>
<td>41096</td>
<td>21.86</td>
<td>20.25</td>
<td>20.59</td>
<td>15.39</td>
</tr>
<tr>
<td>48017</td>
<td>17.75</td>
<td>17.62</td>
<td>17.47</td>
<td>12.94</td>
</tr>
<tr>
<td>69000</td>
<td>20.48</td>
<td>18.09</td>
<td>18.75</td>
<td>13.57</td>
</tr>
<tr>
<td>69015</td>
<td>23.78</td>
<td>21.67</td>
<td>22.25</td>
<td>17.08</td>
</tr>
<tr>
<td>100007</td>
<td>23.82</td>
<td>17.92</td>
<td>20.10</td>
<td>13.83</td>
</tr>
<tr>
<td>107405</td>
<td>21.43</td>
<td>20.08</td>
<td>20.58</td>
<td>16.85</td>
</tr>
<tr>
<td>135037</td>
<td>23.09</td>
<td>16.70</td>
<td>19.21</td>
<td>11.11</td>
</tr>
<tr>
<td>153077</td>
<td>24.18</td>
<td>21.36</td>
<td>21.97</td>
<td>13.29</td>
</tr>
<tr>
<td>226022</td>
<td>21.93</td>
<td>20.94</td>
<td>21.08</td>
<td>18.05</td>
</tr>
<tr>
<td>260081</td>
<td>19.61</td>
<td>16.27</td>
<td>17.19</td>
<td>13.93</td>
</tr>
<tr>
<td>302003</td>
<td>21.95</td>
<td>20.53</td>
<td>20.27</td>
<td>10.79</td>
</tr>
</tbody>
</table>

Table 4
Mean PSNR comparison of deconvolution algorithms over 20 images from BSDS500 dataset.

<table>
<thead>
<tr>
<th>Disk filter (dB)</th>
<th>Gaussian filter (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>σ: 6px</td>
</tr>
<tr>
<td>Proposed software</td>
<td>24.10</td>
</tr>
<tr>
<td>Wiener deconvolution</td>
<td>21.83</td>
</tr>
<tr>
<td>Lucy–Richardson method</td>
<td>22.67</td>
</tr>
<tr>
<td>Regul. filter deconvolution</td>
<td>19.60</td>
</tr>
</tbody>
</table>

We performed deconvolution over Gaussian blurred images from the same sets. The results of these deconvolution tests are given in Table 2.

A larger test is applied to selected images from BSDS500 database. In this case we compared the results of the proposed method with the results of Wiener, Lucy–Richardson and Regularized filter deblurring. For the last method, Matlab function ‘deconvreg’ is used. Table 3 presents a small portion of the extensive results of the tested images for 13px-radius disk-type blurring filter.

Statistical results of all the tests made for different types and scales of blurring psfs are given Table 4.

From Tables 1 and 2, we observe that as the amount of blur increases, reduction in output quality in terms of PSNR is the least compared to other two well known deconvolution methods. Therefore success rates seem to surpass for larger psfs. In Table 4 we see that for flat background images the proposed method outperforms well-known deconvolution methods.

4. Impact

The software provided with this paper and its various versions (Other algorithms that we developed which rely on Fourier transform phase) are used in our group for deblurring microscopic images. Recently we applied a similar concept to MPI which produces highly blurry images that are unusable without a proper deconvolution. We observed that even though well known deblurring algorithms such as Wiener and Lucy–Richardson methods may be used in such cases, for high blur conditions, an addition of a phase condition shows great improvement. Therefore we believe the provided software may be preferable in high blur deconvolution problems such as MPI.

The proposed method and accompanying software aims to deconvolve blurry images using projections onto convex sets (POCS). While the $C_1$–$C_2$ ball projections and filtered variation is used in regularization purposes, the projection onto Fourier phase is performed to correct any phase deformations during iterations. The known zero phase psf requirement is a must for the software to proceed correctly.

However the algorithm can be extended to non-zero phase cases by subtracting the phase of the blurring function from the observed image to estimate the phase of the original image.

It is known that rapidly changing images with high total variation has noise-like behavior in their Fourier domain counterpart, resulting in high frequency components in Fourier domain and random looking phase information after noise addition and crop-
ping. In such cases it may not be always feasible to estimate the phase of the original image in Fourier domain. Therefore it is recommended to use our software in ordinary images including microbiology images and MPI images.

The presented software and its other versions has not been used in commercial settings. The provided software is the only version that is made publicly available. It is made open source and therefore it is possible to modify the code according to the needs of the application.

5. Conclusions

In this paper, we propose a POCS based deconvolution software that takes advantage of Fourier Transform Phase characteristics of symmetric blurs. We also use orthogonal projections onto $\ell_1$ and $\ell_2$ balls and Filtered Variation in order to regularize the restoration process in each iteration. In addition, we introduce a computationally efficient method to estimate projection onto the $\ell_2$ ball without complicated ordering operations. Ordering the image data is an $\text{Order}(N)$ sorting operation but $N = L^2$ for an image of size $L \times L$.

Our approximate projection consists of two steps. First we make an orthogonal projection onto the $\ell_2$ ball which is basically scaling the data by a constant. Then we make an orthogonal projection onto the boundary hyperplane of the $\ell_2$ ball which is an almost multiplication free operation.

The experimental results show that the provided software outperforms well known Wiener and Lucy–Richardson methods in flat background images with large blur psfs.

Appendix A. Supplementary material

Supplementary material related to this article can be found online at https://doi.org/10.1016/j.dsp.2017.11.004.
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