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A B S T R A C T

This paper introduces the Green Location-Routing Problem (GLRP), a combination of the classical Location-Routing Problem (LRP) and the Pollution-Routing Problem (PRP). The GLRP consists of (i) locating depots on a subset of a discrete set of points, from where vehicles of limited capacity will be dispatched to serve a number of customers with service requirements, (ii) routing the vehicles by determining the order of customers served by each vehicle and (iii) setting the speed on each leg of the journey such that customers are served within their respective time windows. The objective of the GLRP is to minimize a cost function comprising the fixed cost of operating depots, as well as the costs of the fuel and CO₂ emissions. The amount of fuel consumption and emissions is measured by a widely used comprehensive modal emission model. The paper presents a mixed integer programming formulation and a set of preprocessing rules and valid inequalities to strengthen the formulation. Two solution approaches; an integer programming based algorithm and an iterated local search algorithm are also presented. Computational analyses are carried out using adaptations of literature instances to the GLRP in order to analyze the effects of a number parameters on location and routing decisions in terms of cost, fuel consumption and emission. The performance of the heuristic algorithms are also evaluated.

© 2019 Elsevier Ltd. All rights reserved.

1. Introduction and background

Recent decades have seen a growing interest in green logistics, which can broadly be defined as planning and execution of logistics activities in a more environmentally friendly way by considering external factors such as waste, noise, energy usage and Greenhouse Gas (GHG) emissions. “Green routing” is a concept first introduced by Kara et al. (2007) by observing the fact that “cost” is not usually directly proportional to distance traveled but also the load of the vehicle. Palmer (2007) study the integration of vehicle routing and CO₂ emissions. Bektaş and Laporte (2011) introduce the Pollution-Routing Problem (PRP) with a more accurate fuel consumption model that considers speed and load as decisions. Variants of the PRP have since been studied, such as time-dependency (Jabali et al., 2012), with backhauling (Ubeda et al., 2011), with pickup and delivery (Oberschieder et al., 2013) and with inventory considerations (Mirzapour Al-e Hashem and Rekik, 2014). For comprehensive surveys on green routing and green logistics, we refer the reader to Sbihi and Eglese (2010), Dekker et al. (2012), Lin et al. (2014), Demir et al. (2014b) and Eskandarpour et al. (2015), and to Ubeda et al. (2011), Figliozzi (2011) and Varsei and Polyakovskiy (2017) for case studies.

Table 1 summarizes the relevant literature of “green routing” problems and compares them with our study based on the following seven factors: (i) the number of objective functions (single or multiple), (ii) type of emission model used, (iii) the proposed solution approaches (exact or heuristic), (iv) whether these studies consider time windows or not, and (v, vi, vii) whether speed, location and routing are considered as decisions or not.

The Location-Routing Problem (LRP) is a generalization of the vehicle routing problem that exploits the dependency between the location decisions of facilities and routing decisions of vehicles, as it has been shown that making the two decisions independently can result in suboptimal solutions (Salhi and Rand, 1989). The basic LRP involves locating facilities and routing a fleet of vehicles from the facilities to serve a given set of customers, with the aim of minimizing the cost of location and routing (see, e.g., Drezl and Schneider, 2015; Prodhon and Prins, 2014, for comprehensive surveys).

To the best of our knowledge, there are only a few studies that consider environmental impacts within the LRP literature. The first one is Govindan et al. (2014), who describe a bi-objective two echelon LRP with time windows which arises in a perishable food supply chain network with manufacturers, distribution
centers and retailers. The two objectives are to minimize the total cost and to minimize the environmental impact. They propose a multiobjective hybrid approach by combining multiobjective particle swarm optimization and an adaptation of a multiobjective variable neighborhood search. The second study is by Köç et al. (2016) in which the authors analyze the impact of location, fleet composition and routing on emissions in urban freight transportation. The authors present a location-routing problem with heterogeneous fleets of vehicles in a city logistics concept, which use the comprehensive modal emission model (CMEM) proposed by Scora and Barth (2006), Barth et al. (2005), Barth and Boriboonsomsin (2008) to calculate emission. Based on city logistics concepts, cities are divided into three different speed zones and vehicle speed is considered to be fixed in each speed zone. The objective is to minimize the total cost which includes those of depots, operating vehicles, fuel consumption and CO2 emissions. The authors utilize an adaptive large neighborhood search algorithm to solve the problem and to conduct sensitivity analyses.

Toro et al. (2017) study a bi-objective green capacitated location-routing problem with two objective functions that minimize the operational cost and fuel consumption and CO2 emission. The authors use the ϵ-constraint method to solve the corresponding bi-objective mathematical model. Tricoire and Parragh (2017) present a green city hub location routing problem with heterogeneous fleet and with two objectives; to minimize the total cost and minimize CO2 emissions. The authors develop a decomposition approach that first generates vehicle routes which are used for a set covering model. The authors test their algorithm on instances obtained from industrial partners in Austria that include 22 hubs, 898 or 1635 customers, and two or seven vehicle types. The authors explore the trade-offs between the amount of pollution and the cost in investing in facilities.

In a recent study, Khoei et al. (2017) propose a green Weber problem and its time-dependent version, where the authors combine the location decision of a single facility and the speed decisions of the vehicles sent to customers to minimize the total amount of CO2 emissions. This is the first study that integrates vehicle speeds and time windows in a location problem, although it does not consider vehicle routes.

Table 2 presents features of the existing “green location-routing and green location” problems and provides a comparison between them and our study.

Similar to other related studies (Bekeş and Laporte (2011); Demir et al. (2012, 2014a)) that use CMEM as the emission model, we also treat speed and load as decision variables in order to estimate the emissions more accurately. This makes our contribution different to others that study a location-routing problem with environmental concerns.

Although not many scientific studies yet exist on the LRP with an explicit consideration of fuel consumption and emissions, recent developments in practice suggest that this is a growing area of attention, particularly in cargo and fast-moving consumer goods (FMCG) industries. Unilever, for example, who operates in the FMCG industry, has adopted a new Transport Management System since 2012, which optimizes transport flows between suppliers, factories, warehouses and retailers, using a new network structure. Increasing transport and fuel efficiency and reducing emissions are the main drivers behind this system (Unilever, 2017). Similar initiatives have been put in place by other companies, such as UPS who achieved a reduction of 25,000 metric tonnes of CO2 through optimizing their network in 2015 (UPS, 2015), and FedEx who invested in an EarthSmart program since 2010 to reduce transportation related emissions by optimizing vehicle loads and routes (FedEx, 2011). FedEx also ask their drivers to apply idle reduction and speed control techniques to reduce fuel consumption (FedEx, 2016). DHL opened a new logistics center in Milan to reduce emissions as part of network design in a GoGreen environmental protection program. This new center, which is located in a strategic region of Milan that can be combined with air and sea transportation, uses 120 trucks to deliver 810,000 tons of goods per year. A recent press release indicates that the new DHL center has resulted in an “estimated reduction of facility and transport CO2 emissions of 18% at the new site. 13% of which can be traced back to an improved road network and a reduction of both transit time and the average fuel consumption” (DHL, 2012). Recently, DHL has made another significant investment by opening a logistics hub in Milan Malpensa Airport which transports 60% of Italian goods and is the sixth largest cargo airport in Europe. One of the

**Table 1**

Features of “green routing” problems.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Objective</th>
<th>Emission model</th>
<th>Solution method</th>
<th>Time windows</th>
<th>Speed</th>
<th>Location</th>
<th>Routing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kara et al. (2007)</td>
<td>Single</td>
<td>Factor</td>
<td>Exact</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Palmer (2007)</td>
<td>Single</td>
<td>IFCM</td>
<td>Heuristic</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Figiuzi (2010)</td>
<td>Multi</td>
<td>MEET</td>
<td>Exact and heuristic</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Figiuzi (2011)</td>
<td>Multi</td>
<td>MEET</td>
<td>Exact and heuristic</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Bekeş and Laporte (2011)</td>
<td>Single</td>
<td>CMEM</td>
<td>Exact</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Demir et al. (2012)</td>
<td>Single</td>
<td>CMEM</td>
<td>Exact and heuristic</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Jabali et al. (2012)</td>
<td>Single</td>
<td>MEET</td>
<td>Heuristic</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Demir et al. (2014a)</td>
<td>Multi</td>
<td>CMEM</td>
<td>Heuristic</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Qian and Eglese (2014)</td>
<td>Single</td>
<td>NAIE</td>
<td>Heuristic</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Our Study</td>
<td>Single</td>
<td>CMEM</td>
<td>Exact and heuristic</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

IFCM: Instantaneous fuel consumption model.
MEET: Methodology for calculation transportation emissions and energy consumption.
NAEI: National atmospheric emissions inventory.
(see Demir et al. (2014b), for a detailed description of these models).

**Table 2**

Features of “green location-routing and green location” problems.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Objective</th>
<th>Emission model</th>
<th>Solution method</th>
<th>Time windows</th>
<th>Speed</th>
<th>Location</th>
<th>Routing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Govindan et al. (2014)</td>
<td>Multi</td>
<td>Factor</td>
<td>Heuristic</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Köç et al. (2016)</td>
<td>Single</td>
<td>CMEM</td>
<td>Exact and heuristic</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Toro et al. (2017)</td>
<td>Multi</td>
<td>Macroscopic</td>
<td>Exact</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Tricoire and Parragh (2017)</td>
<td>Multi</td>
<td>Factor</td>
<td>Exact and heuristic</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Khoei et al. (2017)</td>
<td>Single</td>
<td>CMEM</td>
<td>Exact</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Our Study</td>
<td>Single</td>
<td>CMEM</td>
<td>Exact and heuristic</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
company executives emphasizes that the company will focus on the environmental sustainability for this new hub, which requires an investment of €350m over the next five years (DHL, 2016). These recent initiatives serve to illustrate the growing importance of the need to optimize the network structure to be able to reduce environmental externalities, which include decisions concerning routing and location.

Another application area of the GLRP has emerged due to recent developments in on-road vehicle technologies. One example where this is being put in practice is a European Commission research project known as Sartre - Safe Road Trains for the Environment. In this application, a lead vehicle (usually a truck) travels ahead of a platoon formed by other semi-autonomous vehicles, which all follow and travel at the same speed as the lead vehicle. The ability to maintain a constant speed allows to achieve reductions in congestion, fuel consumption and accidents. Trials of the road train technology were successfully held in Sweden (Ward, 2011) and Spain (Volvo, 2012). Another more recent practice is the use of autonomous vehicles. These type of vehicles also maintain a relatively constant speed on the road compared to conventional vehicles. Recently, Daimler AG, an automotive corporation that owns Mercedes-Benz, launched two autonomous trucks; Mercedes—Benz Future Truck 2025 (Wysocky, 2014) and Freightliner Inspiration Truck (Linshi, 2015). Although these vehicles are still being trialled, they are expected to be driven on the roads in the near future (Dougherty, 2017). Consequently, most of the leading cargo companies have started to consider using such new technologies in their delivery operations; DHL published a report on self-driving vehicles in logistics based on its benefits and applications (DHL, 2014), US Postal Service is planning to make deliveries using self-driving mail trucks within seven years (Marshall, 2017), FedEx is also interested in autonomous vehicles and is collaborating with the manufacturers, Daimler and Volvo (Woyke, 2017), and Amazon formed a team to study self-driving vehicles (Stevens and Higgins, 2017).

In this study, we introduce the Green Location-Routing Problem (GLRP), an extension of the LRP that explicitly accounts for fuel consumption and CO₂ emissions, the amount of which is measured by a widely used comprehensive modal emission model (CMEM). The GLRP consists of locating depots on a subset of a discrete set of points, from where vehicles of limited capacity will be dispatched to serve a number of customers with service requirements, and routing the vehicles by determining the order of customers served by each vehicle and the speeds on each leg of the journey, such that customers are served within their respective time windows and vehicle capacities are respected. The objective is to minimize a total cost function comprising depot, fuel and emission costs. As for the network, we assume a single echelon structure including the depot(s) and the customers.

The contributions of this paper along its structure are as follows: (i) we formally define the GLRP, (ii) we propose a mixed integer linear programming formulation for the GLRP, (iii) we strengthen the formulation by a set of preprocessing rules and valid inequalities, all of which are detailed in Section 2, (iv) we present two solution algorithms; one is to solve small-sized GLRP instances in reasonable times to near-optimality, and the other to efficiently solve large-sized GLRP instances, both of which are explained in Section 3, and (v) we conduct extensive computational analyses on the GLRP to quantify the benefit of the location decisions on internal (operational) and external (environmental) costs, and to evaluate the performance of the heuristic algorithms detailed in Section 4. Conclusions are given in Section 5.

2. Problem description and formulation

The GLRP is defined on a complete directed graph \( G = (N, A) \) where \( N = \{1, ..., n\} \) denotes the set of nodes representing both the set of customers and the potential sites for a total of \( p \) depots to be located, and \( A = \{(i, j) : i, j \in N, i \neq j\} \) is the set of arcs. The fixed cost of operating a depot at node \( i \in N \) is denoted by \( c_i \). A fleet of \( m \) identical vehicles, each with capacity \( C \) serves the customers across the \( p \) depot(s). The distance on arc \( (i, j) \in A \) is denoted by \( d_{ij} \). Each customer \( i \) has a nonnegative demand \( q_i \). The service time and time windows at node \( i \in N \) are denoted by \( s_i \) and \( [l_i, u_i] \), respectively. If a vehicle arrives at customer \( i \) before \( l_i \), it waits until \( l_i \) and then service starts. The minimum and maximum speed limits for vehicles are denoted by \( v^l \) and \( v^r \), respectively. The unit combined fuel consumption and emission cost is denoted by \( e \).

2.1. Calculating fuel consumption and emissions

The CMEM was proposed by Scora and Barth (2006), Barth et al. (2005), Barth and Boriboonsomsin (2008) in order to estimate fuel consumption for heavy-goods vehicles. Since emissions are directly related to fuel consumption, one can easily calculate the amount of emissions when the fuel consumption is known. Compared to other microscopic emission models in the literature, it requires more detailed vehicle specific parameters such as the engine friction coefficient and the vehicle engine speed.

Based on the CMEM, the fuel consumption rate can be calculated as \( F_i = \xi(KTV + P/\eta) \lambda \) in liters/second (L/s) where \( \xi \) is the fuel-to-air mass ratio, \( K \) is the engine friction factor, \( T \) is the engine speed, \( V \) is the engine displacement (in L), \( \eta \) is the efficiency parameter for diesel engines and \( \lambda \) is the heating value of a typical diesel fuel. Furthermore, \( P = \frac{P_{\text{trac}}}{\rho} + P_{\text{freg}} \) is the second-by-second engine power output (in kW), where \( n_{freg} \) is the vehicle drive train efficiency that relates to the overall efficiency of all components transmitting the engine power to the wheels, and \( P_{\text{trac}} \) is the engine power demand associated with running losses of the engine and the operation of vehicle accessories such as air conditioning usage. \( P_{\text{trac}} \) is the total tractive power requirement (in kW) and it can be calculated as follows:

\[
P_{\text{trac}} = (M_a + M_g \sin \theta + 0.5 \rho C_d v^2 + M_g C_f \cos \theta) \frac{\pi}{1000}.
\]

where \( M \) is the total weight of the vehicle (in kg) including the empty vehicle weight \( \omega \) and weight of the goods carried, \( a \) is the instantaneous acceleration (in m/s²), \( g \) is the gravitational constant (in m/s²), \( \theta \) is the road angle, \( C_d \) is the coefficient of aerodynamic drag, \( \rho \) is the air density (in kg/m³), \( S \) is the frontal surface area (in m²), \( v \) is the vehicle speed (in m/s) and \( C_f \) is the coefficient of rolling resistance.

To simplify the above formulation, some new parameters are used as follows: \( \lambda = \xi(1 - \psi) \) where \( \psi \) is the conversion factor of fuel, \( \gamma = 1/1000 \rho \eta \), \( a = a + g \sin \theta + g C_f \cos \theta \) is a vehicle-specific constant and \( \beta = 0.5 C_d \rho S \) is a vehicle-specific constant. With these new parameters, the total fuel consumption \( F \) (in L) for a vehicle traversing a road segment of \( d \) units (in m) at a constant speed \( v \) (in m/s) can be given as follows:

\[
F = \alpha \gamma d M + \gamma d \beta v^2 + \lambda KTVd/v.
\]

As it can be seen from the expression above, the CMEM consists of three modules, namely the weight module (shown by \( \alpha \gamma d M \)), the speed module (defined by \( \gamma d \beta v^2 \)) and the engine module (expressed by \( \lambda KTVd/v \)). These three modules are explicitly included in the objective function of the mathematical model in the following section.

2.2. An integrated model of location, routing, fuel consumption and emissions

In this section, we propose a mixed integer programming formulation for the GLRP which is based on the model developed by Bektaş and Laporte (2011). The decision variables are defined as
follows: A binary variable \( x_{ij}^k \) equals 1 if a vehicle that is assigned to depot \( k \in N \) travels on arc \((i, j) \in A, 0 \) otherwise. If the customer at node \( i \in N \) is assigned to a depot at node \( k \in N \), then a binary variable \( y_{ik} \) equals 1, and 0 otherwise. The service start time at node \( j \in N \) is denoted by a continuous nonnegative variable \( t_j \). Similarly, a continuous nonnegative variable \( f_{ij} \) represents the total amount of flow on arc \((i, j) \in A \).

As the vehicle speed is a decision variable, some of the objective function components and constraints of the formulation will have non-linear terms due to the emission function used. To linearize these terms, we adapt the discretization technique applied for the PRP by Bektaş and Laporte (2011). To that end, a finite set \( R = \{1, \ldots, r, \ldots \} \) of speed levels is defined where \( r \in R \) corresponds to a fixed speed \( v_r \). In order to include the speed decision into the model, a new binary variable, \( w_{ij}^r \), is introduced which takes the value of 1, if a vehicle allocated to depot \( k \in N \) travels with a speed level \( r \in R \) on arc \((i, j) \in A, 0 \) otherwise. A mathematical model of the GLRP is as follows:

Minimize

\[
\sum_{k \in N} c_{ij} x_{ij}^k + \varepsilon \sum_{(i, j) \in A} \left( \alpha \gamma \lambda d_{ij} \omega \sum_{k \in N} x_{ij}^k \right) + \left( \beta \gamma \lambda d_{ij} \sum_{k \in N} \sum_{r \in R} (v_r^2 \omega w_{ij}^r) \right) + (\lambda \gamma^2 \lambda d_{ij} \sum_{k \in N} \sum_{r \in R} \omega w_{ij}^r) \]

subject to

\[
\sum_{k \in N} y_{ik} = 1 \quad \forall i \in N \quad (3)
\]

\[
y_{ik} \leq y_{kk} \quad \forall i, k \in N \quad (4)
\]

\[
\sum_{k \in N} y_{ik} = p \quad \forall i \in N \quad (5)
\]

\[
\sum_{k \in N} \sum_{j \in N \setminus \{i\}} x_{ij}^k \leq m \quad \forall i, k \in N \quad (6)
\]

\[
\sum_{j \in N \setminus \{i\}} x_{ij}^k = y_{ik} \quad \forall i, k \in N : k \neq i \quad (7)
\]

\[
\sum_{j \in N \setminus \{i\}} x_{ji}^k = y_{ik} \quad \forall i, k \in N : k \neq i \quad (8)
\]

\[
\sum_{j \in N \setminus \{i\}} x_{ki}^k = \sum_{j \in N \setminus \{i\}} x_{ij}^k \quad \forall k \in N \quad (9)
\]

\[
\sum_{r \in R} \left( \frac{d_{ij}}{v_r^2} \omega w_{ij}^r \right) \leq t_j \quad \forall j, k \in N : k \neq j \quad (10)
\]

\[
\sum_{r \in R} w_{ij}^r = x_{ij}^k \quad \forall (i, j) \in A, k \in N \quad (12)
\]

\[
l_j (1 - y_{jj}) \leq t_j \quad \forall j \in N \quad (13)
\]

\[
t_j \leq u_j (1 - y_{jj}) \quad \forall j \in N \quad (14)
\]

\[
\sum_{j \in N \setminus \{i\}} f_{ij} \leq \sum_{j \in N \setminus \{i\}} f_{ij} - q_i (1 - y_{ii}) + \sum_{k \in N} q_k y_{ii} \quad \forall i \in N \quad (15)
\]

\[
f_{ij} \geq 0 \quad \forall (i, j) \in A. \quad (22)
\]

The objective function consists of two components. The first, shown by (1), minimizes the fixed cost of operating depots. The second part shown collectively by (2.1)–(2.4) minimizes the total cost of fuel consumption and emissions estimated by CMEM described in Section 2.1. In particular, the first two components (2.1) and (2.2) represent the weight module of the emission model in which (i) the empty vehicle weight \( \omega \) is represented by the load-independent component (2.1), and (ii) the weight of the load carried associated to the load-dependent component (2.2) is represented by the flow variable \( f \). Components (2.3) and (2.4) calculate the fuel consumption and emissions due to the speed and engine modules of the CMEM, respectively. Constraint (3) ensures that every customer is assigned to exactly one depot. Constraint (4) stipulates that if a depot is not opened at a node, then none of the customers can be assigned to the depot at that node. Constraint (5) sets the number of depots to be opened equal to \( p \). Constraint (6) guarantees that at most \( m \) vehicles can be used to serve the customers. With constraints (7) and (8), it is ensured that if a customer is assigned to a specific depot, then a vehicle visits this customer before and after two other customers which are also assigned to this depot. Constraint (9) ensures that the number of vehicles that leave and that arrive at the depot is the same. Constraints (10)–(14) are related to time and speed. Constraint (10) calculates the arrival time of a vehicle at the first customer visited after leaving the depot. Constraint (11) calculates the arrival times of a vehicle at customers assigned to the same depot as the
vehicle. Constraint (11) is an adaptation of the well known subtour elimination constraints proposed by Miller et al. (1960) and prohibits the formation of tours solely within customer nodes. With constraint (12), vehicles can use only one of the specified speed levels over an arc. Constraints (13) and (14) model the time window constraints for customers. These constraints also stipulate that, if a depot is located at a node \( j \) (i.e., \( y_{ij} = 1 \)), then \( t_j = 0 \), indicating that the customer at node \( j \) is served immediately. Constraint (15) provides flow conservation between nodes except where a depot is opened. In particular, \( f_{ij}^k \) is the total amount of demand in the route until, excluding, customer \( j \), and where a customer at node \( k \) is not taken into account if \( k \) is selected as a depot. Constraints (16) and (17) collectively enforce the vehicle capacity constraints on the flow on each arc. Finally, constraints (18)–(22) are the domain constraints on the variables.

2.3. Preprocessing and valid inequalities

This section describes some preprocessing rules and valid inequalities to strengthen the formulation presented in the previous section, and to potentially reduce solution times to optimality.

We first present a couple of variable fixing rules for \( w_{ij}^{kr} \) variables, which we implement prior to solving the formulation:

- If \( l_i + s_i + \frac{d_{ij}}{v} > u_j \), then \( w_{ij}^{kr} = 0 \)
- If \( \frac{d_{ij}}{v} > u_j \), then \( w_{ij}^{kr} = 0 \).

The first rule dictates that if the sum of the lower time limit \( l_i \) at node \( i \), the travel time \( \frac{d_{ij}}{v} \) between nodes \( i \) and \( j \) and the service time \( s_i \) at node \( i \) is greater than the upper time limit \( u_j \) at node \( j \), then \( w_{ij}^{kr} \) is set equal to zero. The second preprocessing rule is a special case of the first one where \( j \) is the first customer after the depot. Next, we describe several valid inequalities in order to strengthen the linear programming (LP) relaxation of the mathematical formulation in the expectation of reducing the CPU times. These inequalities narrow the solution space by eliminating some fractional solutions and can provide stronger lower bounds for the problem.

First, we consider two-node subtour breaking constraint proposed by Dantzig et al. (1954) in order to eliminate cycles between two customers and develop two different valid inequalities as shown below:

\[
\begin{align*}
\mathbf{x}_{1i}^{N} + \mathbf{x}_{ji}^{N} & \leq y_{ik} \quad \forall (i, j) \in A, k \in N : k \neq i, j \quad \text{(VI 1.1)} \\
\sum_{k \in N \setminus \{i, j\}} (\mathbf{x}_{1i}^{N} + \mathbf{x}_{ji}^{N}) & \leq \sum_{k \in N \setminus \{i, j\}} y_{ik} \quad \forall (i, j) \in A. \quad \text{(VI 1.2)}
\end{align*}
\]

VI (1.1) and VI (1.2) ensure that if a customer is assigned to a specific depot, then this customer and any other customer assigned to the same depot can have a link between them in only one direction.

Second, we develop a flow based valid inequality, which ensures that the amount of flow on arc \((i, j) \in A\) is larger than the demand \( q_i \) of node \( i \) in \( N \), unless node \( i \) is selected as a depot.

\[
q_i \left( \sum_{k \in N} \mathbf{x}_{1i}^{k} - y_{ik} \right) \leq f_{ij} \quad \forall (i, j) \in A. \quad \text{(VI 2)}
\]

The valid inequality we propose next provides a lower bound on the number of vehicles required, which is derived from the ratio of the demand of all customers (excluding depots) to the vehicle capacity.

\[
\left( \sum_{k \in N} q_k (1 - y_{ik}) \right) \leq \sum_{k \in N \setminus \{i\}} \mathbf{x}_{1i}^{k} \quad \forall (i, j) \in A. \quad \text{(VI 3)}
\]

Similar validities to VI (3) were first proposed by Achuthan et al. (2003) for a vehicle routing problem, and later adapted for a location-routing problem by Karaoglan et al. (2012). The last set of inequalities are stronger versions of the time window constraints (13) and (14). These validities are the adapted versions of Bektaş and Laporte (2011) proposed for the PRP.

\[
l_j (1 - y_{ij}) + \sum_{i \in N \setminus \{j\}} \sum_{k \in N \setminus \{i, j\}} \sum_{r \in R} \max \left( 0, l_i - l_j + s_i + \frac{d_{ij}}{v} \right) w_{ij}^{kr} \leq t_j
\]

\( \forall j \in N \) \quad \text{(VI 4.1)}

\[
t_j \leq u_j (1 - y_{ij}) - \sum_{i \in N \setminus \{j\}} \sum_{k \in N \setminus \{i, j\}} \sum_{r \in R} \max \left( 0, u_i - u_j + s_j + \frac{d_{ij}}{v} \right) w_{ij}^{kr}
\]

\( \forall j \in N. \) \quad \text{(VI 4.2)}

VI (4.1) implies that service of a customer at node \( j \in N \) starts after either the customer’s lower time limit \( l_j \) or the sum of the lower time limit \( l_i \) and service time \( s_i \) of a customer at node \( i \in N \) that proceeds it, and the travel time \( \frac{d_{ij}}{v} \) between these two customers. Similarly, VI (4.2) guarantees that service of a customer at node \( j \in N \) starts before either the customer’s upper time limit \( u_i \) or the time that ensures that the next customer’s \( i \in N \) service starts before its upper time limit \( u_i \) at worst.

3. Heuristic algorithms for the GLRP

In this section, we present two heuristic algorithms to solve the GLRP. Both algorithms first divide the GLRP into subproblems; namely, the Cumulative Location Routing Problem (CumLRP) and the Speed Optimization Problem (SOP), and solve each in a hierarchical manner. In particular, once the CumLRP is solved, the location of the depots and the routes of the vehicles are determined. The SOP is then solved using the routes of the vehicles in order to identify the optimum speeds for the vehicles. The solutions found by the algorithms are feasible for the GLRP since it satisfies all the constraints imposed by the GLRP formulation. We describe the two heuristic algorithms in more detail below.

3.1. Cumulative location-routing and speed optimization algorithm (CLRSOA)

The Cumulative location-routing and speed optimization algorithm (CLRSOA) works as follows; first, one of the CumLRP formulations that will be introduced in Section 3.1.1 is solved to optimality. During the optimization process, some feasible solutions are stored in the “solution pool”. Based on the depot locations and vehicle routes, the SOP is solved by the Speed Optimization Algorithm (SOA) explained in Section 3.1.2 for each of the solutions in the pool. Then, a feasible solution with the lowest objective function value is selected as the solution of the CLRSOA.

Next, we will present the mathematical formulations and solution techniques for the two subproblems.

3.1.1. Cumulative location-routing problem

The CumLRP is a special case of the GLRP where the time window constraints are relaxed and where the speed-induced fuel consumption cost is not included in the objective function. In other words, the objective function only minimizes the weight-induced fuel consumption cost. Singh and Gaur (2017) introduce the Cumulative Vehicle Routing Problem, where only routing decisions are made and where a factor model is used to estimate fuel consumption instead of a microscopic emission model as in the CumLRP. To the best of our knowledge, the Cumulative Location-Routing Problem (CumLRP) has not yet been defined in the literature. The main
difference between the CumLRP and the classical LRP is the objective function. The classical LRP minimizes the operational cost that is a function of the total distance traveled. In the CLR, the operational cost depends on both the distance traveled and the load of the vehicle.

An integer programming formulation of the CumLRP can be derived by removing the speed related objective function components (2.3–2.4), as well as the speed and time related decision variables and constraints from the GLRP formulation (Constraints 10–14). The mathematical model of the CumLRP is as follows:

Minimize \((1) + (2.1) + (2.2)\)
subject to
\((3) - (9), (15) - (19), (22)\).

In addition to the above CumLRP formulation, we also propose a different version of the CumLRP formulation CumLRP’ to diversify the solutions in the “solution pool”. In the CumLRP’, we assume that the vehicles travel at the optimal speed \(v^*\) on each arc of the network, calculated as follows. The fuel consumption function \(F(v, f)\), which depends on speed \(v\) and load \(f\), can be written as
\[ F(v, f) = (arv + br) + (crv^2 + dr^2) + (e+f), \]
from which \(v^* = \sqrt{\frac{e+f}{KTVd/v}}\) is obtained as the global minimizer. The objective function of the CumLRP’ formulation is the same as that of GLRP when \(v^*\) and \(f^*\) for all \(f \in R\).

The main difference between the CumLRP and the CumLRP’ formulations is that in the latter, we add the cost components (2.3)–(2.4) in the objective function with the assumption that the vehicles travel at the optimal speed \(v^*\), which makes the optimal value of the CumLRP’ formulation a valid lower bound for the corresponding GLRP.

To solve the CumLRP or CumLRP’ formulations within the CLRSOA, we use three different solution strategies of the solver CPLEX to diversify the solutions in the “solution pool”. The first one is the default “dynamic search”, the second is “traditional branch and cut” without the cuts (pure branch and bound algorithm), and third, a cut-and-branch method using the second technique, but with some of the valid inequalities added at the root node.

### 3.1.2. Speed optimization problem

Once the location of depots and route of vehicles are known, the only remaining decision is the speed to be used over each arc so that time windows will be obeyed and the total ‘cost’, which is composed of speed-induced fuel consumption will be optimized. This second subproblem is the speed optimization problem introduced by Demir et al. (2012) for road transportation. Given a route and time windows for each customer, the problem decides the vehicle speed on each arc of the route while minimizing the total cost including fuel consumption and driver cost. As the estimation of fuel consumption is non-linear, the authors presented a non-linear formulation.

Since we do not consider driver cost in the GLRP, we only minimize the fuel consumption in our version of the speed optimization problem. In addition, we do not need to decide on the vehicle speed for the arc between the last customer visited before the depot and the depot itself since the vehicles travel at the optimal speed \(v^*\) on this arc because there is no time related constraint for returning the depot. Based on these differences between the formulations proposed by Demir et al. (2012) and our version, we reformulate the corresponding speed optimization problem.

**Speed optimization algorithm:** In order to solve the SOP, we use the speed optimization algorithm (SOA) which was first proposed by Norstad et al. (2011) and Hvattum et al. (2013) for maritime transportation. The algorithm was first adapted by Demir et al. (2012) for ground transportation. The authors stated that the algorithm finds the optimal solution due to convexity of the objective function (Hvattum et al., 2013). We adapt the algorithm proposed by Demir et al. (2012) to our problem. The pseudo-code of the algorithm is presented in Appendix A. The main difference of our algorithm compared to the one proposed by Hvattum et al. (2013) is while calculating the vehicle speeds we consider the time windows, the minimum and maximum speed limits and the optimal speed \(v^*\).

Kramer et al. (2015) developed a speed and departure time optimization algorithm, which is very similar to the algorithm proposed by Demir et al. (2012). They reformulated the speed optimization problem and proved the optimality of their algorithm by using the necessary and sufficient Karush–Kuhn–Tucker optimality conditions of the reformulated version of the speed optimization problem. Their proof can easily be adapted to prove our version of the speed optimization algorithm.

We note here that the proposed algorithm gives the exact value of vehicle speed that minimizes the fuel consumption, rather than a discretized speed level as in the green location routing problem formulation. Therefore, it provides a more accurate estimation for fuel consumption.

#### 3.2. Iterated local search algorithm

We also develop an Iterated Local Search (ILS) algorithm for the problem. The ILS approach was first proposed by Lourenço et al. (2003). The ILS algorithm has already been applied to several vehicle routing problems along with some location-routing problems in the literature (Derbel et al., 2012; Nguyen et al., 2012).

The main structure of the proposed algorithm is shown in Algorithm 1.

**Algorithm 1 Iterated local search.**

1. Iter ← 1, \(f(s^*) \leftarrow \infty\)
2. for Iter ← 1 to MaxIter do
3. Generate an initial solution \(s\)
4. \(s \leftarrow s, \text{Iter}_Nl \leftarrow 0\)
5. while Iter_Nl < MaxIter_Nl do
6. \(s^* \leftarrow \text{Local Search}(s)\)
7. if \(f(s^*) < f(s)\) then
8. \(s \leftarrow s^*\)
9. \(\text{Iter}_Nl \leftarrow 0\)
10. end if
11. \(s \leftarrow \text{Perturbation}(s)\)
12. \(\text{Iter}_Nl \leftarrow \text{Iter}_Nl + 1\)
13. end while
14. if \(f(s) < f(s^*)\) then
15. \(s^* \leftarrow s\)
16. end if
17. end for
18. return \(s^*\) and \(f(s^*)\)

The proposed ILS algorithm consists of three main components; initial solution, local search and perturbation. At each iteration Iter, the algorithm first generates an initial feasible solution \(s\), which is also assigned as the incumbent solution \(\hat{s}\) (lines 3 to 4). Then, a local search procedure is applied to this initial solution to find a new solution \(s^*\) (line 6). If the objective function value of this new solution \(f(s^*)\) is less than that of the incumbent solution \(f(\hat{s})\), then this new solution \(s^*\) becomes the incumbent solution \(\hat{s}\) (lines 7–8). To escape from a local optimum solution, the algorithm perturbs the incumbent solution \(\hat{s}\) and generates a new starting solution \(s\) (line 11). These local search and perturbation procedures repeat until a certain number MaxIter_Nl of iterations without improvement is
reached (lines 5–13). Finally, if the objective function of the incumbent solution \( f(\tilde{s}) \) is less than the that of the global best solution \( f(s^*) \), then the incumbent solution \( \tilde{s} \) replaces the global best solution \( s^* \) (lines 14–15). The algorithm continues until a certain number Max\( \text{Iter} \) of iterations is reached (lines 2–17).

3.2.1. Initial solution

Initial feasible solutions to the GLRP are generated by first locating the depots and then assigning the customers to the located depots. The depot decisions are made in two different ways. In the first iteration of the algorithm (\( \text{Iter} = 1 \)), we select the first \( p \) depots that have the lowest average distances to the customers. In the subsequent iterations (\( \text{Iter} > 1 \)), we identify a larger set of \( p + k \) candidate depot locations that have the lowest average distances to the customers, where \( k > 1 \) is an integer, and randomly locate \( p \) depots from within this set. Once the depot locations are fixed, customers are assigned to their nearest depots in the first 8% of the total number Max\( \text{Iter} \) of iterations of the algorithm. In the rest of the algorithm, the assignments of customers to depots are done randomly. The effect of such random assignments on the algorithm’s performance is numerically investigated in later sections.

To construct the routes, we use the savings algorithm (Clarke and Wright, 1964). At the beginning of the algorithm, vehicles serve only one customer, which means after visiting a customer, the vehicle returns the depot directly without visiting any other customers. After constructing the tours in this manner, the algorithm calculates the potential savings to be gained if two different tours are combined. Then, starting from the maximum savings combination, the algorithm combines tours until there is no savings combinations left. While combining the tours, our version of this algorithm also respects vehicle capacity and customer time window constraints. After constructing the tours, the SOA is applied to find the optimal vehicle speeds.

3.2.2. Local search

For the local search procedure, initially, the algorithm uses removal and insertion operations between the tours. Initially, two tours are selected; one from which a customer will be removed and the other to which the removed customer will be inserted. The selection of tours are random except for single-customer tours. In this case, a customer from the tour with the highest number of customers is removed and inserted into single-customer tour.

The selection of the customer that will be removed and the selection of the position into which that customer will be inserted are decided as follows. First, the cost of a customer is calculated as the difference of total distance of the tour with and without that customer. The customer with the highest cost on tour is selected to be removed from the former tour. Then, the position that removed customer will be inserted is selected based on its impact on the latter tour. The algorithm selects the position with the lowest impact on the tour in terms of distance and then it inserts the removed customer into that position.

After the removal and insertion operators, the well-known two-opt algorithm proposed by Croes (1958) is used where two edges from a tour are removed and then two resulting paths are reconnected in a different way. In our algorithm, for each tour in the solution, all possible two-opt moves are applied. After these moves, if an improvement is achieved, the same two-opt procedure is applied to the new improved solution until there is no improvement in the solution. Any two-opt move that violates the time window constraints are not allowed in this algorithm. After each two-opt move, the SOA is also applied to the tours to find the optimal vehicle speeds.

3.2.3. Perturbation search

In the perturbation stage, the algorithm again uses removal and insertion operations between the tours. The tour selection is the same as the one in local search. However, the selection of the customer that will be removed and the selection of the position into which that customer will be inserted are made randomly. Any move that causes an infeasible solution due to the capacity or time window constraints is not allowed in the algorithm.

4. Computational results

In this section, we present extensive computational results and analyses on the GLRP and also the performance of the solution approaches. The aim of the computational analysis is three-fold. First, we test the formulation proposed for the GLRP and the effect of the valid inequalities on its performance. Second, we conduct a detailed analysis on the GLRP by numerically assessing the effect of a number of parameters, such as depot cost, fuel consumption and emission cost, time windows and depot locations. Third, we compare three solution approaches for the GLRP, namely to use the GLRP formulation and two heuristic methods.

The computational experiments were carried out on a server using 4 AMD Opteron Interlagos 6282 SE and with 96 GB of RAM. All mathematical models and algorithms were implemented in Java. The IBM ILOG CPLEX Optimization Studio version 12.6.1.0 was used as the solver. The time limit was set as two hours for any instance.

4.1. Description of the data set

The instances tested here are from the PRP Library of Demir et al. (2012). The data set in this library consists of randomly selected cities of the United Kingdom with real road distances, but where demands, time windows and service time are randomly generated. The instances are available at http://apollo.management.soton.ac.uk/prplib.htm. As the library does not include any information on the cost of a depot, the fixed operating cost of a depot is modeled to be proportional to the distance to the customers. To determine this value, for each depot, the average of the distances from other demand nodes to that depot is calculated, bearing in mind that any demand node can be a depot. Here, we assume that being closer to customers means a more centrally located depot, which can reduce the operational cost of a depot.

The set of speeds are defined from 55 km/h to 90 km/h in 5 km/h increments, resulting in \( R = \{55, 60, 65, 70, 75, 80, 85, 90\} \). We do not consider any speed level less than 55 km/h based on the results of Demir et al. (2014a) who showed that the optimal vehicle speed to minimize the amount of emission is around 55 km/h for given specific parameter values, irrespective of the vehicle being empty or loaded, and when there are no time related constraints. This assumption is justified by the fact that the vehicles can wait at nodes before the service starts. Therefore, any solution using speed values less than 55 km/h would be dominated.

All other values used for the emission model parameters used can be found in Appendix B (Demir et al., 2012; 2014a).

4.2. Performance of the valid inequalities

This section reports the results of detailed experiments on the performance of the proposed valid inequalities. We use the first four of the 20-node instances from the PRP Library with three different \((m, p)\) pairs as \((3,1), (3,2), (3,3)\), resulting in a total of 12 instances tested here.

The valid inequalities are used in combination to find the best configuration. We do not consider any combinations that include \((VI.1.1)\) and \((VI.1.2)\) together, as they both are subtour breaking constraints. A total of 24 combinations are tested, where each combination is appended to the formulation and solved with CPLEX.
We normalize the CPU times against the base case, shown in the first row of the table, in which no valid inequalities are used.

The average results over the 12 instances are presented in Table 3, where the columns titled “Comb.” show the various combinations of the valid inequalities 1.1, 1.2, 2, 3 and 4. In this table, we present only the average values; the average solution time under column “Av. CPU” as well as the average normalized solution time under column “Av. N. CPU”. Detailed results are given in Appendix C.

The results in Table 3 indicate that the combinations 1.2–3 and 1.1–2–3 both provide the two lowest average normalized CPU times equal to 0.61 and 0.62, respectively. In terms of the average solution time, however, the combination 1.2–3 with 782.14 s performs better than the combination of 1.1–2–3 with 859.12 s, for which reason the former combination will be used in the rest of the experiments.

### 4.3. Analysis of the GLRP solutions

We conduct a comprehensive analysis on the GLRP, to test the sensitivity of the solutions against changes in the input parameters, such as the number of depots \( p \), the fixed cost \( c_0 \) and time windows \([l_i, u_i]\). For this purpose, we generate a larger set of problem instances with \( N = 10, 15, 20 \) and \( p = 1, 2, 3 \), where, for each pair \((N, p)\), we choose the minimum value \( m^* \in \{2, 3, 4\} \) so that the resulting instance is feasible. Four instances for each \((N, p, m^*)\) are generated, resulting in a total of 36 instances altogether. Details of the instances as well as the experiments are given in Appendix D.

We first present a summary of the results for the new instances in Table 4, which presents the average values over four instances for each combination of \((N, p)\), averages for each \( N \), and averages across all instances in the last row. The columns titled “Total Cost”, “Depot Cost” and “Fuel Consumption” stand for the optimal objective value, the total cost (in pounds), the fixed cost of depot location (in pounds) and the amount of fuel consumed (in L), separately. We report average vehicle speed (in km/h), the total distance traveled (in km) and finally the CPU time (in s), respectively.

As we can see from the table, the value of \( p \) is increased, the total cost and the total fixed cost of operating depots also increase by \( £142.33 \) and \( £151.08 \) on average, respectively. In contrast, increasing the value of \( p \) reduces the total amount of fuel consumed by \( 6.25 \) L on average, and by \( 2.41 \) L and \( 3.84 \) L for the weight and speed-induced consumption, respectively. Increasing the number of opening depots reduces the number of customers to be served in the network, leading to less load on the vehicles and the total distance traveled. The average CPU times for 10, 15 and 20 node instances are 7.42, 5.15 and 7.82 s, respectively, which shows the expected increase on the CPU time as the instance sizes increase.

#### 4.3.1. The effect of the depot cost

To assess the effect of depot location decisions on fuel consumption and emissions, we use two different types of depot costs. In the first, depot costs are assigned as being inversely proportional to the average distance to other demand nodes. In the second, depot costs are generated randomly. In Table 5, we present the comparison results for 10, 15 and 20 node problem instances.

The results indicate that using inversely proportional depot costs yields different results in terms of the depot location or vehicle routes than directly proportional depot costs in all 36 problem instances. As for the GLRP with randomly generated depot cost, the solution change in 35 problem instances, suggesting that location decisions do play a crucial role on fuel consumption and emissions.

Based on the average values shown in the last row of Table 5, using inversely proportional depot costs change depot location and vehicle routes for all instances, resulting in a 3.17 L (3.60%) increase in fuel consumption due to a 18.38 km (3.44%) increase in the total distance traveled. Since the cost of the depot located near to the customers is more expensive, an increase in the total distance traveled and in the fuel consumed is expected. In contrast, using
randomly generated depot costs provides a 1.50 L (1.71%) reduction in fuel consumption due to a 9.71 km (1.82%) decrease in the total distance traveled. No matter how depot costs are generated, the problem yields very similar results in terms of average vehicle speed.

4.3.2. The effect of the fuel consumption and emission cost

The results shown in the previous section suggest that the cost of fuel consumption and emissions has a marginal effect on the location decisions, as compared to the fixed depot costs. The cost of fuel consumption can be volatile in practice. In this section, we conduct additional experiments to analyze the sensitivity of the resulting solutions on the changes in the unit fuel cost. First, we test minor (up to ± 5%) and major (up to ± 50%) changes in the fuel cost. A summary of the results can be found in Table 6, the columns of which show the number of instances (out of 36) in which the solution has changed in terms of depot location and/or vehicle route, average total depot cost, average fuel consumption, average vehicle speed and average total distance traveled.

The results in Table 6 indicate that modest and realistic changes of about 5% in the unit fuel consumption and emission cost do not significantly alter the solutions obtained. More extreme variations, however, may result in more observable differences in the solutions obtained. Fig. 1(a) and (b) serve to illustrate this point, and show two solutions for an instance with 15 nodes, three potential depots and up to two vehicles, with a 50% decrease and increase, respectively, on the unit fuel and emission cost. In both figures, the locations which are used as depots to serve other customers are represented by houses, and opened depots that do not serve any other customers (except for itself) are represented by x marks.

The solution shown in Fig. 1(a) uses 107.05 L of fuel, traverses a total distance of 656.53 km and with an average speed equal to 56.43 km/h. The same statistics for the solution shown in Fig. 1(b) are 86.35 L, 529.95 km and 55 km/h, respectively. Whereas the solution in Fig. 1(a) has a total cost equal to £673.11 of which fuel and emissions account for 11%, the solution in Fig. 1(b) has a total cost equal to £806.58 of which 22% is for fuel and emissions.

4.3.3. The effect of time windows

The results in Table 4 suggest that speed may have a more significant effect on fuel consumption as compared to that of weight. One of the constraints that affect speed is time windows. To serve customers within the predetermined time windows, in some cases, vehicles have to increase their speed even if it leads to a higher fuel requirements, and consequently emissions. To analyze the effects of time windows on the amount of emissions, we generate new time windows values by narrowing down the original values by 10%, 20%, 30%, 40% and 50%. The results are shown in Table 7.

The average results reported in Table 7 suggest that narrowing down the time windows by up to 20% does not have a significant impact on the solutions. While the increase on the total cost and the total amount of emission is less than 1% and 3%, respectively, in only two out of 36 instances, the depot locations change. However, for the cases when time windows are narrowed down by more than 30%, there is a significant change on the solutions in terms of vehicle routes and depot locations. The increase on the total amount of emission is 7.97% and 13.09%, when the time windows are narrowed further down by 40% and 50%, respectively. In this case, the increase in the total distance traveled, 7.41% and 13.37%, is due to on the increase in the total amount of emissions. While the average vehicle speed increases in general, for some cases, it remains low for tighter time windows as can be seen from Table 7. The main reason for this unexpected situation is that some of the vehicle routes became infeasible when time windows are too tight that forces vehicles use alternative routes traveling at lower speeds. These new routes, however, eventually increase the total amount of distance traveled and consequently the total amount of emissions.

4.3.4. The effect of the depot location decision

In order to evaluate the impact of the depot location decisions, the GLRP is compared with a version of the problem where the depots are fixed a priori and cannot be changed. For this purpose, the instances in the PRP Library with \( p = 1 \) are used, where the location of the depot is as described therein (Demir et al., 2012). In this case, the number of nodes is increased by one due to one additional node on which the depot is located. The comparison results are given in Table 8. Detailed results are given in Appendix E.

The results indicate that in 10 out of 12 instances, the two problems provide different results with respect to the depot location and vehicle routes. For 8 out of these 10 instances, the GLRP results in a reduction in fuel consumption by 4.98 L (4.89%), on average (Table 8). The reduction on the amount of weight and speed-induced consumption is 2.08 and 2.92 L, respectively. The average speed for the GLRP is nearly the same as the fixed depot case, but the total travel distance is reduced by 33.96 km (5.46%) and the total cost by 9.04% in the former.

4.4. Performance of the solution algorithm

In this section, we present computational results on the performance of the CLRSOA and the ILS algorithm in terms of solution quality and computational time compared to solving the GLRP formulation.

For this purpose, four 20-node problem instances with \( p = 1, 2, 3 \) from PRP data set are used. For the CLRSOA, preliminary analysis indicate that for some problem instances the optimization process of solving a CumLRP formulation takes too much time. In order to reduce the solution

### Table 5
Different depot cost analysis.

<table>
<thead>
<tr>
<th>N</th>
<th>Base (Directly proportional)</th>
<th>Inversely proportional</th>
<th>Random</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fuel cons. (L)</td>
<td>A. speed (km/h)</td>
<td>Distance (km)</td>
</tr>
<tr>
<td>10</td>
<td>68.41</td>
<td>56.22</td>
<td>422.21</td>
</tr>
<tr>
<td>15</td>
<td>93.90</td>
<td>60.05</td>
<td>562.75</td>
</tr>
<tr>
<td>20</td>
<td>101.47</td>
<td>56.47</td>
<td>619.18</td>
</tr>
<tr>
<td>Average</td>
<td>87.93</td>
<td>57.58</td>
<td>534.71</td>
</tr>
</tbody>
</table>

### Table 6
The effect of increase and decrease on the fuel consumption and emission cost.

<table>
<thead>
<tr>
<th>Change</th>
<th>Fuel cost (% of depot cost)</th>
<th># of instances changed</th>
<th>Depot cost (£)</th>
<th>Fuel consumption (L)</th>
<th>Speed (km/h)</th>
<th>Distance (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>−50%</td>
<td>0.7</td>
<td>5</td>
<td>291.51</td>
<td>89.17</td>
<td>57.73</td>
<td>541.62</td>
</tr>
<tr>
<td>−10%</td>
<td>1.26</td>
<td>2</td>
<td>292.31</td>
<td>88.59</td>
<td>57.74</td>
<td>538.20</td>
</tr>
<tr>
<td>−5%</td>
<td>1.33</td>
<td>0</td>
<td>292.98</td>
<td>87.93</td>
<td>57.58</td>
<td>534.71</td>
</tr>
<tr>
<td>0</td>
<td>1.40</td>
<td>0</td>
<td>292.98</td>
<td>87.93</td>
<td>57.58</td>
<td>534.71</td>
</tr>
<tr>
<td>5%</td>
<td>1.47</td>
<td>0</td>
<td>292.98</td>
<td>87.93</td>
<td>57.58</td>
<td>534.71</td>
</tr>
<tr>
<td>10%</td>
<td>1.54</td>
<td>1</td>
<td>293.24</td>
<td>87.75</td>
<td>57.38</td>
<td>534.71</td>
</tr>
<tr>
<td>50%</td>
<td>2.10</td>
<td>3</td>
<td>293.68</td>
<td>87.52</td>
<td>57.31</td>
<td>533.52</td>
</tr>
</tbody>
</table>
times, we stop the optimization process of the CumLRP formulations after a predetermined time limit and use the resulting incumbent solutions in the “solution pool” for the SOA. The time limit for the optimization process of the CumLRP is set as 10 min.

The parameters of the ILS algorithm are chosen after a set of preliminary fine-tuning experiments and are set as follows:

| MaxIter = 25, MaxIterNI = 50, k = 2 and δ = 40. Since the ILS algorithm contains some random aspects, instances are run five times and the best, average and worst results are reported.

### 4.4.1. Computational experiments

This section presents the results obtained by solving the GLRP formulation and two heuristic algorithms for small sized instances and provides a comparison between the solutions and computational time of the aforementioned solution methods with the results of the GLRP formulation which solves 20-node GLRP instances to optimality. We present the comparison results separately for each of the two heuristic algorithms.

The results obtained with the two variants of the CLRSOA are given in Tables 9 and 10, one using the CumLRP and the other using the CumLRP formulation, respectively. The first three columns show the problem parameters; the number of nodes (|N|), instance number (l) and the number (p) of depots to be located, respectively. The columns titled “Obj. func.” and “S. time” represent the objective function value (in £) and the solution time (in s) of the

#### Table 7

<table>
<thead>
<tr>
<th></th>
<th>Total cost (£)</th>
<th>Fixed cost (£)</th>
<th>Weight (L)</th>
<th>Speed (km/h)</th>
<th>Total (L)</th>
<th>A. speed (km/h)</th>
<th>Distance (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base</td>
<td>413.00</td>
<td>292.54</td>
<td>32.95</td>
<td>53.09</td>
<td>86.04</td>
<td>56.30</td>
<td>530.45</td>
</tr>
<tr>
<td>10%</td>
<td>414.19</td>
<td>292.54</td>
<td>31.10</td>
<td>53.79</td>
<td>86.89</td>
<td>57.16</td>
<td>532.64</td>
</tr>
<tr>
<td>20%</td>
<td>415.94</td>
<td>292.34</td>
<td>31.45</td>
<td>54.83</td>
<td>88.29</td>
<td>58.16</td>
<td>540.56</td>
</tr>
<tr>
<td>30%</td>
<td>418.86</td>
<td>292.26</td>
<td>33.96</td>
<td>56.22</td>
<td>90.18</td>
<td>57.97</td>
<td>553.70</td>
</tr>
<tr>
<td>40%</td>
<td>422.41</td>
<td>292.36</td>
<td>34.72</td>
<td>58.17</td>
<td>92.89</td>
<td>58.71</td>
<td>568.78</td>
</tr>
<tr>
<td>50%</td>
<td>429.09</td>
<td>292.87</td>
<td>36.23</td>
<td>61.07</td>
<td>97.30</td>
<td>58.65</td>
<td>610.35</td>
</tr>
</tbody>
</table>

#### Table 8

<table>
<thead>
<tr>
<th></th>
<th>GLRP (with a fixed depot location)</th>
<th>PRP (GLRP with a known depot location)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total cost (£)</td>
<td>Depot cost (£)</td>
</tr>
<tr>
<td>11</td>
<td>242.37</td>
<td>134.67</td>
</tr>
<tr>
<td>16</td>
<td>290.60</td>
<td>148.07</td>
</tr>
<tr>
<td>21</td>
<td>291.68</td>
<td>134.90</td>
</tr>
<tr>
<td>Average</td>
<td>274.88</td>
<td>139.21</td>
</tr>
</tbody>
</table>
corresponding strategy; namely, Dynamic Search (DS), Branch & Bound (BB) and Cut & Branch (CB), respectively. We also report the gap (in %) calculated as \((\text{GLRP} - \text{CLRSOA}) \times 100 / \text{GLRP}\), where \(\text{GLRP}\) and \(\text{CLRSOA}\) are the objective function values of the GLRP formulation and the CLRSOA, respectively. As all 20-node problem instances are solved to optimality with the GLRP formulation, the gaps correspond to the deviations from the optimal values.

In Tables 9 and 10, some negative gaps are observed. This is due to the SOP being solved exactly within the CLRSOA but with discretized values in the GLRP formulation. The results on Tables 9 and 10 show that all versions of the CLRSOA provide optimal or near optimal solutions in similar amounts of time. Among these six versions, CumLRP formulation with the CB strategy provides the best results. The average gap and the average solution time for CumLRP with CB version is 0.01% and 78.66 s, respectively.

We report the results of the ILS algorithm in Table 11. Each instance is run five times and the table provides the best, average and worst results of these five runs.

Similar to results of the CLRSOA, since the SOP is solved exactly within the ILS algorithm, negative gaps can be observed in Table 11. Table 11 indicates that the ILS algorithm generally provides very good results in terms of solution quality and computational time. The average optimality gap and the average solution time of the ILS in the best case scenario is 0.41% and 5.96 s and 1.21% and 6.08 s in the worst case scenario.

In order to explore different solution and escape possible local optimal solution, we increase the effects of randomness on the algorithm. Therefore, we conduct experiments with higher MaxIter and lower \(\delta\) values. In addition to (25, 40%) combination of MaxIter and \(\delta\) values for which the results are reported in Table 12, we also report the summary results for the combinations; (50, 20%) and (100, 10%).

The results on Table 12 indicate that increasing number of iterations results with higher solution times, but better solutions. With 50 iterations, the average optimality gap in the best case scenario is 0.37% and with 100 iterations it becomes 0.28%. On average of five experiments, the average optimality gaps are 0.79% with 50 iterations and 0.50% with 100 iterations. The solution times are approximately 12 and 25 s for 50 and 100 iterations, respectively. Since solution times up to 25 seconds can be acceptable, we propose to use the algorithm with the 100-iteration version.

In conclusion, compared to the CLRSOA, the solutions found by the ILS algorithm are not as good as the ones obtained by the CLRSOA, but in terms of solution time the ILS algorithm performs better than the CLRSOA. So, for small sized instances, the CLRSOA is very efficient alternative to solve the GLRP.

### 4.5. Computational analysis for large sized instances

We also conduct computational analysis on four different 100-node problem instances with three different \(p\) values as 5, 7, and 10. Due to computational times required, we do not use the CLRSOA to solve large sized problem instances, and only conduct the experiments with the ILS algorithm using the (100, 10%) combination for the (MaxIter, \(\delta\)) setting. The results can be found in Table 13.

As it can be seen from Table 13, increasing the value of \(p\) leads to an increase in the total cost and the total fixed cost of operating depots. In contrast, as the value of \(p\) is increased, the total cost
amount of fuel consumed and the total distance traveled generally reduces. The difference between average vehicle speeds for different \( p \) values can be considered as insignificant, suggesting that the vehicle speed remains stable. In addition, increasing the value of \( p \) generally increases the required solution time.

### 5. Conclusions and managerial implications

In this study, we have introduced the GLRP as a combination of the traditional LRP and the more recently studied PRP, in which fuel consumption and CO\(_2\) emissions are explicitly considered. We have developed a mixed integer programming formulation for the GLRP, and described a group of preprocessing rules and valid inequalities to strengthen the formulation. Additionally, we have proposed two heuristic algorithms to solve small and larger sized instances in reasonable times. For the computational study of the GLRP, we have conducted different sensitivity analyses by changing some key parameters such as the number of depots to be opened, the fixed cost of operating depots and the fuel consumption and emission cost. Additionally, we also evaluate the impacts of time windows and depot location decision on fuel consumption. Finally, we compare the GLRP formulation and the proposed heuristic approaches in terms of solution quality and time.

The overall results show that including the “green” aspect in the objective function through fuel consumption and emissions does affect the optimal solutions. It is possible to draw a number of managerial insights from the results given in the previous section. First, depot locations must be explicitly considered in combination with the routing decisions for reductions not only in cost, but also in fuel consumption, resulting in lesser environmental impact. In particular, it may seem attractive to locate depots where it is cheaper to do so, but this may have a knock-on effect on the weight and speed-induced fuel consumption, resulting in a more expensive solution overall. Second, any opportunity that will allow to use longer time windows in making deliveries should be explored by operators, given that such constraints are generally seen to increase speed and distance, along with the associated fuel consumption. Finally, the results suggest that it may be beneficial to locate depots to areas for which heavy deliveries are to be regularly made.

Finally, the performance of the heuristic algorithms indicate that while the CLRSOA is a very effective approach to solve the
GLRP for small sized instances, the ILS algorithm can be used to solve larger sized instances in reasonable solution times compared to both the GLRP formulation and the CLRSDA.
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Appendix A. Speed optimization algorithm

The decision variables to be optimized in the algorithm are as follows: the vehicle speed between node \( i \in N \) and \( i+1 \in N \) is denoted by \( v_i \), \( e_i \) and \( \xi_i \) represent the arrival and departure time from node \( i \in N \).

Algorithm 2 Speed optimization algorithm (SOA).

\[ \text{initialize: } s \leftarrow 0, e \leftarrow n, \text{violation} \leftarrow 0, p \leftarrow 0, k \leftarrow 1, \xi_0 = \xi_0 = i_0 = u_0 = 0, D = \sum_{i=0}^{n-1} d_i, S = \sum_{i=0}^{n-1} s_i \]

for \( i = s + 1 \) to \( e \) do

if \( k \neq 1 \) then

if \( \xi_i + d_i/v_i < l_i \) and \( \xi_i \geq l_i + s_i \) then

\( v_i \leftarrow d_i/(l_i - \xi_i) \)

else if \( \xi_i + d_i/v_i < u_i \) and \( \xi_i \geq u_i + s_i \) then

\( v_i \leftarrow d_i/(u_i - \xi_i) \)

end if

end for

\( v_i' \leftarrow \text{OptimalSpeed} \)

if \( v_i < v_i' \) then

\( v_i \leftarrow v_i' \)

else if \( v_i > v_i' \) then

\( v_i \leftarrow v_i' \)

end if

if \( v_i' > v_i \) then

\( v_i \leftarrow v_i' \)

end if

if \( k = 1 \) then

\( e_i = \xi_i + d_i/v_i \)

\( \xi_i = \xi_i + s_i \)

else if \( k \neq 1 \) then

if \( i \neq e \) then

\( e_i = \xi_i + d_i/v_i \)

\( \xi_i = \xi_i + s_i \)

end if

end if

\( g_i \leftarrow \max(0, e_i - u_i, l_i + s_i - \xi_i) \)

if \( g_i > \text{violation} \) then

violation \( \leftarrow g_i \)

end if

end for

\( k \leftarrow k + 1 \)

if \( \text{violation} > 0 \) and \( g_i > u_p \) then

\( \xi_p \leftarrow u_p + s_p \)

Speed Optimization Algorithm(s, p)

end if

end if

end if

Appendix B. Parameter values for CMEM

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
<th>Typical values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( e )</td>
<td>Emission and fuel consumption cost (£/L)</td>
<td>1.4</td>
</tr>
<tr>
<td>( m )</td>
<td>Curb weight (kg)</td>
<td>6350</td>
</tr>
<tr>
<td>( k )</td>
<td>Engine friction factor (kJ/rev/L)</td>
<td>0.2</td>
</tr>
<tr>
<td>( \nu )</td>
<td>Engine speed (rev/s)</td>
<td>33</td>
</tr>
<tr>
<td>( v )</td>
<td>Engine displacement (L)</td>
<td>5</td>
</tr>
<tr>
<td>( a )</td>
<td>Acceleration (m/s²)</td>
<td>0</td>
</tr>
<tr>
<td>( g )</td>
<td>Gravitational constant (m/s²)</td>
<td>9.81</td>
</tr>
<tr>
<td>( \theta )</td>
<td>Road Angle</td>
<td>0</td>
</tr>
<tr>
<td>( C_r )</td>
<td>Coefficient of rolling resistance</td>
<td>0.01</td>
</tr>
<tr>
<td>( C_d )</td>
<td>Coefficient of aerodynamic drag</td>
<td>0.7</td>
</tr>
<tr>
<td>( \rho )</td>
<td>Air density (kg/m³)</td>
<td>1.2041</td>
</tr>
<tr>
<td>( S )</td>
<td>Frontal Surface Area (m²)</td>
<td>3.912</td>
</tr>
<tr>
<td>( n_f )</td>
<td>Vehicle drive train efficiency</td>
<td>0.4</td>
</tr>
<tr>
<td>( \eta )</td>
<td>Efficiency parameter for diesel engines</td>
<td>0.9</td>
</tr>
<tr>
<td>( \xi )</td>
<td>Fuel to air mass ratio</td>
<td>1</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>Heating value of a typical diesel fuel (kJ/g)</td>
<td>44</td>
</tr>
<tr>
<td>( \psi )</td>
<td>Conversion factor of fuel (g/L) to (L/s)</td>
<td>737</td>
</tr>
<tr>
<td>( P_{\text{ee}} )</td>
<td>Engine power demand</td>
<td>0</td>
</tr>
</tbody>
</table>
### Appendix C. Performance of the valid inequalities
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Appendix D. GLRP results for 10, 15 and 20-node instances
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Appendix E. The impact of the location decision
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