In vivo human head MRI at 10.5T: A radiofrequency safety study and preliminary imaging results
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Purpose: The purpose of this study is to safely acquire the first human head images at 10.5T.

Methods: To ensure safety of subjects, we validated the electromagnetic simulation model of our coil. We obtained quantitative agreement between simulated and experimental $B_1^+$ and specific absorption rate (SAR). Using the validated coil model, we calculated radiofrequency power levels to safely image human subjects. We conducted all experiments and imaging sessions in a controlled radiofrequency safety lab and the whole-body 10.5T scanner in the Center for Magnetic Resonance Research.

Results: Quantitative agreement between the simulated and experimental results was obtained including S-parameters, $B_1^+$ maps, and SAR. We calculated peak 10 g average SAR using 4 different realistic human body models for a quadrature excitation and demonstrated that the peak 10 g SAR variation between subjects was less than 30%. We calculated safe power limits based on this set and used those limits to acquire $T_2^*$ and $T_2^*$-weighted images of human subjects at 10.5T.

Conclusions: In this study, we acquired the first in vivo human head images at 10.5T using an 8-channel transmit/receive coil. We implemented and expanded a previously proposed workflow to validate the electromagnetic simulation model of the 8-channel transmit/receive coil. Using the validated coil model, we calculated radiofrequency power levels to safely image human subjects.
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Demand for ultra-high field ($B_0 \geq 7$T) MRI is continuously increasing due to its numerous benefits such as significant increase in signal-to-noise ratio and improved susceptibility contrast. However, increase in the static field strength ($B_0$) leads to shorter electromagnetic (EM) wavelengths. As a result, destructive interference of the magnetic fields causes signal inhomogeneity and degradation in image quality. On the other hand, both local and global specific absorption rate (SAR) increase with $B_0$. Local SAR turns out to be the most critical radiofrequency (RF) safety concern as its limit is typically reached earlier than global SAR based on international guidelines. Multichannel excitation solutions have been proposed in the literature to deal with these issues using hardware and software solutions.

Recently, a whole-body 10.5T scanner was installed in the Center for Magnetic Resonance Research at the University of Minnesota providing a unique opportunity to investigate human body and brain. Along with other coil designs, a bumped dipole coil array was proposed which demonstrated improved SAR performance compared with standard loop and dipole designs. However, confidently using the RF coils at such new field strengths (i.e., 10.5T) essentially requires either a measurement or a proper prediction of the local SAR to ensure subject safety.

There exist different methods for assessing RF safety, but the assessments based on generic models are the most common approach. Usually, several generic models are used to compute the EM fields of a particular RF coil and then the field solutions are used to calculate power deposition in the tissue and to ensure safety under different RF excitation scenarios. Validation of the coil model is extremely important, however, it can be a challenging procedure (especially for multichannel arrays) mainly due to difficulties in modeling cable coupling and parasitic reactances, as well as inaccuracies in the geometrical model of the coil.

Improving geometrical accuracy could improve the overall accuracy of the validation procedure. Previously, it was shown that computerized tomography (CT) images of an experimental set-up can be used to construct accurate simulation models for RF heating studies. The difficulties related to modeling coupling and parasitic reactance may be overcome by using a previously described approach, which aims to improve the agreement between simulated and measured field patterns through the lumped elements’ values in the coil model. This approach presented by Restivo et al used co-simulation to determine the values in the simulation environment that minimized the root-mean-square (RMS) of the difference between the simulated and measured S-parameters rather than using the lumped element values as they are in the physical coil. To validate the RF coil model they demonstrated agreement between simulated and experimentally acquired $B_1^+$ maps of a 4-channel loop array at 7T. Another work presented by Hoffmann et al described a validation procedure that included a temperature study, whereas the validation by Restivo et al focused only on $B_1^+$ maps and did not involve the local SAR comparison. In both manuscripts, the excitation scenarios were limited to phase-only shimming scenarios and did not investigate the effect of the widely varying shims needed for practical applications and which are potentially more revealing in highlighting inconsistencies between the simulation and experimental environments.

In this study, we implemented a coil modeling and validation workflow that expands upon the simulation approach proposed previously by Restivo et al and validation methods proposed by Hoffman et al. The steps of the workflow are summarized: (1) An EM simulation model is configured using high-resolution segmented computerized tomography (CT) images of the setup (i.e., the Tx coil and the phantom). (2) Matching and tuning lumped elements along with the length of the extension cables are optimized using the co-simulation method to minimize the RMS of the difference between the simulated and measured S-parameters. (3) Validation is performed through experimental RF heating studies and $B_1^+$ measurements for different excitation scenarios in a phantom.

Using our workflow, we validated an 8-channel bumped dipole array at 10.5T. Using the validated coil model, we performed additional EM simulations with 4 realistic human head models to determine the safe RF power limits which were used to acquire the first human head images at 10.5T.

### METHODS

#### 2.1 RF coil and numerical validation

In this work we evaluated an 8-channel bumped dipole array as an RF transmit/receive (Tx/Rx) head coil operating at 447 MHz (Figure 1). The bumped dipole uses a previously demonstrated strategy of lifting the central feed point, where the highest E-fields exist, further away from the load with the goal of reducing peak local SAR. Each element of the transmitter array consisted of a 210-mm-long fractionated dipole with an optimal bump height of 30 mm at the feed point. The conductors were etched on an RO4003C (Rogers Corp.) laminate and mounted on a 3D printed elliptical holder composed of polyethylene terephthalate glycol. All channels were matched to better than $-7.5$ dB and decoupled by at least 9.9 dB. To model and validate this RF coil at 10.5T, we implemented a coil modeling and validation workflow to quantitatively evaluate agreement between simulated and experimentally measured results (see Figure 2).
A jar-shaped cylindrical phantom filled with a gel was used for all experimental and simulation studies in the validation workflow. The gel consisted of 14 g/L hydroxyethyl cellulose and 2.9 g/L NaCl with electrical properties of $\varepsilon_r = 78$ and $\sigma = 0.5$ S/m was used. The electrical properties of the phantom were measured by a dielectric assessment kit (DAK-12, Speag, Zurich, Switzerland). With the phantom positioned in the RF coil, S-parameters were measured on the bench using a 16-channel network analyzer (Rohde & Schwarz ZNBT8, Munich, Germany).

To configure an EM model for simulation in which the relative position of the phantom in the coil could be accurately represented, the phantom and coil setup were transported to a CT scanner. 3D high-resolution (0.6 × 0.6 × 0.7 mm³) CT images were acquired using a biograph PET/CT scanner (Siemens, Erlangen, Germany) (Figure 3A-C). The images were post processed to segment the RF coil and phantom and allow for a spatially accurate EM model (Figure 3D) of the experimental setup. Experimental measurements of the phantom with the bumped dipole array were then performed at 10.5T (Agilent, Santa Clara, CA, USA) equipped with a Siemens Magnetom console (Siemens Healthcare, Erlangen, Germany) and a 16-channel parallel transmit system.

Transmit $B_1^+$ maps were experimentally acquired using various RF excitation patterns with 2 different phantom setups. For the first set-up, the phantom was centered in the coil (Figure 3D), and for the second set-up, it was placed off-center (Figure 3E). In each configuration, 4 RF excitation patterns were used, namely: circularly polarized (CP) mode, linear mode, zero phase-difference mode, and a random excitation. To fix the phantom in the intended position and orientation during different stages of the validation, 4 half-elliptic holders were 3D-printed as indicated by black pieces in Figure 3D,E. To keep these holders rigid and stable, 6 cylindrical rods (white dots in Figure 3D,E) were 3D-printed as well and passed through the holes on the holders. The coil was driven by eight 2 kW RF amplifiers (Stolberg HF-Technik AG, Stolberg, Germany) and the excitation parameters
(i.e., magnitudes and phases) were measured using an 8-channel oscilloscope. To measure the RF excitation delivered by the system, the outputs at the MR patient table were connected to 50-dB directional couplers (Werlatone Inc, New York, NY, USA) using LMR-400-type cables. We measured the voltage of the attenuated forward signal from the directional couplers with an oscilloscope for all excitation patterns that were used in the $B_1^+$ mapping study. We disconnected the directional couplers and oscilloscope after we performed voltage measurements.

In addition, to demonstrate the robustness of the EM model to the load variations, the phantom was shifted off-center in the coil and the same $B_1^+$ mapping experiments were repeated (Figure 3E). All $B_1^+$ maps were acquired using the actual flip-angle imaging technique.

For the experimental SAR results, we performed temperature measurements in an RF safety lab as described in a previous work. Eight RF amplifiers (Communications Power Corp., Hauppauge, NY, USA) with peak RF power of 500 W, operating at 447 MHz were used to deliver RF energy to the same coil-phantom setups, again with various RF excitation patterns matching those used for $B_1^+$ mapping. The output of the transmit system was confirmed using the same strategy described above using an oscilloscope. Eight fiber optic temperature probes (Lumasense Technologies, CA, USA) were used to measure the temperature inside the phantom at distinct locations (see Figure 3F). The slope of the initial linear regime of the temperature progression curve was later used to estimate the local SAR at the probe tips.

An initial EM simulation was performed using HFSS (ANSYS, Canonsburg, PA, USA) with all lumped elements replaced by excitation ports, similar to the co-simulation method. Subsequently, the RMS error (RMSE) between the simulated and measured complex S-matrices with the centrally positioned phantom (i.e., setup 1) was minimized by optimizing the lumped elements’ values using a circuit simulator (AWR Corp., El Segundo, CA, USA), as proposed by Restivo et al. For this purpose, the gradient descent method was used as the optimization algorithm provided by the circuit simulator. The extension cables (i.e., cables connecting the dipole feed points to the T/R switches) were modeled using the length-adjustable ideal transmission lines in the circuit.
simulator environment and the lengths were treated as variables for the optimization problem. The modeling of the RF coil was complete when the optimum values for the lumped elements and lengths of the transmission lines were determined.

In the next step, excitation voltages (measured during the $B_1^+$ and temperature experiments) were imported to the circuit simulator to calculate the complex voltage at the feed point of the dipoles. The calculated signals were then used to drive the coil model in the EM simulation environment. Finally, the corresponding $B_1^+$ and SAR maps were generated for each of the EM simulation models and the simulated and experimentally measured results were compared. Note, that no further EM simulation is required for calculating the $B_1^+$ and SAR maps because the initial simulation contains all necessary EM solutions. In other words, the calculated port voltages are used as the coefficients of initially solved electric and magnetic fields to calculate the $B_1^+$ and SAR maps.

### 2.2 RF safety analysis with realistic human models

To obtain safe RF power limits for human subjects, we performed additional EM simulations using the validated coil model and realistic human models. For this preliminary work, we limited the RF excitation to a CP mode. To investigate how local SAR levels would vary among different subjects, we ran EM simulations with 4 different realistic human head models using the CST Studio. The simulated human models included 2 females and 2 males: Ella of the virtual population (voxel size, $2 \times 2 \times 2$ mm$^3$; height, 1.63 m; weight, 57.3 kg), Donna of CST voxel family (voxel size, $1.875 \times 1.875 \times 2$ mm$^3$; height, 1.76 m; weight, 79 kg), Duke of the virtual population (voxel size, $2 \times 2 \times 2$ mm$^3$; height, 1.77 m; weight, 70.3 kg), and Gustav of CST voxel family (voxel size, $2.08 \times 2.08 \times 2$ mm$^3$; height, 1.76 m; weight, 69 kg). The EM simulations used approximately $38 \times 106$, $18 \times 106$, $57 \times 106$, and $17 \times 106$ meshes for the models indicated above, respectively. We calculated the maximum 10 g local SAR levels among the 4 models, and it was used to determine the safe total power limit for head imaging in CP mode.

### 2.3 In vivo head imaging and pulse sequence parameters

FDA considers all MR scanners with $B_0 > 8.0$T to be significant risk devices. Therefore, scanning human subjects at 10.5T required an investigational device exemption. Supported by previous work and additional preclinical studies our lab has performed,24,40,41 the initial research study approved under this investigational device exemption had the opportunity to perform a limited imaging study to acquire the first in vivo human brain images at 10.5T.

We acquired $T_2$-weighted images using the TSE pulse sequence with refocusing flip angle (FA) = 200°, repetition time/echo time (TR/TE) = 5000 ms/72 ms, in-plane resolution = 0.4 mm, slice thickness = 3 mm, acquisition matrix = $512 \times 408$, TSE-factor 9, # of averages = 3, and pixel bandwidth = 488 Hz/pixel. In addition, $T_2$-weighted images were acquired using a gradient-echo (GRE) pulse sequence with FA=15°, TR/TE=200ms/20ms, in-plane resolution=0.4mm, slice thickness=3 mm, acquisition matrix = $512 \times 512$, # of averages = 8, and pixel bandwidth = 391 Hz/pixel. The CP mode was used for RF excitation in all imaging sessions. No RF shimming was performed.

### 3 RESULTS

#### 3.1 Numerical validation

Figure 4A,B shows the magnitudes and phases of the S-parameters corresponding to the benchtop measurements. We ignored the interaction between the nonadjacent channels (i.e., the simulated maximum coupling between nonadjacent channels was $-21$ dB) and did not consider them in the validation process. Accordingly, the magnitudes and phases corresponding to S-parameters of nonadjacent channels are shown in gray in Figure 4 and do not necessarily represent the actual values. Figure 4C,D shows the S-parameters of the numerical model obtained after optimizing the lumped elements. The RMSE between the measured and simulated S-parameters was 0.33 dB for magnitude and 9° for phase.

Figure 5 shows the $B_1^+$ maps corresponding to 4 different excitations obtained from the experiments and simulations. The difference between the measured and simulated maps are given in the third row of Figure 5. The results show a good agreement between simulated and measured $B_1^+$ maps. In this case, the phantom was positioned at the center of the coil.
To demonstrate the robustness of the validation method, the measured and simulated $B_1^+$ maps corresponding to the off-center phantom are shown in Figure 6. The results demonstrate that the agreement in results are robust with respect to varying the load from the conditions that were used to match the S-matrix parameters.

Similar agreement was also observed between the $B_1^+$ maps corresponding to the individual channels obtained from the experiments and simulations while the phantom was positioned at the center of the coil (Supporting Information Figure S1, which is available online).

In addition to the visual agreements between the presented $B_1^+$ maps, quantitative agreement also exists (Supporting Information Table S1). As a parameter of similarity between the measured and simulated maps, the corresponding correlation was computed. Furthermore, normalized RMSE (NRMSE) between the measured and simulated maps is given as a percentage. The NRMSE values show a typical 10% error corresponding to 4 different shimming scenarios while the typical errors for individual channels are slightly larger (i.e., ~15%) (Supporting Information Table S1).

Scatter plots of the simulated versus measured $B_1^+$ maps, where each blue dot corresponds to single voxel, demonstrate that a relatively good voxel-wise agreement between the measured and simulated $B_1^+$ maps was achieved (Supporting Information Figures S2 and S3).

For the next step of the validation procedure, simulated and measured local SAR values were compared. Figure 7A shows the simulated SAR-map while only channels 1 and 5 were excited using unequal signals. Similarly, Figure 7C,E shows the simulated SAR-maps for 2 different random excitations. Figure 7B,D,F shows a comparison between the numerically calculated and measured SAR values at the tips of the temperature probes. A good agreement between the simulated and measured SAR values was achieved (i.e., RMSE = 0.69 W/kg).
**FIGURE 5** Experimental and simulated $B_1^*$ maps corresponding to 4 different excitations while the phantom is positioned at the center of the coil. The third row shows the difference maps between the experimental and simulated maps.

**FIGURE 6** Experimental and simulated $B_1^*$ maps corresponding to 4 different excitations while the phantom is positioned off-center with respect to the coil. The third row shows the difference maps between the experimental and simulated maps.
3.2 Investigating RF safety

In this work, CP-mode of excitation was chosen for imaging. To determine a safe power limit for human head imaging of various subjects with different genders using the CP mode of the transmitter, EM simulations were performed on 4 different realistic human body models. Figure 8A-D shows the 10 g-averaged SAR maps for each model on the plane that contains the peak 10 g-averaged SAR point for a total input power of 1 W. To be conservative, the CP mode power limit was determined based on the Duke model which exhibited the highest local SAR estimates. According to these results and considering 10 W/kg IEC guideline for local SAR in the head, the maximum allowed total input power to the

FIGURE 7 Validation using temperature measurement. A, Simulated SAR-map while only channel 1 and 5 are excited. B, Comparison between simulated and experimentally estimated SAR at the tip of the temperature probes corresponding to channel 1 and 5 excitation. C,E, Simulated SAR-maps corresponding to 2 random excitations. D,F, Comparison between simulated and experimentally estimated SAR at the tip of the temperature probes corresponding to 2 random excitations. Cross signs on the SAR maps are indicating the positions of the temperature probes’ tips.
transmitter was limited to be 25 W for subsequent in vivo human head imaging. In addition, Figure 8E-H shows the corresponding simulated $B_1^+$ maps for 1 W total input power at the same axial plane with respect to the coil elements (i.e., 20 mm above the feed points plane in inferior-superior direction). All maps were determined using the validated coil model with CP-mode excitation.

FIGURE 8  First row, Simulated 10 g-averaged SAR maps for 1 W total input power for different realistic human body models at the plane of peak local SAR. Second row, Simulated $B_1^+$ maps for 1 W total input power at the same axial plane with respect to the coil elements (i.e., 20 mm above the feed points plane in inferior-superior direction). All maps were determined using the validated coil model with CP-mode excitation.

3.3  |  In vivo head imaging

Using the CP mode of excitation and the total power limit of 25 W determined by the safety studies, we acquired MR images from volunteers at 10.5T. We focused on 2 basic pulse sequences for these preliminary studies, namely, $T_2^*$-weighted images.

FIGURE 9  The first $T_2^*$-weighted human brain image at 10.5T acquired using the TSE pulse sequence with TR/TE = 5000 ms/72 ms. Matrix = 512 × 408, in-plane resolution = 0.4 mm, slice thickness = 3 mm, # of averages = 3, and pixel bandwidth = 488.
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GRE and T₂-weighted TSE. Figure 9 shows 8 slices of the first T₂-weighted human brain images at 10.5T acquired using the TSE pulse sequence in 611 s. Figure 10 shows 1 slice among 7 slices of the first T∗₂-weighted human images at 10.5T acquired using the GRE pulse sequence in 430 s.

The T₂-TSE images presented with expected tissue contrast between white and gray matter. GRE images revealed some of the venous structures in the brain due to T∗₂ contrast. For both studies, an acceptable signal homogeneity was achieved across the slices of interest.

4 | DISCUSSION AND CONCLUSIONS

In this study, we acquired the first in vivo human head image at 10.5T using an 8-channel Tx/Rx coil. As a part of the RF-safety assessment, we expanded a previously proposed workflow for validating EM simulations of multichannel arrays. Using the validated simulation model of the coil, we calculated safe power limits for human head imaging and acquired the first in vivo T₂- and T∗₂-weighted human brain images at 10.5T.

The workflow requires constructing an accurate EM simulation model starting from high-resolution segmented CT images of the setup (i.e., the coil and the phantom). The lumped elements of the coil are optimized using the cosimulation method, as proposed by Restivo et al. to minimize the RMS of the difference between simulated and measured S-parameters. This is a critical step that is necessary to accurately model EM field quantities observed in the phantom. It is also necessary to capture the complex coupling behavior in multichannel arrays. To avoid a large and time-consuming optimization problem, we imposed a limit of 50% deviation from the nominal lumped elements values used in the actual coil. In this work, the simulated capacitor values resulting from the optimization were between 10 and 15 pF, while the nominal (actual) values were 15 pF.

To show the importance of optimization of the lumped elements, we omitted this optimization from the modeling part presented in the workflow. In other words, we plugged the nominal values of the lumped elements (i.e., the capacitors which are used for tuning and matching of the coil in the real-life) into the EM simulations without any further adjustment. The third row in Supporting Information Figure S5 shows the B₁⁺ maps corresponding to 4 different excitations with the coil model resulting from using this method (i.e., excluding the co-simulation from the modeling part). The correlation and NRMSE between the B₁⁺ maps in this scenario and the experimental B₁⁺ maps are given in Supporting Information Table S2.

In addition to optimizing the lumped elements’ (i.e., capacitors) values, we also considered the length of extension cables as an optimization parameter. Inclusion of the cable lengths in the optimization significantly affects the phases of the complex S-parameters. The effect of minimizing the error between measured and simulated phases is directly reflected in the validation part as shown in Supporting Information Figure S5. The fourth row in Supporting Information Figure S5 shows the B₁⁺ maps corresponding to 4 different excitations with the coil model resulting from excluding the cable length optimization from the presented workflow. The correlation and NRMSE between the B₁⁺ maps in this scenario and the experimental B₁⁺ maps are given in Supporting Information Table S2.

In the previous work presented by Restivo et al., the major criterion for the validation of the EM model is the comparison between the simulated and measured B₁⁺ maps corresponding to some phase-only shimming scenarios such as CP-mode excitation. However, relatively small errors in such B₁⁺ maps may result in relatively large errors in the peak SAR predictions. Supporting Information Figure S4 shows the statistical distributions of the error in the peak SAR predictions corresponding to the typical error values between the measured and simulated B₁⁺ maps (i.e., NRMSE between simulated and experimental maps). These results were obtained using the Monte-Carlo method for 4 different types of excitations while the phantom was positioned in the center of the coil. For each excitation scenario, 4 different percentiles of errors in B₁⁺ maps were propagated into the peak SAR prediction errors. For typical 10% B₁⁺ error, the peak

FIGURE 10 The first T∗₂-weighted human brain image at 10.5T acquired using the GRE pulse sequence with FA = 15°, TR/TE = 200 ms/20 ms, matrix = 512 × 512, in-plane resolution = 0.4 mm, slice thickness = 3 mm, # of averages = 8, and pixel bandwidth = 391
SAR underestimation ranges between 9% and 31% for the zero-phase excitation and the random excitation, respectively. The peak SAR underestimation becomes significantly larger if the error in $B_1^+$ maps increases. These effects were carefully considered before in vivo studies while choosing a safety factor for our imaging studies.

The workflow is implemented to validate the EM simulation models of multichannel coil arrays. Once the validation is complete, the coil model can be used to calculate field patterns in a different load. This concept was tested by using an off-centered phantom. The validated model accurately predicted $B_1^+$ field patterns in the shifted phantom without requiring additional optimization of the lumped elements a second time.

To demonstrate the accuracy of the workflow, we validated an 8-channel bumped dipole array at 10.5T. Using the validated coil model, we performed additional EM simulations with 4 realistic human head models to determine the safe RF power limits. Although differences in the SAR distribution were observed from subject to subject, the intersubject variation of peak 10 g-averaged SAR was relatively small (i.e., 27%) compared with the similar value, 76%, reported by de Greef et al.42

In previous studies, safety factors/margins were proposed based on intersubject variation of peak local SAR as well as variation with respect to EM properties of tissues and model translation. In this work, we used a safety buffer based on the RF loss in the pathway from the RFPAs to the feed point of the dipoles, which was measured as 3.9 dB. Considering the intersubject variability, this 3.9 dB safety buffer along with the calculated safe power limit based on our 4-model worst-case scenario ensures safe use of the CP mode at 10.5T in vivo imaging.

We achieved good signal homogeneity with the TSE sequence as shown in Figure 9. The following factors contributed to this result:

1. With multiple refocusing pulses, the relationship between signal and flip angle is close to $\sin(\alpha/2)$. This allowed us to achieve a more homogeneous image intensity compared with a conventional spin-echo sequence.
2. The transmit profile is strongest in the center whereas the receiver profile is strongest in the periphery. The image intensity depends on both, allowing us to achieve a more homogeneous image intensity than either would produce individually.
3. Targeting slightly higher than 180° flip angle at the center of the brain resulted in an extended region in the brain with acceptable homogeneity.

In this work, we used bench-top measurements of S-parameters for modeling our setup and demonstrated good agreement between experimental and simulated results. An alternative approach is to measure the S-matrix inside the scanner as demonstrated by Restivo et al. However, this approach requires additional hardware modification on the scanner (i.e., the installation of directional couplers).

A previously presented workflow is expanded for validating EM simulations of multichannel arrays. The workflow is used to validate the safety of an 8-channel Tx/Rx coil and to calculate safe power limits for human head imaging at 10.5T. Using the validated array, we acquired the first in vivo human brain images at 10.5T. Future studies will focus on using advanced RF parallel transmit and validation of novel coil arrays with higher channel count.
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**SUPPORTING INFORMATION**

Additional supporting information may be found online in the Supporting Information section.

**FIGURE S1** Experimental and simulated $B_1^+$ maps corresponding to 8 individual channel excitations while the phantom is positioned at the center of the coil.

**FIGURE S2** Simulated against measured $B_1^+$ values corresponding to 8 individual channel excitations on the axial plane of the phantom centered inside the coil.

**FIGURE S3** Simulated against measured $B_1^+$ values corresponding to 4 different excitation scenarios (i.e., CP mode, linear mode, zero phase difference, and random excitations) on the axial plane of the phantom centered (first row) and off-centered (second row) inside the coil.

**FIGURE S4** Statistics of the error in the peak SAR estimation corresponding to the possible error occurrence in $B_1^+$ map simulations for 4 different excitation scenarios (i.e., CP mode, linear mode, zero phase difference, and random excitations) inside the phantom positioned at the center of the coil. The Monte-Carlo simulation has been done using 1 million random perturbations in excitation signal of each individual channel (in each excitation scenario) then propagation these perturbations to the error in $B_1$ maps and peak SAR estimation.

**FIGURE S5** $B_1^+$ maps corresponding to 4 different excitations while the phantom is positioned at the center of the coil. First row, Experimental results. Second row, Simulated results obtained using the workflow proposed in this study. Third row, Simulated results obtained by excluding the co-simulation optimization from the workflow proposed in this study. Fourth row, Simulated results obtained using the workflow proposed in this study and ignoring the cable lengths.

**TABLE S1** Quantitative comparison between the simulated and measure $B_1^+$ maps corresponding to Supporting Information Figure S1, Figure 5, and Figure 6.

**TABLE S2** Quantitative comparison between the simulated and measure $B_1^+$ maps corresponding to Supporting Information Figure S5 (third and fourth rows).