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Abstract—Artificial Intelligence (AI)-enabled radios are expected to enhance the spectral efficiency of 5th generation (5G) millimeter wave (mmWave) networks by learning to optimize network resources. However, allocating resources over the mmWave band is extremely challenging due to rapidly-varying channel conditions. We consider several resource allocation problems for mmWave radio networks under unknown channel statistics and without any channel state information (CSI) feedback: i) dynamic rate selection for an energy harvesting transmitter, ii) dynamic power allocation for heterogeneous applications, and iii) distributed resource allocation in a multi-user network. All of these problems exhibit structured payoffs which are unimodal functions over partially ordered arms (transmission parameters) as well as over partially ordered contexts (side-information). Unimodality over arms helps in reducing the number of arms to be explored, while unimodality over contexts helps in using past information from nearby contexts to make better selections. We model this as a structured reinforcement learning problem, called contextual unimodal multi-armed bandit (MAB), and propose an online learning algorithm that exploits unimodality to optimize the resource allocation over time, and prove that it achieves logarithmic in time regret. Our algorithm’s regret scales sublinearly both in the number of arms and contexts for a wide range of scenarios. We also show via simulations that our algorithm significantly improves the performance in the aforementioned resource allocation problems.

Index Terms—AI-enabled radio, mmWave, resource allocation, contextual MAB, unimodal MAB, regret bounds.

I. INTRODUCTION

EX PLOSION in the number of mobile devices and the proliferation of data-intensive wireless services considerably increased the demand for the frequency spectrum in the recent years, and rendered the commonly used sub-6 GHz portion of the spectrum overcrowded. To overcome this challenge, next-generation communication systems like 5th generation (5G) networks aim to utilize the millimeter wave (mmWave) band which spans the spectrum between 30 and 300 GHz. While this wide swath of spectrum provides unprecedented opportunities for new wireless technologies, communication over mmWave frequencies is heavily affected by various factors including signal attenuation, atmospheric absorption, high path loss, penetration loss, mobility and other drastic variations in the environment [1]. This makes acquiring channel state information (CSI) costly and unreliable in mmWave networks, and thus, traditional communication protocols that rely on accurate CSI [2], [3] become futile in this adversarial environment.

In short, the highly dynamic and unpredictable nature of the mmWave band [4], [5] makes traditional wireless systems that rely on channel models and CSI impractical, and necessitates development of new artificial intelligence (AI)-enabled wireless systems that learn to adapt to the evolving network conditions and user demands through repeated interaction with the mmWave environment. There exists a plethora of AI-based methods for adaptive resource optimization in wireless communications that learn from past experience to enhance the real-time performance. Examples include multi-armed bandits (MABs) used for dynamic rate and channel adaptation [6], artificial neural networks used for real-time characterization of the communication performance [7] and deep Q-learning used for selecting a proper modulation and/or coding scheme (MCS) for the primary transmission [8]. Driven by the unique challenges of resource optimization in the mmWave band, in this paper, we propose a new reinforcement learning method for resource allocation under rapidly-varying wireless channels with unknown statistics.

We rigorously formulate the aforementioned problem as a contextual MAB, where in each round a decision maker observes a side-information known as the context [9] (e.g., data rate requirement, harvested energy, available channel), selects an arm (e.g., modulation and coding, transmit power), and then, observes a random reward (e.g., packet success indicator), whose distribution depends both on the context and the chosen arm. Furthermore, in all of the resource allocation problems we consider in this paper, including dynamic rate selection for an energy harvesting transmitter, dynamic power allocation for heterogeneous applications and distributed resource allocation in a multi-user network, the expected rewards under different contexts and arms are correlated and have a unimodal structure. For instance, in rate adaptation, we know that if the transmission succeeds (fails) at a certain rate, then it will also succeed (fail) at lower (higher) rates. However, we assume no structure on how contexts arrive over time, and aim to investigate how the unimodal structure and the context arrivals together affect the learning performance.
In order to highlight the importance of using the problem structure, we note that without any structure on the expected rewards, the best arm for each context can be learned only by exploring all context-arm pairs sufficiently enough, by running a separate instance of traditional MAB algorithms like UCB1 [10], which results in a regret that scales linearly in the number of context-arm pairs. Significant performance improvement can be achieved by exploiting the unimodal structure of the expected reward over the arms [6], [11], [12], which results in a regret that scales linearly in the number of contexts. Since mmWave channels have rapidly-varying characteristics, even this improvement may not be enough to learn the best arms fast enough.

To overcome this limitation, we propose an AI-based algorithm called Contextual Unimodal Learning (CUL), which is able to learn very fast by exploiting unimodality jointly over the contexts and the arms. Essentially, CUL exploits unimodality over arms to reduce the number of arms to be explored and unimodality over contexts to select good arms for the current context by using past information from nearby contexts. This results in a regret that increases logarithmically in time and sublinearly both in the number of arms and contexts under a wide range of context arrivals. Exploiting unimodality over contexts is significantly different from exploiting unimodality over arms, since the context arrivals are exogenous, and thus, proving regret bounds for our algorithm requires substantial innovations in technical analysis. Specifically, unimodality over contexts is exploited via comparing the upper and lower confidence bounds of neighboring contexts. Based on this comparison, a modified neighborhood set that contains the contexts that have higher rewards (e.g., throughput) than the current context with high probability is obtained, and the generated set is then used to refine the reward estimates for the current context. This method of reducing explorations enables fast learning.

Most importantly, this new way of learning significantly improves the performance in a variety of resource allocation problems related to mmWave networks compared to the state-of-the-art, and our findings emphasize that instead of running a separate instance of traditional MAB algorithms like UCB1 [10], which results in a regret that scales linearly in the number of arms and contexts for a wide range of context arrivals. Our algorithm does not depend on channel model parameters such as indoor/outdoor, line-of-sight (LOS)/non-line-of-sight (NLOS) etc., and hence, can be deployed in any mmWave environment.

- We show via experiments that CUL provides significant performance improvement compared to the state-of-the-art by using the unimodality of the expected reward jointly in the arms and the contexts.

The rest of the paper is organized as follows. Related work is given in Section II. Contextual unimodal MAB is defined in Section III, and is used to model three important resource allocation problems in mmWave channels in Section IV. The learning algorithm is proposed in Section V, and its regret is analyzed in Section VI. Experimental results for the proposed resource allocation problems are provided in Section VII, followed by concluding remarks given in Section VIII.

II. RELATED WORK

In this section, we review previous works on mmWave channels, AI-based resource allocation in radio networks and MAB algorithms.

A. mmWave Communication

Wireless communication over the mmWave band is envisioned to resolve spectrum scarcity and provide unmatched data rates for next-generation wireless technologies such as 5G [13], [14]. Meanwhile, communication over the mmWave band suffers from natural disadvantages such as blocking by dynamic obstacles, severe signal attenuation, high path loss and atmospheric absorption [15]. Numerous papers are devoted to investigate the propagation properties of mmWave channels [16]. Specifically, existing work on propagation models can be divided into indoor and outdoor channel models. In the indoor scenario, it is observed that the quality of the channel is severally influenced by dynamic activity (such as human activity) inside the building [17]. In the outdoor scenario, experiments demonstrate that penetration loss due to the geometry-induced blockage (building) is dependent on the building construction material and can also be significant. Moreover, the dynamic blockage such as humans or cars introduces additional transient loss on the paths intercepting the moving object [18]. The take-away massage from these works is that the mmWave environment is highly dynamic and unpredictable, and the channel dynamics are difficult to model. This inherent complexity of the mmWave environment is what justifies our learning theory based approach described in this paper.

B. AI-Based Resource Allocation in Radio Networks

A large number of online learning algorithms are proposed for selecting the right transmission parameters under time-varying conditions in 802.11 and mmWave channels [6], [19]–[21]. In particular, these works study rate adaptation for throughput maximization. Among these, [6] and [20] propose an MAB model and upper confidence bound (UCB) policies that learn the optimal transmission rate by exploiting the unimodality of the expected
reward over arms. Specifically, the method in [20] is shown to outperform the traditional SampleRate method [22], which sequentially selects transmission rates by estimating the throughput over a sliding window. Similarly, [21] proposes a Thompson sampling based algorithm for dynamic rate adaptation, and proves that it achieves logarithmic in time regret. The concept of unimodality is also used in beam alignment for mmWave communications [23].

None of these works investigate how contextual information about the wireless environment can be used for optimizing the transmission parameters, although this might be necessary for different applications. For instance, the transmit power constraint can be regarded as context as it may affect the packet success and throughput at a given rate [24]. There are a few exceptions, such as [25], which considers learning using contextual information for beam selection/alignment for mmWave communications. However, their proposed approach does not exploit unimodality of the expected reward over arms and contexts. In essence, utilizing contextual information in a structured way is what distinguishes our work from the prior art.

There also exist papers studying resource allocation using other AI-based techniques such as Q-learning, deep learning and neural networks [7], [8], [26]–[29]. Surveys on applying AI-based techniques in present and future communication systems can be found in [26] and [27]. Authors in [8] propose a method based on deep Q-learning for modulation and/or coding scheme selection. However, unimodality over the rates and the contextual information are not taken into account in this work. Similarly, [28] studies intelligent power control in cognitive communications by means of deep reinforcement learning but without exploiting the unimodal structure in power levels. In addition, a deep Q network (DQN) based algorithm for channel selection is proposed in [29]. While this algorithm originally requires an offline dataset for training, it is also extended to work under dynamic environments. Essentially, when a change in the system is detected, then the DQN based algorithm is retrained. Likewise, [7] addresses the problem of learning and adaptation in cognitive radios using neural networks, where backpropagation is used to train a multilayer feedforward neural network.

Our AI-enabled MAB-based approach differs from the other AI-based techniques mentioned above in the following aspects: (i) It explicitly takes into account the unimodal structure; (ii) its optimality is theoretically proven (see Theorem 1); (iii) it is completely online and does not require access to training data; (iv) it is efficient in terms of computation and memory (see Section VII-F) and it does not need to store historical data traces for learning.

C. Multi-Armed Bandits

MAB problems model sequential decision making under uncertainty. In these problems, the learner has access to multiple arms, plays them one at a time and observes only the random reward of the played arms. The goal is to come up with an arm selection strategy that maximizes the cumulative reward only based on the reward feedback. This requires balancing exploration (trying different arms to learn about them) and exploitation (playing the estimated optimal arm) in a judicious manner.

MAB problems have been studied for many decades, since the introduction of Thompson sampling [30] and UCB-based index policies [31]. It is shown in [31] that for the MAB problem with independent arms the regret grows at least logarithmically in time. A policy that is able to achieve optimal asymptotic performance is also proposed in the same work. Many variants of the classical MAB problem exist today. Two notable examples are the contextual MAB [9], [32], [33] and the unimodal MAB [12], [34], [35].

In the contextual MAB, before deciding on which arm to select in each round, the learner is provided with an additional information called the context. This allows the expected arm rewards to vary based on the context, and makes the contextual MAB a powerful model for real-world applications. Since the number of contexts can be large or even infinite, additional structure is required in order to learn efficiently. A common approach is to assume that the context-arm pairs lie in a similarity space with a predefined distance metric, and the expected reward is a Lipschitz continuous function of the distance between context-arm pairs. Using this structure, [9] proposes an algorithm that achieves \( O(T^{1-1/(2+d_{c})}) \) regret, where \( d_{c} \) is the covering dimension of the similarity space. Furthermore, [33] proposes another algorithm with \( O(T^{1-1/(2+d_{z})}) \) regret, where \( d_{z} \) is an optimistic covering dimension, also called the zooming dimension. Apart from these, in clustering of bandits [36], [37], similar contexts are grouped in clusters based on the Lipschitz assumption, and expected rewards are estimated for clusters of contexts. Different from these works, we consider a unimodal structure over the contexts, which allows us to use confidence bounds of the neighboring contexts instead of their reward observations by completely avoiding approximation errors.

Papers on the unimodal MAB assume that the expected reward exhibits a unimodal structure over the arms. Algorithms designed for the unimodal MAB tries to locate the arm with the “peak” reward by learning the direction of increase of the expected reward. In [12], an algorithm that exploits the unimodal structure based on Kullback-Leibler (KL)-UCB [11] indices is proposed. A similar approach is also used for dynamic rate adaptation in [6] and [20], where the expected reward is considered to be a graphical unimodal function of the arms. The regret of these algorithms is shown to be \( O(|N(a^{*})| \log(T)) \), where \( a^{*} \) is the arm with the highest expected reward and \( N(a^{*}) \) is the set of neighbors of arm \( a^{*} \), which is defined based on the unimodality graph. In general, this set is much smaller than the set of all arms and do not grow as the set of arms increases, and thus, unlike standard MAB, the regret in the unimodal MAB is independent of the number of arms. Apart from these works, [35] proposes a Bayesian algorithm for the unimodal MAB and shows that it achieves a small regret for dynamic rate adaptation. Lastly, [38] considers the dynamic channel allocation problem in a multi-user network, and solves it by using multi-user MAB techniques.
In this work, we fuse contextual MAB with unimodal MAB and investigate how learning can be made faster by exploiting unimodality over both arms and contexts. Our proposed algorithm achieves a regret that is \( O(\sum_{x \in \mathcal{X}} \sum_{a \in \mathcal{N}(x, a)} \gamma_x, a \log(T)) \), where \( \mathcal{X} \) is the finite set of contexts, \( a_x \) is the arm with the highest expected reward for context \( x \), \( \mathcal{N}(x, a) \) is its neighbor set and \( \gamma_x, a \in [0, 1] \) is a constant that depends on the context arrival process and the arm selections of the learning algorithm. When the context arrivals are favorable (see Section VII for an example), \( \gamma_x, a \) is close to zero, and hence, the regret becomes small in the number of contexts. Table I compares our work with prior works on the contextual MAB and the unimodal MAB.

III. Problem Formulation

A. Description of the MAB Model

For \( X, A \in \mathbb{Z}_+ \), the set of contexts is given as \( \mathcal{X} := \{x_1, x_2, \ldots, x_N\} \), where \( x_j \) represents the \( j \)th context, and the set of arms is given as \( \mathcal{A} := \{a_1, a_2, \ldots, a_A\} \), where \( a_i \) represents the \( i \)th arm. For \( x \in \mathcal{X} \) and \( a \in \mathcal{A} \), \( x_j \) and \( i_a \) represent the indices of context \( x \) and arm \( a \) respectively, i.e., \( x_j = x \) and \( a_{i_a} = a \). Each context-arm pair \((x, a)\) generates a random reward that comes from a fixed but unknown distribution in \([0,1]\) with expected value given as \( \mu(x, a) \). The optimal arm for context \( x \) is denoted by \( a_x^* := \text{argmax}_{a \in \mathcal{A}} \mu(x, a) \) and its index is given as \( i_a^* \), i.e., \( a_x^* = a_{i_a^*} \). The context that gives the highest expected reward for arm \( a \) is denoted by \( x_a^* := \text{argmax}_{x \in \mathcal{X}} \mu(x, a) \) and its index is given as \( j_a^* \), i.e., \( x_a^* = x_{j_a^*} \). Without loss of generality we assume that \( a_x^* \) and \( x_a^* \) are unique. The suboptimality gap of arm \( a \) given context \( x \) is defined as \( \Delta(x, a) := \mu(x, a^*_x) - \mu(x, a) \).

We assume that the elements of \( \mathcal{X} \) and \( \mathcal{A} \) are partially ordered, however, this partial order is not known to the learner a priori. The set of neighbors of context \( x_j \) (arm \( a_j \)) is given as \( \mathcal{N}(x_j) (\mathcal{N}(a_j)) \). For \( j \in \{2, \ldots, X-1\} \), we have \( \mathcal{N}(x_j) = \{x_{j+1}, x_{j-1}\} \) and \( \mathcal{N}(a_j) = \{a_{i_{j+1}}, a_{i_{j-1}}\} \). We also have \( \mathcal{N}(x_1) = \{x_2\} \) (\( \mathcal{N}(a_1) = \{a_2\} \)) and \( \mathcal{N}(x_X) = \{x_{X-1}\} \) (\( \mathcal{N}(a_X) = \{a_{A-1}\} \)). We denote the lower indexed neighbor of context \( x \) (arm \( a \)) by \( x^- (a^-) \) and the upper indexed neighbor of context \( x \) (arm \( a \)) by \( x^+ (a^+) \), if they exist. The set of contexts (arms) that have indices lower than and higher than context \( x \) (arm \( a \)) are denoted by \( [x^-] ([a^-]) \) and \( [x^+] ([a^+]) \), respectively.

The system operates in a sequence of rounds indexed by \( t \in \{1, 2, \ldots\} \). At the beginning of each round \( t \), the learner observes a context \( x(t) \) with index \( i(t) \). After observing \( x(t) \), the learner selects an arm \( a(t) \) with index \( i(t) \), and then, observes the random reward \( r(x(t), a(t)) \) associated with the tuple \((x(t), a(t))\). The goal of the learner is to maximize its expected cumulative reward over rounds.

B. Joint Unimodality of the Expected Reward

We assume that the expected reward function \( \mu(x, a) \) exhibits a unimodal structure over both the set of contexts and the set of arms. This structure can be explained via a graph whose vertices correspond to context-arm pairs.

Definition 1: Let \( G := (\mathcal{V}, E) \) be a directed graph over the set of vertices \( \mathcal{V} := \{x_a, x \in \mathcal{X}, a \in \mathcal{A}\} \) connected via edges \( E \) (see Fig. 1 for an example). \( \mu(x, a) \) is called unimodal in the arms if for any given context there exist a path from any non-optimal arm to the optimal arm along which the expected reward is strictly increasing. Similarly, \( \mu(x, a) \) is called unimodal in the contexts if for any given arm there exist a path from any context to the context that gives the maximum expected reward for that particular arm along which the expected reward is strictly increasing. We say that \( \mu(x, a) \) is jointly unimodal if it is unimodal both in the arms and the contexts.

Based on Definition 1, joint unimodality implies the following.

1. For all \( x \in \mathcal{X} \):
   - If \( a_x^* \notin \{a_1, a_A\} \), then \( \mu(x, a_1) < \ldots < \mu(x, a_x^*) \) and \( \mu(x, a_x^*) > \ldots > \mu(x, a_A) \).
   - If \( a_x^* = a_1 \), then \( \mu(x, a_1) > \ldots > \mu(x, a_A) \).
   - If \( a_x^* = a_A \), then \( \mu(x, a_1) < \ldots < \mu(x, a_A) \).

2. For all \( a \in \mathcal{A} \):
   - If \( x_a^* \notin \{x_1, x_X\} \), then \( \mu(x_1, a) < \ldots < \mu(x_a^*, a) \) and \( \mu(x_a^*, a) > \ldots > \mu(x_X, a) \).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Arm unimodality</th>
<th>Contextual</th>
<th>Context unimodality</th>
<th>Regret</th>
</tr>
</thead>
<tbody>
<tr>
<td>KL-UCB-U [6]</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>( O(\sum_{x \in \mathcal{X}} \sum_{a \in \mathcal{N}(x, a)} \gamma_x, a \log(T)) )</td>
</tr>
<tr>
<td>Contextual Zooming [33]</td>
<td>×</td>
<td>✓</td>
<td>×</td>
<td>( O(T^{1-1/2r(d_x)}) )</td>
</tr>
<tr>
<td>CUCB [10]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>( O(XA \log(T)) )</td>
</tr>
<tr>
<td>CUL (our work)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>( O(\sum_{x \in \mathcal{X}} \sum_{a \in \mathcal{N}(x, a)} \gamma_x, a \log(T)) ), ( \gamma_x, a \in [0, 1] )</td>
</tr>
</tbody>
</table>

Fig. 1. An example directed graph over which the expected reward function is jointly unimodal. Each node represents a context-arm pair and the arrows represent the direction of increase in the expected reward.
A. Dynamic Rate Selection for an Energy Harvesting Transmitter [6], [41]–[45]

It is well known that dynamic rate selection over rapidly varying wireless channels can be modeled as an MAB problem [6], [20], [23]. In the MAB equivalent of the aforementioned problem, in each round the learner selects a modulation scheme, transmits a packet with the rate imposed by the selected modulation scheme, receives as feedback ACK/NAK for the transmitted packet, and collects the expected reward as the rate multiplied by the transmission success probability. It is shown in [6] that this formulation is asymptotically equivalent to maximizing the number of packets successfully transmitted over a given time horizon.

Consider a power-aware rate selection problem in an energy harvesting mmWave radio network. Here, arms correspond to different available rates and the context is the harvested energy available for transmission. We consider a simple harvest-then-transmit model, where the transmitter solely relies on the harvesting source, e.g., a solar cell, a wind turbine or an RF energy source. Therefore, the power output from the energy source, which is denoted by \( p(t) \) at time \( t \), is directly used by the load [45]. The instantaneous harvested energy depends on the environmental conditions and varies with time. In practice, transmit power is assigned from a discrete set [46], and hence, the best power management strategy is to match the transmit power to the available harvested energy. Since the optimal rate may be different for each transmit power, traditional dynamic rate selection [6] results in a non-optimal solution. The expected reward is a unimodal function of the arms as discussed in [6] as well as of the contexts, since for a given rate the higher value of transmit power (SNR) provides a higher transmission success probability.

At each time \( t \), a transmit power \( p(t) \in \{p_1, \ldots, p_L\} \) is presented to the user, and the user chooses a rate from the set \( \mathcal{A} := \{a_1, \ldots, a_A\} \), where \( L \) and \( A \) are the number of available transmit powers and rates, respectively. The context and arm sets are ordered, i.e., \( p_1 < p_2 < \ldots < p_L \) and \( a_1 < a_2 < \ldots < a_A \). Let \( X_{p,a}(t) \) be a Bernoulli random variable, which represents the success \( (X_{p,a}(t) = 1) \) or failure \( (X_{p,a}(t) = 0) \) of the packet transmission for a given power-rate pair \((p, a)\). The (random) reward for power-rate pair \((p, a)\) is given as

\[
\tau_{p,a}(t) = \begin{cases} 
\frac{a}{a_A}, & X_{p,a}(t) = 1 \\
0, & \text{otherwise.}
\end{cases}
\]

Division with the maximum rate ensures that the rewards lie in the unit interval. The expected reward is given as

\[
\mu(p, a) = \mathbb{E}[\tau_{p,a}] = \left( \frac{a}{a_A} \right) F_{p,a}
\]

where \( F_{p,a} := \mathbb{P}(X_{p,a} = 1) \) is the transmission success probability for power-rate pair \((p, a)\).

B. Dynamic Power Allocation for Heterogeneous Applications [47]–[49]

Radio networks usually serve heterogeneous users/applications with different QoS requirements [50]. In this section, we consider a setting where the context represents the rate constraint for the current application and the goal is to select the transmission power that maximizes
the performance-to-power ratio. At each time $t$, the transmitter observes the target rate $a \in \{a_1, \ldots, a_A\}$, and chooses a power level from the discrete ordered set $P := \{p_1, \ldots, p_L\}$, where $A$ and $L$ are the number of available rates and power levels, respectively. The normalized (random) reward of rate-power pair $(a, p)$ is given as

$$r_{a,p}(t) = \begin{cases} p_1/p & \text{if } X_{a,p}(t) = 1 \\ 0 & \text{otherwise} \end{cases}$$

and the expected reward of rate-power pair $(a, p)$ is given as

$$\mu(a, p) = \mathbb{E}[r_{a,p}] = \left( \frac{p_1}{p} \right) F_{p,a}.$$  

Here, $\mu(a, p)$ represents the packet success probability to power ratio.

Note that for a fixed transmit power $p$, transmission success probability monotonically decreases with the rate, i.e., $F_{p,a_1} > F_{p,a_2} > \cdots > F_{p,a_A}$. This implies that given a fixed transmit power $p$, the expected reward is monotone (hence unimodal) in the contexts, i.e., $(p_1/p)F_{p,a_1} > (p_1/p)F_{p,a_2} > \cdots > (p_1/p)F_{p,a_A}$. In addition, for a given context (rate $a$), the transmission success probability increases as a function of the transmit power (SNR) [51], i.e., $F_{p_1,a} < \cdots < F_{p_{L-1},a}$. Hence, when multiplied with $(p_1/p)$ the expected reward is a unimodal function of the transmit power in general (a case in which this holds is given in our numerical experiments), i.e., $(p_1/p_1)F_{p_1,a} < \cdots < (p_1/p_L)F_{p_L,a}.$

The learning problem of a user can be stated as follows. At each time $t$, based on the round robin schedule, a channel $c$ from a finite set $C := \{c_1, \ldots, c_N\}$ is provided to the user, and the user chooses a rate from the finite set $A := \{a_1, \ldots, a_A\}$ for that channel, where $A$ is the number of available rates. Let $X_{c,a}(t)$ be a Bernoulli random variable, which represents the success or failure of the transmission for a given channel-rate pair $(c, a)$. The (random) reward of a user for channel-rate pair $(c, a)$ is given as

$$r_{c,a}(t) = \begin{cases} a/a_A & \text{if } X_{c,a}(t) = 1 \\ 0 & \text{otherwise} \end{cases}$$

and the expected reward of channel-rate pair $(c, a)$ is given as

$$\mu(c, a) = \mathbb{E}[r_{c,a}] = \left( \frac{a}{a_A} \right) F_{c,a}.$$  

V. THE LEARNING ALGORITHM

We propose Contextual Unimodal Learning (CUL), an algorithm based on a variant of KL-UCB that takes into account joint unimodality of $\mu(x, a)$ [6], [11], [12] to minimize the expected regret (pseudocode is given in Algorithm 1). CUL exploits unimodality of $\mu(x, a)$ in arms in a way similar to KL-UCB-U in [6]. Its main novelty comes from exploiting the contextual information as well as the unimodality in contexts, which is substantially different from exploiting the unimodality in arms, since the learner does not have any control over how the contexts arrive.

---

2A similar discussion for the unimodality of throughput in the transmission rate is given in [6]. In that case, the success probability decreases with $r$ and the throughput, defined as $rX_r$, which is the product of an increasing and a decreasing function in $r$, becomes unimodal.

3This can be achieved by using simple algorithms as in [54].
For each context-arm pair \((x, a)\), CUL keeps the sample mean estimate of the rewards obtained from rounds in which context was \(x\) and arm \(a\) was selected prior to the current round, denoted by \(\hat{\mu}_{x,a}\), and the number of times arm \(a\) was selected when the context was \(x\) prior to the current round, denoted by \(N_{x,a}\). Values of these parameters at the beginning of round \(t\) are denoted by \(\hat{\mu}_{x,a}(t)\) and \(N_{x,a}(t)\), respectively.

The leader for context \(x \in X\) in round \(t\) is defined as the arm with the highest sample mean reward, i.e.,

\[ L_x(t) = \arg \max_{a \in A} \hat{\mu}_{x,a}(t) \text{ (ties are broken arbitrarily).} \]

Letting \(1(\cdot)\) denote the indicator function, we define

\[ b_{x,a}(t) = \sum_{t' = 1}^{t-1} 1(x(t') = x, a = L_x(t')) \]

as the number of times arm \(a\) was a leader when the context was \(x\) up to (before) round \(t\). After observing \(x(t)\) in round \(t\), CUL identifies the leader \(L_x(t)\) and calculates \(b_{x,a}(t), L_x(t)\) as

\[ \frac{b_{x,a}(t), L_x(t) - 1}{3} \in \mathbb{N} \]

CUL selects the leader (exploitation). Similar to KL-UCB-U [6], this ensures that the number of times an arm has been the leader bounds the number of times that arm has been selected. Otherwise, CUL judiciously tries to balance exploration and exploitation by using joint unimodality. Essentially, it restricts the exploration only to the current leader and arms which lie in the neighborhood of the current leader in round \(t\), given by \(T = \{L_x(t)\} \cup N(L_x(t))\). This restricted exploration strategy works due to the fact that there are no local optima due to unimodality, and hence, CUL always finds the direction towards the global optimum.

In order to select an arm from \(T\), the Bernoulli KL-UCB index for all \(x, a\) such that \(a \in T\) is calculated as

\[ u_{x,a}(t) = \max \left\{ f \in [0, K_a] : N_{x,a}(t) d \left( \frac{\hat{\mu}_{x,a}(t)}{K_a}, \frac{f}{K_a} \right) \leq \log(t) + 3 \log(\log(t)) \right\} \tag{8} \]

where \(K_a \in [0, 1]\) is the normalization constant set to \(a/a_A\) for rate selection and \(p_1/p\) for power allocation settings given in Section IV. Here, \(d(p, q)\) represents the Kullback-Leibler divergence between two Bernoulli distributions with parameters \(p\) and \(q\), and is given as

\[ d(p, q) = p \log \frac{p}{q} + (1 - p) \log \frac{1 - p}{1 - q} \tag{9} \]

with \(0 \log 0/0 = 0\) and \(x \log x/0 = +\infty\) for \(x > 0\). Likewise, the Bernoulli KL-LCB (lower confidence bound) index is calculated as

\[ l_{x,a}(t) = \min \left\{ f \in [0, K_a] : N_{x,a}(t) d \left( \frac{\hat{\mu}_{x,a}(t)}{K_a}, \frac{f}{K_a} \right) \leq \log(t) + 3 \log(\log(t)) \right\} \tag{10} \]

For a context \(x\) for which \(N_x(t)\) is small, \(u_{x,a}(t)\) can be much higher than \(\mu(x, a)\). In order to utilize joint unimodality to learn faster, the learner should refine its UCB for \((x(t), a)\) using rewards collected from arm \(a\) in other contexts. For instance, if the learner knows with a high probability that \(\mu(x', a) > \mu(x(t), a)\) for all \(x'\) in some subset \(U_{x(t),a}(t)\) of \(X\), then it can simply set its refined UCB as

\[ \Phi_{x(t),a}(t) = \min_{x' \in U_{x(t),a}(t) \cup x(t)} u_{x',a}(t). \]

After this, it will select the arm in \(T\) with the highest refined UCB, i.e., \(a(t) = \arg \max_{a \in T} \Phi_{x(t),a}(t)\).

Next, we explain how such a subset \(U_{x,a}(t)\) is constructed by CUL. As a first step, the learner needs to infer the direction of increase of the expected reward of arm \(a\) as a function of the context. For this, the increasing trend in contexts indicator \(I_{x,a}^+(t)\) of context-arm pair \((x, a)\) in round \(t\) is defined as

\[ I_{x,a}^+(t) = 1 \left\{ \left\{ x, a \right\} > u_{x,-a}(t) \right\}. \]

\(I_{x,a}^+(t)\) is 1 implies that \((x, a)\) has a lower expected reward than \((x, a)\) with a high probability, which implies due to unimodality that \((x', a)\) has a lower expected reward than \((x, a)\) for all \(x' \in [x^-]\) with a high probability. For each \(a \in A\), let \(j_a^-(0) = 1\) and \(j_a^+(t) = \max\{j : I_{x,a}^+(t) = 1\}\). If \(j_a^+(t)\) is empty, then \(j_a^-(t) = j_a^+(0)\).

Similarly, the decreasing trend in contexts indicator \(I_{x,a}^-(t)\) of context-arm pair \((x, a)\) in round \(t\) is defined as

\[ I_{x,a}^-(t) = 1 \left\{ \left\{ x, a \right\} > u_{x,-a}(t) \right\}. \]

\(I_{x,a}^-(t)\) is 1 implies that \((x, a)\) has a lower expected reward than \((x, a)\) with a high probability, which again implies due to unimodality that \((x', a)\) has a lower expected reward than \((x, a)\) for all \(x' \in [x^+]\) with a high probability. For each \(a \in A\), let \(j_a^-(0) = X\) and \(j_a^-(t) = \min\{j : I_{x,a}^-(t) = 1\}\). If \(j_a^-(t)\) is empty, then \(j_a^-(t) = j_a^-(0)\).

Based on the definitions above, the following occurs with a high probability in round \(t\):

- If \(j(t) < j_a^+(t)\), then \(\mu(x(t), a) < \mu(x_j, a), \forall j \in \{j(t) + 1, \ldots, j_a^+(t)\}\).
- If \(j(t) > j_a^-(t)\), then \(\mu(x(t), a) < \mu(x_j, a), \forall j \in \{j_a^-(t), \ldots, j(t) - 1\}\).

Based on this, when \(j_a^+(t) \leq j_a^-(t)\) or \(j_a^+(t) > j_a^-(t)\) and \(j(t) \notin (j_a^-(t), j_a^+(t))\) happen, we let

\[ U_{x(t),a}(t) = \begin{cases} x(t+1), \ldots, x_j(t) & \text{if } j(t) < j_a^+(t) \\ x_{j_0}(t), \ldots, x_{j(t)-1} & \text{if } j(t) > j_a^-(t) \\ \emptyset & \text{otherwise.} \end{cases} \tag{11} \]

Since, KL-UCB index is an upper bound on true mean and KL-LCB index is a lower bound on true mean with high probability, the event \(\{j_a^+(t) \leq j_a^-(t)\}\) happens with high probability, which in turn ensures the fact that \(\mu(x', a) > \mu(x(t), a), \forall x' \in U_{x(t),a}(t)\) due to the unimodality assumption. On the other hand, if KL-UCB of at least one context in \(X\) underestimates its expected value or its KL-LCB overestimates the expected value for arm \(a\), the event \(\{j_a^+(t) > j_a^-(t)\}\) happens with high probability in round \(t\).
j_x(\tau_x(t)) \} may happen. In this case, if \( j_x^+(t) > j(t) > j_x^-(t) \), then \( U_{a}(t),a(t) \) will be the union of \( \{x_j(t+1), \ldots, x_j(t)\} \) and \( \{x_j(t), \ldots, x_j(t-1)\} \), which in turn allows \( \mu(x',a) < \mu(x,a) \) for a context \( x' \in U_{a}(t),a(t) \). The bound on probability of the event \( \mu(x',a) < \mu(x,a) \) for some context \( x' \in U_{a}(t),a(t) \) is given in Lemma 2, and is used in (15).

Intuitively, given a particular arm, when the neighbors of the current context are sufficiently learned, and the expected reward at a neighbor is greater than the expected reward at the current context, then the UCB of the neighbor will be higher than the true mean reward at the current context, and thus, it can be used as a UCB for the current context. Note that exploiting the unimodality over contexts depends on how the contexts arrive. We illustrate how context arrivals affect the regret of CUL in Section VII-G.

VI. REGRET ANALYSIS OF CUL

In this section, we bound the expected regret of CUL.

A. Preliminaries

The expected regret can be rewritten as

\[
\mathbb{E}[R(T)] = \sum_{x=1}^{x_N} \sum_{a \neq a_x^*} \Delta(x,a) \mathbb{E}[N_{x,a}(T + 1)]. \tag{12}
\]

Let \( \tau_x(t) \) denote the round in which context \( x \) arrives for the \( t \)th time. Let \( \check{N}_{x,a}(t) := N_{x,a}(t_x(t)), \hat{\mu}_x,a(t) := \mu_{x,a}(t_x(t)), \hat{\mu}_x,a(t) := a(t_x(t)), \hat{\mu}_x,a(t) := b(t_x(t)), \hat{L}(t) := L(t_x(t)), \hat{u}_x,a(t) := \hat{u}_x,a(t_x(t)), \hat{w}_x,a(t) := \hat{w}_x,a(t_x(t)), \hat{u}_x,a(t) := \hat{u}_x,a(t_x(t)), \hat{\mu}_x,a(t) := \hat{\mu}_x,a(t_x(t)). \)

Let \( \tilde{\gamma}_x,a(t) := \text{argmin}_{x' \in U_{x}(t),a(t)} \{u_{x',a}(t) \} \) denote the target context for a context-arm pair \( (x,a) \) in round \( \tau_x(t) \) (if it exists). Next, we introduce two variables: \( \tilde{N}_{x,a}(t) \) and \( \tilde{\mu}_{x,a}(t) \). The first one is the number of times arm \( a_x^* \) has been selected when the context was \( x \) up to round \( \tau_x(t) \), and the second one is the sample mean reward of context-arm pair \( (x',a') \) at the beginning of round \( \tau_x(t) \). Similarly, \( \tilde{u}_{x,a}(t) \) and \( \tilde{L}_{x,a}(t) \) are the KL-UCB index and KL-LCB index of context-arm pair \( (x',a') \) at the beginning of round \( \tau_x(t) \), respectively. For ease of notation, we denote these parameters for target context \( \hat{y}_{x,a}(t) \) of context-arm pair \( (x,a) \) as \( \check{N}_{y_{x,a}(t),a(t)} := \check{N}_{y_{x,a}(t),a(t)}(t), \hat{\mu}_{y_{x,a}(t),a(t)} := \hat{\mu}_{y_{x,a}(t),a(t)}, \hat{u}_{y_{x,a}(t),a(t)} := \hat{u}_{y_{x,a}(t),a(t)}, \hat{w}_{y_{x,a}(t),a(t)} := \hat{w}_{y_{x,a}(t),a(t)}, \hat{\mu}_{y_{x,a}(t),a(t)} := \hat{\mu}_{y_{x,a}(t),a(t)} \).

Similarly, let \( \tau_{x,a}(s) \) denote the round in which context \( x \) and arm \( a \) is selected for the \( s \)th time. Let \( \check{y}_{x,a}(t) \) denote the target context in round \( \tau_{x,a}(s) \), \( \check{N}_{x,a}(s) \) denote the number of times arm \( a_x^* \) has been selected when the context was \( x \) up to round \( \tau_{x,a}(s) \), and \( \check{\mu}_{x,a}(s) \) denote the sample mean reward of context-arm pair \( (x',a') \) at the beginning of round \( \tau_{x,a}(s) \). When \( (x',a') = (x,a) \), we simply write \( \check{N}_{x,a} := \check{N}_{x,a}(s), \) and \( \check{\mu}_{x,a} := \check{\mu}_{x,a}(s) \). Thus, we have \( \check{N}_{x,a} = (s - 1) \) and \( \check{\mu}_{x,a} = (1/(s - 1)) \sum_{k=1}^{s-1} \check{y}_{x,a}^k \), where \( \check{y}_{x,a}^k \) is the reward of arm \( a \) when it is selected for \( k \)th time when the context is \( x \), with convention \( \check{\mu}_{x,a} = 0 \) for \( s = 1 \). When \( s = \check{N}_{x,a}(t) + 1 \), we have \( \check{\mu}_{x,a}(t) = \check{\mu}_{x,a}(s) \). For ease of notation, we represent the target context \( (\check{y}_{x,a}(s)) \) dependent quantities \( \check{N}_{y_{x,a}(t),a}(s) \) as \( \check{M}_{x,a}(s) \) and \( \check{\mu}_{y_{x,a}(t),a}(s) \) as \( \check{\mu}_{x,a}(s) \). If the refined neighborhood is an empty set, there is no target context, and quantities related to it are zero, i.e., \( \check{M}_{x,a}(s) = 0 \) and \( \check{\mu}_{x,a}(s) = 0 \).

It is important to note that if there exists an arm \( a' \in N(a_x^*) \) for context \( x \) such that \( K_{a'} < \mu(x,a_x^*) \), then \( \mu(x,a_x^*) \leq \check{\mu}_{x,a}(t) \), \( a' \) can never be selected. Since by definition in (8) we have \( \check{\mu}_{x,a}(t) \leq \check{\mu}_{x,a}(t), \) and hence, \( \check{\mu}_{x,a}(t) < \mu(x,a_x^*) \), \( \forall t \), i.e., the refined index of arm \( a' \) is always less than refined index of \( a_x^* \). For such an arm \( a' \), if it exists, we define \( N'(x,a_x^*) := N(a_x^*), a' \) otherwise \( N'(x,a_x^*) := N(a_x^*). \)

For \( \frac{\tau_x}{K_a}, \frac{\tau_x}{K_a}, \in [0,1], \) let \( d_x(t; y) := d(x(a_x^*), y)x, d_x(t; y) := d_x(t; y) \mathbb{1} \{x < y\}, \) and \( f(t) := \log(t) + 3\log(\log(t)) \). For context \( x \) and \( a \in N'(x,a_x^*) \), let

\[
K_{x,a} := \left\lfloor \frac{1 + \epsilon}{d_x(\mu(x,a_x^*), f(t))} \right\rfloor
\]

for some \( \epsilon > 0 \).

B. Main Result

\textbf{Theorem 1:} For all \( \epsilon > 0 \), there exist constants \( C_2(\epsilon) > 0 \) and \( \beta(\epsilon) > 0 \) such that the expected regret of CUL satisfies:

\[
\mathbb{E}[R(T)] \leq \sum_{x=1}^{x_N} \sum_{a \in N'(x,a_x^*)} \Delta(x,a) \times \left( (1 + \epsilon) \frac{\gamma_{x,a}(T)}{d_x(\mu(x,a_x^*), f(t))} + \gamma_{x,a} \frac{C_2(\epsilon)}{\beta(\epsilon)} \right) + O(\log(T))
\]

where \( \gamma_{x,a} := \sum_{s=1}^{K_{x,a} + 1} \frac{p(\check{\mu}_{x,a}(s), a^*(\check{\gamma}_{x,a}(s), f(t)))}{K_{x,a} + 1} \in [0,1] \).

The term \( \gamma_{x,a} \) depends on how well the target context is learned for a context-arm pair \( (x,a) \). When there are no arrivals to the target context, \( \gamma_{x,a} = 1 \). If the number of samples from the target contexts of context-arm pair \( (x,a) \) is small, then the value of \( \gamma_{x,a} \) is close to 1, and decreases as the target context becomes more and more confident about arm \( a \). If we extend the analysis in [6] to the contextual case without contextual unimodality, the upper bound contains \( \sum_{x=1}^{x_N} \sum_{a \in N'(x,a_x^*)} \log(T) \). The term \( \gamma_{x,a} \in [0,1] \) ensures the fact that \( \sum_{x=1}^{x_N} \sum_{a \in N'(x,a_x^*)} \gamma_{x,a} \log(T) \leq \sum_{x=1}^{x_N} \sum_{a \in N'(x,a_x^*)} \log(T) \). Its exact value depends on the context arrivals to the target context and number of selections of arm \( a \) at the target context. In short, as the confidence of the target context about any arm \( a \) increases, the regret of CUL decreases. The effect of context arrivals on \( \gamma_{x,a} \) and the regret is discussed in Section VII via numerical experiments.

C. Proof of Theorem 1

First, we state two lemmas that will be used in the proof. The proofs of these lemmas can be found in the online appendix [56].
Lemma 1: For \( a \in \mathcal{N}(x, a^*_x) \), we have

\[
\mathbb{E} \left[ \sum_{t=1}^{N_x(T+1)} 1 \{ \tilde{L}_x(t) = a^*_x, \tilde{\mu}(x, a^*_x) \leq \tilde{\mu}_x(a^*_x, t), \tilde{\alpha}_x(t) = a \} \right] \\
\leq \sum_{t=1}^{N_x(T+1)} \mathbb{P} \left( (s - 1) d^+_a (\tilde{\mu}^+_x, a, \mu(x, a^*_x)) < f(T), \\
\tilde{M}^s_x, a^*_x (\tilde{\eta}^s_x, a, \mu(x, a^*_x)) < f(T) \right).
\]

Lemma 2: For all \((x, a)\) and \(\delta = \log(\gamma_x(t)) + 3 \log(\log(\gamma_x(t)))\), we have

\[
\mathbb{P}(\mu(x, a) > \tilde{\mu}_x(a^*_x(t))) \leq 2(X + 1) e[\delta \log(\gamma_x(t))] \exp(-\delta).
\]

Next, we proceed with the proof. For \(x\) such that \(N_x(T + 1) > 0\) and \(a \neq a^*_x\), the expectation in (12) is decomposed into two terms as in [12, Th. 4.2(a)]:

\[
\mathbb{E}[N_x, a(T + 1)] = \mathbb{E} \left[ \sum_{t=1}^{N_x(T+1)} 1 \{ \tilde{a}_x(t) = a \} \right] \\
= \mathbb{E} \left[ \sum_{t=1}^{N_x(T+1)} 1 \{ \tilde{L}_x(t) \neq a^*_x, \tilde{a}_x(t) = a \} + 1 \{ \tilde{L}_x(t) = a^*_x, \tilde{a}_x(t) = a \} \right].
\]

We say that an arm \(a\) is a suboptimal arm for a given context \(x\) if \(\Delta(x, a) > 0\). The first term inside the expectation corresponds to the number of times \(a^*_x\) is not the leader and the suboptimal arm \(a\) is selected, whereas the second term indicates the number of times \(a^*_x\) is the leader and the suboptimal arm \(a\) is selected. Since only the leader and its neighbors are explored, when the leader is \(a^*_x\) we only select from arms that lie in \(\mathcal{N}(a^*_x) \cup a^*_x\). Therefore, the expected regret for \(a \neq a^*_x\) can be rewritten as

\[
\mathbb{E}[R(T)] = \sum_{x=1}^X \sum_{a \neq a^*_x} \Delta(x, a) \mathbb{E} \left[ \sum_{t=1}^{N_x(T+1)} 1 \{ \tilde{L}_x(t) = a^*_x, \tilde{a}_x(t) = a \} \right] \\
+ \sum_{a \in \mathcal{N}(a^*_x)} \Delta(x, a) \mathbb{E} \left[ \sum_{t=1}^{N_x(T+1)} 1 \{ \tilde{L}_x(t) = a^*_x, \tilde{a}_x(t) = a \} \right].
\]

For the first term, we have

\[
\sum_{x=1}^X \sum_{a \neq a^*_x} \Delta(x, a) \mathbb{E} \left[ \sum_{t=1}^{N_x(T+1)} 1 \{ \tilde{L}_x(t) = a^*_x, \tilde{a}_x(t) = a \} \right] \\
= \sum_{x=1}^X \sum_{a \neq a^*_x} \mathbb{E} \left[ \sum_{t=1}^{N_x(T+1)} 1 \{ \tilde{L}_x(t) = a^*_x, \tilde{a}_x(t) = a \} \right] \\
\leq \sum_{x=1}^X \sum_{a \neq a^*_x} \mathbb{E} \left[ \sum_{t=1}^{N_x(T+1)} 1 \{ \tilde{L}_x(t) = a^*_x, \tilde{a}_x(t) = a \} \right] \\
\leq \sum_{x=1}^X \sum_{a \neq a^*_x} \mathbb{E}[b_x, a(T + 1)].
\]

Similar to [12, Th. C.1], a suboptimal arm \(a\) can be the leader for a given context \(x\) only for a small number of times (in expectation). Thus, we have \(\mathbb{E}[b_x, a(T + 1)] = O(\log(\log(T)))\).

For \(a \in \mathcal{N}(a^*_x)\), we decompose the expectation in the second term in (13) as

\[
\mathbb{E} \left[ \sum_{t=1}^{N_x(T+1)} 1 \{ \tilde{L}_x(t) = a^*_x, \tilde{a}_x(t) = a \} \right] \\
\leq \mathbb{E} \left[ \sum_{t=1}^{N_x(T+1)} 1 \{ \mu(x, a^*_x) > \tilde{\mu}_x, a^*_x(t) \} \right] \\
+ \mathbb{E} \left[ \sum_{t=1}^{N_x(T+1)} 1 \{ \tilde{L}_x(t) = a^*_x, \mu(x, a^*_x) \leq \tilde{\mu}_x, a^*_x(t), \tilde{a}_x(t) = a \} \right].
\]

The first term on the right hand side (r.h.s.) of the inequality corresponds to the event that the refined index of the optimal arm \(a^*_x\) underestimates its expected value, and the second term is the event that the refined index of the optimal arm \(a^*_x\) is an upper bound on its expected value and the suboptimal arm \(a\) is selected. We bound the first term in (14) by using the concentration inequality in Lemma 2 as

\[
\mathbb{E} \left[ \sum_{t=1}^{N_x(T+1)} 1 \{ \mu(x, a^*_x) > \tilde{\mu}_x, a^*_x(t) \} \right] \\
= \sum_{t=1}^{N_x(T+1)} \mathbb{P}(\mu(x, a^*_x) > \tilde{\mu}_x, a^*_x(t)) \\
\leq \sum_{t=1}^{T} (2(X + 1) e[\log(t)(\log(t) + 3 \log(\log(t)))]) \\
\times \exp(-\log(t) - 3 \log(\log(t))) \\
\leq \sum_{t=1}^{T} 2(X + 1) e[\log(t)^2 + 3 \log(\log(t)) \log(t)] \\
\leq C_1 \log(\log(T))
\]

for a positive constant \(C_1\) such that \(C_1 \leq 14X + 14\).

Next, we bound the second term in (14) by using Lemma 1 and the facts that when \(\mu(x, a^*_x) \leq \tilde{\mu}_x, a^*_x(t)\) and \(\tilde{L}_x(t) = a^*_x\), the only suboptimal arms that can be selected are in \(\mathcal{N}^*(x, a^*_x)\), and for any two events \(A\) and \(B\), \(\mathbb{P}(A, B) \leq \mathbb{P}(A)\). Thus, we have for \(a \in \mathcal{N}^*(x, a^*_x)\):

\[
\mathbb{E} \left[ \sum_{t=1}^{N_x(T+1)} 1 \{ \tilde{L}_x(t) = a^*_x, \mu(x, a^*_x) \leq \tilde{\mu}_x, a^*_x(t), \tilde{a}_x(t) = a \} \right] \\
\leq \mathbb{E} \left[ \sum_{t=1}^{T} 1 ((s - 1) d^+_a (\tilde{\mu}^+_x, a, \mu(x, a^*_x)) < f(T), \\
\tilde{M}^s_x, a^*_x (\tilde{\eta}^s_x, a, \mu(x, a^*_x)) < f(T) \right] \\
\leq K_{x, a}^{T+1} \mathbb{P}(s - 1) d^+_a (\tilde{\mu}^s_x, a, \mu(x, a^*_x)) < f(T),
\]
Using above bounds, we obtain that the time averaged regret, given as

\[ \bar{R}_{\text{ave}} = \frac{1}{T} \sum_{t=1}^{T} R_t \]

CUL achieves improved regret bounds compared with the state-of-the-art under a wide range of context arrivals. We note that the time averaged regret, given as \( E[R(T)]/T \) gives the rate of convergence of the cumulative reward of the algorithm to that of the optimal oracle strategy. The regret bound given in Theorem 1 not only proves that \( \lim_{T \to \infty} E[R(T)]/T = 0 \) but also implies that the cumulative performance of CUL is closer to that of the optimal oracle strategy compared to the state-of-the-art under a wide range of context arrivals. We further highlighted this in Table I, which compares CUL with other-state-of-the-art learning algorithms. We also note that our regret bound given in Theorem 1 holds for any sequence of context arrivals and does not require contexts generated by the environment to have a stochastic pattern. This allows CUL to work efficiently in many different environments ranging from contexts arriving uniformly at random to periodically over time as shown in Section VII.

\[ \text{VII. Experiments} \]

In order to evaluate the performance of CUL, we perform multiple experiments for the applications given in Section IV, and compare the performance with the following algorithms.

**KL-UCB-U** [6]: The unimodal MAB algorithm that uses KL-UCB indices to exploit unimodality in arms only. This algorithm neglects the contexts.

**Sliding Window Graphical Optimal Rate Sampling (SW-G-ORS)** [20]: A unimodal MAB algorithm designed to work in non-stationary environments by using a sliding window of length \( \tau \). This algorithm also neglects the contexts.

**Contextual UCB**: Runs a different instance of UCB1 [10] for each context.

Since the actions in the considered applications are ordered, the unimodal graph given as input to KL-UCB-U and SW-G-ORS is a straight line. For SW-G-ORS, the length of sliding window is chosen as \( \tau = T/50 \).

**A. 5G Channel Model and Traces**

For experiments, we create traces via performing simulations using communication and 5G toolbox in MATLAB. For multiple transmit power and rate pairs, we send packets through a TDL channel with Rayleigh fading to estimate packet success probabilities. We note that for the Rayleigh fading channel, probability density function of the instantaneous received SNR is given as

\[ p_r(\gamma) = \frac{1}{\gamma} \exp \left( -\frac{\gamma}{\gamma} \right) \]

where \( \gamma \) represents the average channel SNR. Then, Bernoulli random numbers are generated by using the obtained probabilities, and random rewards in each experiment are generated by using definitions in (2), (4) and (6). The presented results are averaged over 50 experiment runs.

**B. Performance Metrics**

We define the throughput error at time \( t \) as the difference of the achieved throughput by the algorithm and the oracle’s throughput (optimal throughput) at that time, the *throughput error* in an experiment as the average over all \( t \), and the *averaged throughput error* (averaged performance-to-power error in case of dynamic power allocation) as an average over all
repetitions of the experiment. Furthermore, accuracy is defined as the number of times the optimal resource is selected by the algorithm and is calculated in percentage, and the averaged accuracy as the average over all repetitions of the experiment. The comparison of averaged throughput error and averaged accuracy of CUL with state-of-the-art algorithms for applications discussed in Section IV are shown in Tables II, III and IV.

C. Experiment 1: Dynamic Rate Selection for an Energy Harvesting Transmitter (Fig. 2-4, Table II)

We consider the problem in Section IV-A. In this experiment, arms are the transmission rates and contexts are the transmit powers imposed based on the harvested energy. The modulation scheme is selected from a discrete set $A = \{QPSK, 16QAM, 64QAM, 256QAM\}$, which corresponds to rates of $\{2, 4, 6, 8\}$ bits per symbol (bps), respectively. We consider 9 power levels, which correspond to the average SNRs $\bar{\gamma}$ of $\{4.75, 4.80, 4.85, 4.90, 11.45, 11.50, 11.55, 17.25, 17.30, 17.35\}$ dBs, and set $T = 5 \times 10^4$.

Fig. 2 shows the throughput (expected reward) as a function of transmit powers (contexts) and rates (arms). It is easy to see that the throughput is unimodal in rates (transmit powers) given a fixed transmit power (rate), and thus, satisfies joint unimodality. In order to simulate power arrivals, we use the typical harvested solar energy pattern from Fig. 3 in [57]. This figure shows that the harvested solar energy (context) increases from sunrise to noon, and then drops down after noon. Thus, the context arrival itself exhibits a unimodal structure. Based on this, we create a sequence of transmit powers that matches the harvested energy pattern. We assume that in the evening and night, there is some backup energy which slowly diminishes, and that low power levels correspond to this backup energy based transmit powers.

Throughput and resource selection of KL-UCB-U, SW-G-ORS, CUCB and CUL are compared in Fig. 3 and Fig. 4. As the optimal rates for different transmit powers are different, the achieved optimal throughput (oracle’s throughput) varies as transmit power varies along the time $t$. As the transmit power increases, the optimal rate increases and then decreases with decrease in allowable transmit power. Fig. 3 provides the comparison in terms of moving average throughput, where the value at time $t$ represents the average throughput of previous 200 packets and each curve is averaged over 50 repetitions of the experiment. It is evident that initially algorithms tend to explore the available rates, and as more contexts arrive the decisions improve. However, different algorithms have different convergence rates, and the throughput curve of CUL is the closest one to the oracle. Fig. 4 shows a snapshot of the resources selected by the algorithms over time. Clearly, CUL is able to track the oracle much better than the other

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Averaged Throughput Error ($\times 10^{-3}$)</th>
<th>Averaged Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>KL-UCB-U</td>
<td>122.3</td>
<td>47.5</td>
</tr>
<tr>
<td>SW-G-ORS</td>
<td>16.9</td>
<td>82.4</td>
</tr>
<tr>
<td>CUCB</td>
<td>7.7</td>
<td>88.4</td>
</tr>
<tr>
<td>CUL</td>
<td>2.3</td>
<td>95.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Averaged Performance-to-power Error ($\times 10^{-3}$)</th>
<th>Averaged Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>KL-UCB-U</td>
<td>91.0</td>
<td>38.8</td>
</tr>
<tr>
<td>SW-G-ORS</td>
<td>71.4</td>
<td>34.5</td>
</tr>
<tr>
<td>CUCB</td>
<td>29.0</td>
<td>60.2</td>
</tr>
<tr>
<td>CUL</td>
<td>6.4</td>
<td>86.9</td>
</tr>
</tbody>
</table>

Fig. 2. Throughput vs. power-rate pairs in the dynamic rate selection experiment.

Fig. 3. Throughput in the dynamic rate selection experiment. The value at $t$ is the average of previous 200 packets and each curve is averaged over 50 repetitions of the experiment.
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algorithms. A comparison in terms of averaged throughput error and averaged accuracy is shown in Table II.

KL-UCB-U tries to find a global optimal rate for all transmit powers, and hence, achieves worse performance. Although the energy arrival pattern looks favorable for SW-G-ORS, it also achieves worse performance possibly due to reinitialization of the parameters in each sliding window, which may not perfectly match with the energy arrivals. On the other hand, CUCB finds the optimal rate for each transmit power but does not exploit the unimodality, and hence, learns slowly. Finally, CUL achieves considerably better performance than all of the other algorithms since it utilizes both the contextual information and joint unimodality to learn fast.

D. Experiment 2: Dynamic Power Allocation for Heterogeneous Applications (Fig. 5-7, Table III)

We consider the problem in Section IV-B. In this experiment, in each round the learner selects a transmit power level (arm) in order to serve an application with a rate constraint (context). The modulation scheme is selected from a discrete set $X := \{\text{QPSK, 16QAM, 64QAM, 256QAM}\}$, which corresponds to rates of $\{2, 4, 6, 8\}$ bps, respectively. The context is selected uniformly at random from $X$, and duration in terms of time slots for which the application remains active is drawn from the uniform distribution in $[0, T/50]$, for $T = 2 \times 10^4$. We consider 6 power levels, which correspond to the average SNRs $\bar{\gamma}$ of $\{2.5, 3.5, 4.0, 4.5, 5.5, 11.5\}$ dBs.

Fig. 5 shows that the performance-to-power ratio given in (5) is jointly unimodal in rates and transmit powers. Performances of KL-UCB-U, SW-G-ORS, CUCB and CUL are compared in Fig. 6 and 7. In contrast to Experiment 1, the
context arrivals are uniformly distributed, and thus, the optimal performance-to-power ratio is rapidly varying as shown in Fig. 6. The corresponding optimal rate, which maximizes the performance-to-power ratio, also switches frequently as shown in Fig. 7. It is shown that CUL consistently outperforms the other algorithms as the significant enhancement in the performance can already be achieved by using contextual information and transmit power’s unimodality. In addition, average performance-to-power error and average accuracy metrics reported in Table III show the superiority of CUL.

E. Experiment 3: Distributed Resource Allocation in a Multi-User Network (Fig. 8-10, Table IV)

We consider the problem in Section IV-C. There are \( N = 24 \) channels indexed by the set \( C := \{ c_1, \ldots, c_{24} \} \), which are ordered based on their average SNRs given in 4 different sets of 6 channels each. Channels in each set are separated by 0.05 dB and lie in \( \{ 17.25, \ldots, 17.50 \}, \{ 11.25, \ldots, 11.50 \}, \{ 4.65, \ldots, 4.90 \} \) and \( \{ -0.50, \ldots, -0.25 \} \) dBs, respectively. The number of users is \( M = 24 \). The modulation scheme is selected from a discrete set \( A := \{ \text{QPSK}, 16\text{QAM}, 64\text{QAM}, 256\text{QAM} \} \), which corresponds to rates of \( \{ 2, 4, 6, 8 \} \) bps, respectively. Users select these channels in a round-robin fashion in blocks of \( \tau' = T/24 \) rounds, for \( T = 7.2 \times 10^4 \). For instance, user 1 selects channel \( c_1 \) in the first \( \tau' \) rounds, and then moves to channel \( c_2 \) and selects it for the next \( \tau' \) rounds, and so on. Similar to Experiment 1, Fig. 8 provides the throughput (of a particular user) as a function of channels (contexts) and rates (arms). Fig. 9 and Fig. 10 compare KL-UCB-U, SW-G-ORS, CUCB and CUL. The contexts arrive in a sequential manner and the corresponding optimal throughput varies with assigned channels as shown in Fig. 9. Similarly, the corresponding optimal rate for channels varies in a sequential manner as shown in Fig. 10. Average throughput error and average accuracy of the algorithms are compared in Table IV. This shows that CUL consistently outperforms the other algorithms when the context arrivals are periodic due to the round-robin channel selection.

F. Complexity Analysis

This section investigates computation and storage overhead complexities of CUL and compares them with the other algorithms.

- KL-UCB-U calculates and updates the UCB index only for the current leader and its neighbors, so the computational complexity is \( O(1) \). The computational complexity of SW-G-ORS is similar to that of KL-UCB because it essentially calculates and updates the indexes for the current sliding window. In CUCB, an index is calculated for all \( A \) arms given an arriving context, so the computational complexity is \( O(A) \). In CUL, indexes are calculated for the current leader and its neighbors not only for the current context but also for the other contexts to exploit joint unimodality, so the computational complexity is \( O(X) \).
Storage overhead complexity equals to the number of variables that an algorithm needs to store. KL-UCB-U keeps index for each arm and also counters for estimated mean of an arm, number of times an arm is selected and number of times an arm is the leader, so the storage complexity is $\approx 4A$. In addition to variables used in KL-UCB-U, SW-G-ORS keeps the arm selections and instantaneous rewards for all of the instances of sliding window, so the storage complexity is $\approx (4+2\tau)A$. CUCB keeps index for each context-arm pair and also counters for estimated reward of an arm and number of times an arm is selected for each context, so the storage complexity is $\approx 3XA$. CUL keeps indices (UCB and LCB) for each context-arm pair and also counters for estimated reward of an arm, number of times an arm is selected and number of times an arm is the leader for each context, so the storage complexity is $\approx 5XA$.

We note that KL-UCB-U has the lowest computational complexity since it is agnostic to the contexts. However, the performance achieved by this algorithm is very low. On the other hand, SW-G-ORS achieves relatively good performance, but with a higher storage overhead complexity, since it stores arms selections and instantaneous rewards for a sliding window of length $\tau$. Similarly, CUCB achieves better performance, but with a higher computational cost, since it keeps a different set of parameters for each context. CUL, which outperforms the other algorithms in terms of the performance, has the highest computational complexity since it needs to perform a larger number of operations than CUCB to exploit the joint unimodality. Nevertheless, the computational complexity of CUL is linear in the number of arms and contexts, thus it can easily handle a large number of arms and contexts and run on devices with limited memory and processing capability.

\section*{G. Experiment 4: Effect of Context Arrivals (Fig. 11)}

This experiment analyzes the performance of CUL under different sequences of context arrivals for the dynamic rate selection for an energy harvested transmitter application. There are 4 arms and 18 contexts, time horizon is set as $T = 3.6 \times 10^4$, and the expected rewards are shown in Fig. 11(i). We introduce CUL with no Contextual Unimodality (CUL-NCU) to study the effect of context arrivals. CUL-NCU is a variant of CUL that exploits the contextual information and unimodality over arms but not unimodality over the contexts. It runs a separate instance of a unimodal (in arms) MAB algorithm for each context. We included this variant as a competitor algorithm in order to observe the effect of exploiting contextual unimodality on the regret.

Firstly, we analyze the performance for a favorable sequence of contexts arrivals. We assume that contexts with higher expected rewards arrive first, then followed by contexts with lower expected rewards. The gap between the regrets of CUL-NCU and CUL given in Fig. 11(ii) shows that the performance gain is achieved solely by exploiting contextual unimodality. In this case, it is possible to use a much tighter UCB that comes from the target context in the modified neighborhood. If the unimodality over arms and contexts is not exploited, the regret’s upper bound contains a term $\sum_{x=x_1}^{x=N} \sum_{a \neq a_x} \log(T) = 54 \log(T)$. On the other hand for CUL, the regret contains the term $\sum_{x \in X} \sum_{a \in N^a(x, a_x^c)} \gamma_x \gamma_a$, which reduces to 6.91 when calculated for this setting. CUL-NCU beats all other algorithms except CUL as it does not use contextual unimodality. It is shown again that CUL consistently outperforms the other algorithms.

Secondly, we analyze the performance for an unfavorable sequence of contexts arrivals, where the contexts with lower expected rewards arrive first. In this scenario, exploring the modified neighborhood and the target context is difficult. For most of the time, the modified neighborhood is empty, which makes the benefit of using unimodality in contexts insignificant. As seen in Fig. 11(iii), CUL behaves similar to CUL-NCU in this case. However, CUL and CUL-NCU still significantly outperform the other algorithms thanks to exploiting contextual information and arm unimodality.

\section*{VIII. Conclusion}

In this paper, we proposed a new methodology for dynamic resource allocation in rapidly-varying mmWave wireless channels that enables extremely fast learning by exploiting the structure among arms (transmission parameters) and contexts (side-information). In particular, we investigated the case when the expected rewards are jointly unimodal in arms and contexts, and proposed a new learning algorithm called CUL,
which is able to achieve a regret that grows slowly with the number of arms and contexts and logarithmically in time. We tested the effectiveness of the proposed algorithm on three different resource allocation problems related to AI-enabled communication over rapidly-varying wireless channels and proved that our approach results in significant performance gains compared to other state-of-the-art MAB methods. We observed that CUL, which exploits the contextual information as well as the joint unimodality, significantly outperforms its competitors in all of the applications of AI-enabled radio networks studied in Section VII. In particular, we observed that in all of the applications considered in Section VII, the resources selected by CUL matched with that of the Oracle are at least 48.1% (between 48.1% – 68.5%) more than that of KL-UCB-U which only exploits the unimodality in arms, at least 9.8% (between 9.8% – 52.4%) more than that of SW-G-ORS and at least 7.2% (between 7.2% – 26.7%) more than that of CUCB which exploits the contextual information but not the joint unimodality. Similarly, we also observed that CUL achieves an average throughput that is at least 25.7% (between 25.7% – 221.7%) more than that of KL-UCB-U, at least 5.8% (between 5.8% – 28.8%) more than that of SW-G-ORS and at least 4.6% (between 4.6% – 31.9%) more than that of CUCB. The takeaway message from our study is that understanding and utilizing the structure of the wireless environment is essential in designing learning algorithms that learn fast and achieve high throughput under rapidly-varying conditions. Finally, we note that our algorithm and techniques can also be applied to other online learning problems that exhibit payoffs unimodal in the arms and the contexts.
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