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Abstract

Objective. This study aims at investigating the potential mechanism of period doubling (PD) (subharmonic generation) in human steady-state visual evoked potentials (SSVEPs) by using a mathematical model. Approach. Robinson’s Corticothalamic Model, which includes three main neuronal populations (cortical, thalamic reticular, and thalamic relay neurons) was employed. SSVEP experiments were simulated using this model and dependence of PD behavior in relation to the values of model parameters was investigated. The feedback loop in the model that is responsible for the generation of subharmonic components was thus identified, and this loop was isolated from the rest of the model and analyzed with a describing function approach. Main Results. It has been found in general, for a wide range of parameter values, that if the excitation frequency or half of it is close to the native oscillation frequency of the system, the native oscillation ceases to exist and oscillations at either the excitation frequency or half of it are observed. This observation is in line with the experimental findings except for some discrepancies which are also discussed. The intrathalamic feedback loop is identified to be the potential source of subharmonic oscillations. When isolated from the rest of the model and simulated by itself, it has been found that this feedback loop can show a resonance phenomenon at the subharmonic frequency. By deriving a set of equations based on the necessary conditions for a resonance phenomenon, a semi-analytical method was developed by which one can predict the existence of subharmonic generation for a given set of parameters and stimulus frequency. Significance. This study is the first model-based investigation of the mechanism of subharmonic oscillations. The proposed semi-analytical method can replace extensive time and memory consuming parameter sweep studies.

1. Introduction

Steady-State Visual Evoked Potentials (SSVEPs) are oscillatory brain potentials elicited in the electroencephalogram (EEG) in response to periodic light stimulation [1–5]. These responses are characterized as oscillations at the stimulus frequency as well as its harmonics and subharmonics [2, 6, 7]. Particular interest has been shown to understanding some of the nonlinear dynamics of the SSVEP responses, including harmonics generation, alpha entrainment to stimulus frequency and frequency mixing [2, 6, 8–12]. The generation of subharmonics, on the other hand, has not received much attention.

We refer to the generation of the first subharmonic component as Period Doubling (PD) Phenomenon, i.e. given a flickering stimulus with a frequency of \( f \), we observe a strong and distinct component at \( f/2 \) in the EEG spectrum. This phenomenon has been observed in several experimental SSVEP studies for different frequency ranges. Herrmann’s findings indicated that subharmonic generation may occur for stimulation frequencies in 15–30 Hz range [6]. Crevier and Meister reported subharmonic components for stimulus frequencies between 30–70 Hz [13]. Tsoneva et al have observed subharmonic generation in the 40–60 Hz stimulus frequency range [14]. In addition to these studies, in our previous work, our results showed subharmonic generation for the stimulus range of 15–42 Hz [15].

Despite many years of research in this field, mechanisms that explain the nonlinear characteristics
of the SSVEP responses are still unresolved [8]. In more recent years, modelling studies have started to emerge [16–18], that aim to explore and analyze such mechanisms.

Spiegler et al have investigated [18] the photic driving effect (i.e. frequency entrainment) of a periodic light stimulus through a modified Zetterberg-Jansen model [19]. They drove the model with a rhythmic input consisting of a train of pulses where each pulse is similar to that used by Jansen and Rit [19]. They demonstrated many different nonlinear dynamics the model can produce, including chaos. Particularly, they investigated the effect of stimulus amplitude on the entrainment phenomenon and came up with various predictions. In this work, however, authors did not mention any subharmonics generated by the cortical model.

Robinson’s Corticothalamic Model, which has been shown to successfully predict various phenomena in the EEG, has been driven by Roberts and Robinson with periodic input [17, 20–22]. They tested the model against Herrmann’s experimental findings [6] and observed subharmonic components at the model output for stimulus frequencies in the 15–24 Hz interval which coincides with the experimental results. They have stated that alpha oscillations entrain to the stimulation frequency or its first subharmonic if either of these fall in the alpha range. However, they have not discussed how and where in the model such behavior is generated.

Labecki et al have driven the neural mass model of Lopes da Silva et al [23] also with periodic input [16]. They observed subharmonic responses in the model output for stimulus frequencies (for sine wave input) between 17–21.5 Hz. They also showed that for subharmonic oscillations to occur, a feedback loop with at least one nonlinear element is necessary in the mathematical model.

Considering all the previous work, one might argue that subharmonic components in SSVEP responses could be a focus of new experimental and theoretical studies. In this work, we aim to understand using a mathematical model where and how in the visual system such subharmonic components emerge. For this purpose, we employ Robinson’s Corticothalamic Model, analyze its PD behavior in response to a sinusoidal drive under different parameter configurations and also compare its predictions with our experimental findings [15]. We have identified the intrathalamic feedback loop of the model as the possible source of subharmonic components. Additionally, we have investigated, by nonlinear feedback theory, the possible generation mechanism of subharmonic oscillations in this feedback loop.

2. Materials and methods

2.1. Experimental data

The experimental data which is referred to and discussed in this study has been published in [15]. A brief explanation of the experimental procedure is given in appendix A and figure 1 shows the experimentally obtained power spectral density (PSD) versus stimulation frequency plots.

2.2. Computational model

In this work, we use a neural field model that had been proposed by Robinson et al to model cortico-thalamic dynamics [20–22]. This model includes three main neuronal populations, cortical neurons (excitatory (e) and inhibitory (i) interneurons and implicitly pyramidal cells), thalamic reticular (r) neurons and thalamic
relay (s) neurons. In our experiments [15], we have used a full visual field stimulus. This allows us to assume spatially uniform stimulation of the visual cortex, hence allowing us to model the entire visual cortex with a single neuronal population. With such assumption, we also omit the spatial dependence of the model and thus reduce it to a neural mass model.

The explanation and formulation of model differential equations are given in appendix B.

For the sake of easier analysis and modification of the model equations, we also implemented the model in Simulink (The MathWorks, Inc., Natick, MA, USA) environment. For this purpose, differential operators $D_\alpha$, $D_\sigma$, and $D_\gamma$ (see App. B) are converted to transfer functions of the following forms:

$$D_\alpha \rightarrow H_\alpha(s) = \frac{s^2 + \alpha \beta}{s^2 + (\alpha + \beta)s + \alpha \beta}$$

$$D_\sigma \rightarrow H_\sigma(s) = \frac{s^2 + \alpha \beta \sigma}{s^2 + (\alpha \sigma + \beta \sigma)s + \alpha \sigma \beta \sigma}$$

$$D_\gamma \rightarrow H_\gamma(s) = \frac{\gamma^2}{s^2 + 2\gamma s + \gamma^2}$$

(1)

The model can be expressed as a block diagram as in figure 2. Here, when the cortical circuit is examined, one can interpret that pyramidal cell population is in fact explicitly modeled and the interneuron populations are implicitly modeled through synaptic strengths $\nu_i$ and $\nu_e$. That is to say, output of the pyramidal cell population $S(V_i(t))$ is scaled by gains $\nu_i$ and $\nu_e$ and then converted to contributions to mean soma potential of the pyramidal cell population ($V_e$ and $V_c$). Hence, we adopt $V_e$ as the main source of the recorded scalp EEG which is thought to correspond to the mean membrane potential of the pyramidal cell population [24]. Simulink is set to solve the model with a forward Euler integration scheme with $\Delta t = 10^{-4}$ s.

Since lateral geniculate nucleus of the thalamus acts as the relay station for sensory inputs coming to the brain [21] (hence the name relay nucleus in the model), input to the model ($\phi_i$) is given via the relay nucleus. We model the input as background activity and stimulus superimposed:

$$\phi_i(t) = \phi_n^{BG} + \phi_n^{stim}$$

Here, $\phi_n^{BG}$ denotes the background activity. Generally, this activity is modeled as a DC plus a zero-mean Gaussian white noise. However, we believe the stimulus in our experiments would dominate the amount of noise in the background activity, so we only consider $\phi_n^{BG}$ as a constant value. $\phi_n^{stim}$ is simply a cosine at the stimulation frequency with amplitude $\phi_0$. In doing this, we make the assumption of ignoring the potential role of retinal dynamics in the experimentally observed PD phenomenon.

In earlier studies of this model, different values (or ranges) for model parameters were discussed [17, 21, 25, 26]. In this study, these ranges were taken into consideration during parameter assignments. In their 2012 study [17], Roberts and Robinson drove this model with a sinusoidal input and shared a parameter set that would better resemble the features and trends in the experimental data of Herrmann [6]. In this work, we took their parameter set as the starting point in our model analysis (i.e. as the default parameter set). We also undertook rather limited parameter sweep studies in which we considered the parameter ranges mentioned in the literature. We refrained from doing an extensive parameter sweep study, because with such a high order model (17 parameters) doing such a
work requires substantial amount of computational power and time.

2.3. Describing function

A conventional way of analyzing the transfer characteristics of nonlinear components in nonlinear feedback systems is describing function (DF) analysis. The DF in this context, relates the amplitudes and phases of the components in the output of the nonlinearity to those of the components in its input. For polynomial type nonlinearities, describing functions can be analytically found [27, 28] but in our case the nonlinearity is a shifted sigmoid. Also, utilizing describing function analysis requires the linear part of the system to behave as a sharp low pass filter that completely filters out higher order components. However, for many values of the reciprocal time constants \( \beta \) and \( \alpha \) (and others), this may not be the case in the model. Therefore, we have adopted Fourier Transform method to find the DFs. In this method, DFs are numerically computed by finding the Fourier coefficients in its output in relation to the input [28]. Calculating DFs for the nonlinearities allows us to write loop equations and solve these for amplitudes and phases of the oscillations in the system output by utilizing a numerical nonlinear system solver (fsolve in Matlab).

3. Results

3.1. Period doubling behavior in robinson’s corticothalamic model with default parameters

We first reproduced the results of Roberts and Robinson’s study [17]. The default parameters used are given in table 1:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \nu_c )</td>
<td>2.9</td>
</tr>
<tr>
<td>( \nu_c )</td>
<td>-0.57</td>
</tr>
<tr>
<td>( \nu_t )</td>
<td>0.67</td>
</tr>
<tr>
<td>( \nu_n )</td>
<td>2.9</td>
</tr>
<tr>
<td>( \nu_m )</td>
<td>1</td>
</tr>
<tr>
<td>( \nu_e )</td>
<td>1.3</td>
</tr>
<tr>
<td>( \nu_r )</td>
<td>-2.9</td>
</tr>
<tr>
<td>( \nu_s )</td>
<td>0.13</td>
</tr>
</tbody>
</table>

\[ \alpha = 80 \text{sec}^{-1}, \quad \beta = 800 \text{sec}^{-1}, \quad \alpha_r = 10 \text{sec}^{-1}, \quad \beta_x = 60 \text{sec}^{-1}, \quad \gamma = 100 \]

\[ Q_{\text{max}} = 250, \quad \sigma = 3.3, \quad \theta = 15 \]

\[ \phi_n^{BG} = 18, \quad \phi_n^{stim} = 2.8 \]

We then focused on the effects of different parameters of the intrathalamic feedback loop to subharmonic generation. The parameters in this loop are \( \nu_{fr}, \nu_{to}, \alpha, \beta, \alpha_{fr}, \beta_{fr}, Q_{\text{max}}, \sigma, \theta, \phi_n^{BG} \) and \( \phi_n^{stim} \). We neglected \( \nu_m \) as the same effect would be observable when \( \phi_n^{stim} \) and \( \phi_n^{BG} \) are varied instead, so we are left with 11 parameters. We used a coarse grid (4 to 10 values per parameter) for the parameter spaces for the sake of simplicity. While values for a parameter is being swept, other remaining parameters are set to default values (table 1).

In figure 4, effects of four parameters \((\phi_n^{stim}, \alpha, \alpha_{fr}, \phi_n^{BG})\) on subharmonic generation is shown. The effects of the remaining 7 parameters are given in appendix C. From these four parameters, \( \phi_n^{stim} \) had been previously investigated in [17]. Same results are again visible in figure 4. In this case, \( \phi_n^{stim} \) is increased from 1 to 5. When it is set to 1, the subharmonic generation seems to occur at stimulation...
Figure 3. The two-dimensional plot of the model responses to stimulation frequencies from 1 to 50 Hz with parameter values chosen as in Table 1. In this plot, the stimulation frequencies are placed on the horizontal axis and the PSD estimate of the response to each stimulus frequency is grayscale coded on the vertical axis. Notice that unlike the experimental plots (Figure 1), this plot is in logarithmic scale. It can be seen that the alpha band component is being entrained to fundamental components (1:1 line) in frequencies between 6–14 Hz, and then to subharmonic components (1:2 line) in frequencies between 15–25 Hz. At other frequencies (0–5 Hz and 25–50 Hz) the power at alpha frequency (∼11 Hz) can be seen as a horizontal gray line.

Figure 4. Effects of four parameters ($\alpha, \alpha_\text{err}, \phi_\text{stim}^n, \phi_\text{BG}^n$) on subharmonic generation. In these plots, the stimulation frequencies are placed on the horizontal axis and the PSD estimate of the response to each stimulus frequency is grayscale coded on the vertical axis. Topmost row shows model responses for $\phi_\text{stim}^n = 1, 2, 3, 4, 5$, second row for $\alpha = 50, 80, 120, 150, 200$, third row for $\alpha_\text{err} = 5, 10, 15, 20$, and bottommost row for $\phi_\text{BG}^n = 2.8, 10, 18, 25, 32$. While these values are swept for the relevant parameter, the values for other parameters are selected as in Table 1.
frequencies between 20–25 Hz. As the value is increased to 5, the lower limit of this subharmonic generation interval decreases to 10, making the interval wider as 10–25 Hz. It is important to note that $\phi_n^{\text{stim}}$ does not affect the alpha oscillation. Similar observations can be made for the parameter $\alpha$. As $\alpha$ is varied from 50 to 200, the upper limit of the subharmonic frequency interval increases. However, with default values for other parameters alpha oscillation seems to cease as $\alpha$ is increased. With increasing $\alpha_{\text{tot}}$, it can be deduced that the subharmonic region shifts upwards while its width stays unaffected. However, at higher values (e.g. 15 or 20), it seems that many complex non-linear interactions occur, yielding a very crowded and unrealistic spectra. For $\phi_n^{\text{BG}}$, lower values affect the presence of both alpha oscillation and subharmonic components while higher values yield complicated spectra with little effect on the subharmonic interval.

The observations we made from the effects of changing the 11 parameters individually, suggested us that the model is able to show very different subharmonic generation intervals for different parameter sets. We then proceeded to change the values of parameters simultaneously. Taking into consideration the individual effects of the parameters, we concluded not to include the input parameters $\phi_n^{\text{stim}}$ and $\phi_n^{\text{BG}}$ in this analysis because we believe that they do not reflect inherent properties of the visual system. Since we had observed that the effects of $\nu_{\text{sr}}$, $\nu_{\text{ys}}$, and $Q_{\text{max}}$ are weaker compared to the effects of other parameters, we neglected these parameters as well. Thus, we decided to only consider the six parameters ($\alpha$, $\beta$, $\alpha_{\text{tot}}$, $\beta_{\text{sr}}$, $\sigma$, and $\theta$) and keep $\nu_{\text{sr}}$, $\nu_{\text{ys}}$, $Q_{\text{max}}$, $\phi_n^{\text{stim}}$ and $\phi_n^{\text{BG}}$, unchanged from their values in table 1. In short, we searched for different subharmonic generation intervals by changing the values of the parameters $\alpha$, $\beta$, $\alpha_{\text{tot}}$, $\beta_{\text{sr}}$, $\sigma$, and $\theta$ simultaneously.

Three examples of very different subharmonic generation intervals obtained after such analysis are given in figure 5. In the first plot, compared to the case with default parameter values, the subharmonic generation interval broadens to 15–30 Hz. We have also observed an entrainment behavior similar to the case with default parameter values (figure 3) except that the entrainment range seems to be 8–15 Hz and the native oscillation frequency is 13 Hz. In the second and third plots also, different ranges of subharmonic generation are observed with different parameter sets. However, the second and third plots also have some discrepancies conflicting with the entrainment theory as we discuss in the Discussion section.

3.4. Mechanism of PD generation within the intrathalamic loop

To further investigate the mechanism of subharmonic generation in the model, we isolated the intrathalamic
loop from the rest of the circuit (figure 6). The ‘isolated’ intrathalamic loop consists of two nonlinear elements (both of the shifted sigmoidal type), two gain elements and two second order low pass filters. For such feedback systems, it is known that constant amplitude oscillations occur if two conditions are satisfied at the frequency of interest: (i) loop gain should be unity (ii) total phase change across the loop should be 0 radians (or \(2\pi\) radians where \(k = 0, 1, 2, \ldots\)). Given that the system is driven with a signal of the form \(DC + B \cos(\omega t + \phi_f)\), we may assume the following signal at location 1 (see bold numbers on figure 6) in the loop:

\[ 1: DC_1 + B_1 \cos(\omega t + \phi_{B_1}) + A_1 \cos\left(\frac{\omega}{2} t + \phi_{A_1}\right) \]  

(2)

Here, the presence of \(A_1 \cos\left(\frac{\omega}{2} t + \phi_{A_1}\right)\) assumes that a subharmonic oscillation is obtained through the loop. We then need to relate the signal at location 1 to the one at location 2. This is where describing function theory comes in handy, as it helps us to continue forming the loop equations as follows (also here we translate the signal to phasor representation, knowing that each component is at a different frequency). Below, each row of the vector corresponds to components at different frequencies (DC, stimulation frequency and subharmonic frequency from top to bottom):

\[
2: \begin{bmatrix}
DC_1 N_1(0) \\
B_1 e^{i\phi_{B_1}} N_1(\omega) \\
A_1 e^{i\phi_{A_1}} N_1\left(\frac{\omega}{2}\right)
\end{bmatrix}
\]

(3)

Here \(N_1\) stands for the describing function of the first nonlinear block in the loop. We then proceed with writing the signals at each location:

\[
3: \begin{bmatrix}
DC_1 N_1(0) v_1 \\
B_1 e^{i\phi_{B_1}} N_1(\omega) v_1 \\
A_1 e^{i\phi_{A_1}} N_1\left(\frac{\omega}{2}\right) v_1
\end{bmatrix}
\]

(4)

\[
4: \begin{bmatrix}
DC_1 N_1(0) v_2 H_1(0) \\
B_1 e^{i\phi_{B_1}} N_1(\omega) v_2 H_1(\omega) \\
A_1 e^{i\phi_{A_1}} N_1\left(\frac{\omega}{2}\right) v_2 H_1\left(\frac{\omega}{2}\right)
\end{bmatrix}
\]

(5)

\[
5: \begin{bmatrix}
DC_1 N_1(0) v_3 H_2(0) N_2(0) \\
B_1 e^{i\phi_{B_1}} N_1(\omega) v_3 H_2(\omega) N_2(\omega) \\
A_1 e^{i\phi_{A_1}} N_1\left(\frac{\omega}{2}\right) v_3 H_2\left(\frac{\omega}{2}\right) N_2\left(\frac{\omega}{2}\right)
\end{bmatrix}
\]

(6)

\[
6: \begin{bmatrix}
DC_1 N_1(0) v_4 H_3(0) N_2(0) v_5 \\
B_1 e^{i\phi_{B_1}} N_1(\omega) v_4 H_3(\omega) N_2(\omega) v_5 \\
A_1 e^{i\phi_{A_1}} N_1\left(\frac{\omega}{2}\right) v_4 H_3\left(\frac{\omega}{2}\right) N_2\left(\frac{\omega}{2}\right) v_5
\end{bmatrix}
\]

(7)

Then we complete the loop (location 7 \(\rightarrow\) location 1) and obtain 3 equation (2 are complex):

\[
7: \begin{bmatrix}
DC_1 N_1(0) v_6 H_4(0) N_2(0) v_7 H_5(0) \\
B_1 e^{i\phi_{B_1}} N_1(\omega) v_6 H_4(\omega) N_2(\omega) v_7 H_5(\omega) \\
A_1 e^{i\phi_{A_1}} N_1\left(\frac{\omega}{2}\right) v_6 H_4\left(\frac{\omega}{2}\right) N_2\left(\frac{\omega}{2}\right) v_7 H_5\left(\frac{\omega}{2}\right)
\end{bmatrix}
\]

(8)

For given \(DC_1, B_1, \phi_f\) and \(\omega_f\), the above equation (5 real equations when the complex ones are separated as real and imaginary) can be solved for \(DC_1, A_1, B_1, \phi_{A_1}\) and \(\phi_{B_1}\). The phase component \(\phi_f\) can be selected arbitrarily as it only depends on the selection of the time origin. As shown in the second plot of figure 7 for a parameter set of \(DC_1 = 30, B_1 = 2.8, \phi_f = 0\) and \(\omega_f = 18\) Hz, we obtained \(DC_1 = 456.6, A_1 = 360, B_1 = 215.5\). The significantly non-zero value of \(A_1\) demonstrates that for the given input parameter set, a first subharmonic occurs. The first plot in figure 7 shows the results of simulation of the model shown in figure 6 for the same input parameter set. It is observed that using simulation, very close values for \(DC_1, A_1, B_1\) were obtained. This means that, we are able to judge, without simulating the model, if a parameter set will generate subharmonic oscillations or not.

4. Discussion and conclusion

Period doubling in SSVEP experiments have been consistently observed across different studies [2, 6, 13–15]. The occurrence of period doubling has been speculated to be by ‘entrainment’ of intrinsic brain oscillations to half of the external stimulation frequency [14, 16, 17, 29]. Tsoneva et al define the term entrainment as the synchronization of naturally ongoing oscillations to an external force [14]. They have stated that the subharmonic components observed in their experiments, where they have used 40–60 Hz stimulation, are due to beta band (20–30 Hz) synchronization [14]. Similarly, Labecki et al describe entrainment as ‘synchronization of two or more independent oscillators with differing natural frequencies, due to their coupling’ [16]. In their study, they have applied periodic input to the neural mass model of Lopes da Silva et al [23] and have related subharmonic components to the entrainment of the resonant frequency of the model to half of the excitation frequency [16]. Roberts and Robinson
define this term as ‘reduction of ongoing activity in favor of activity phase-locked to the drive, at frequencies harmonically related to the drive frequency’ in their study where they have driven Robinson’s corticothalamic model with periodic input [17]. They have stated that the alpha rhythm (the native oscillation of the model) is entrained to the drive frequency and its subharmonics [17]. However, these studies have not discussed the mechanism of entrainment. The closest mechanistic explanation of entrainment is given in the study of Notbohm et al [29]. They have devised a method to differentiate between whether an SSVEP is a superposition of event related potentials (i.e. superposition of the responses to each of the flashes of a square wave stimulation) or whether it is the entrainment of an intrinsic oscillator to the extrinsic driving stimulation. Comparing the phase synchrony between output and input for the cases of periodic stimulation and jittered periodic stimulation they have shown that SSVEPs are entrained-intrinsic oscillations if the driving source is strong and close in frequency. They have also shown that for relatively weak and relatively off-intrinsic-frequency excitation, the internal oscillator may slip at times and entrainment is not fully onset.

In this study, we have investigated the possible generation mechanism of the subharmonic oscillations using a corticothalamic model by Robinson [17, 20–22]. By scrutinizing the model, we have shown that the observed PD behavior has its origins at the intrathalamic feedback loop. Furthermore, we have determined, by nonlinear feedback theory, the conditions necessary for the occurrence of subharmonic oscillations, and thus have shed light to the mechanism of subharmonic generation. It may be asked if this mechanism is an explanation for a possible entrainment phenomenon. Although we do not refer to entrainment in explaining the mechanism of subharmonic generation, nevertheless we do not contradict it when the end results are considered.

We have also observed that the model is able to show very different subharmonic generation intervals for different parameter sets (figures 3 and 5). However, this sometimes results in a different native oscillation frequency of the model. We predict that this shift is due to similar generation mechanisms between alpha and subharmonic oscillations, possibly in the intrathalamic loop.

Given our previous experimental results [15] shown in figure 1 and also Herrmann’s experimental results [6], it is observed that if subharmonic frequency is near 8–15 Hz (i.e. when the stimulus frequency range is 15–30 Hz), alpha oscillation in the brain is facilitated towards this subharmonic frequency. When the stimulus frequency is outside the 15–30 Hz region, in our experimental studies, both alpha and subharmonic oscillations are observed which suggest that alpha entrainment does not occur and thus subharmonic generation has a different mechanism than alpha entrainment. However, in the simulations of the corticothalamic model, it is observed that when the subharmonic frequency is outside the alpha range, subharmonic oscillations cease to exist, and only alpha oscillations are observed. Thus, the model generates subharmonic oscillations only through the alleged ‘alpha entrainment’.

We have also observed other discrepancies between model predictions and experimental results. As seen in the second plot of figure 5, as mentioned above, for a given parameter set, native oscillation frequency is increased together with the increase in the subharmonic oscillation range. However, in this case, the observed native oscillation frequency (18 Hz) is no longer in the human alpha rhythm range. In the third plot of figure 5, for a specific parameter set, we observed that the system showed PD behavior even
though it did not have any native oscillation. This contradicts with our previous observation that subharmonic oscillations are generated via entrainment of the alpha rhythm. We were not able to find a parameter set that would broaden the subharmonic region while keeping the native oscillation frequency in the normal human alpha rhythm range (native oscillations either shifted up above the human alpha rhythm range or totally vanished). To clarify the discrepancies between the model and the empirical observations, we think future intracranial recordings taken directly from subcortical structures under a periodic light stimulus will be instrumental.

In general, to further explore features of the PD generation by the corticothalamic model, a thorough parametric sweep study is necessary. However, such a study would be extremely memory and time consuming considering the number of parameters in the model and that a single simulation for a given parameter set takes 100 s in Simulink. We have provided a possible approach for speeding up such a sweep study by reducing the entire model to five nonlinear algebraic equations the solution of which shows whether subharmonic generation will occur or not. Therefore, instead of solving the system partial differential equations, which takes 100 s of simulation time with \( dt = 10^{-4} \) s in Simulink for a given parameter set, these algebraic equations can be utilized as a fast semi-analytic parameter sweep modality. As a concluding remark, we strongly believe that subharmonic oscillations are important features of SSVEP responses, and that any modelling study regarding SSVEP responses should consider the presence of this empirically verified nonlinear behavior in the model output.
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### Appendix A

Seven subjects were presented a very accurate (nearly zero distortion) sinusoidal light emitted by two high gloss LEDs placed in a Do-It-Yourself cardboard Virtual Reality headset. The stimulation frequency range was 15–42 Hz, divided into two separate ranges, 15–32 and 28–42 Hz, for shorter sessions (so that experiments induce less visual fatigue). EEG was recorded at 1kS/s from six (O1, Oz, O2, Pz, P3, P4) electrodes all referenced to ‘FCz’. A two dimensional plot was generated for better observation of the trends (fundamental, harmonic and subharmonic components) in the data. In this plot, the stimulation frequencies are placed on the horizontal axis and the power spectral density (PSD) estimate of the response to each stimulus frequency are grayscale coded on the vertical axis. More detailed explanations are available in the relevant paper [15].

Apart from statistical findings, we had observed subharmonic generation in the whole stimulus frequency range, 15–42 Hz. This is very clearly observable from the two dimensional plots generated for both 15–32 Hz and 28–42 Hz experiments (figure 1).

In both figures, lines on which the subharmonic components line up (labeled as 1:2 line in the figures) are clearly visible as well as the lines on which the fundamental and harmonic components reside (labeled as 1:1 and 2:1 lines respectively). A very important observation to make here is that subharmonic responses are more easily noticeable in the right-hand plot than in the left-hand plot in figure 1 because the subharmonic frequencies in the right-hand one do not fall in the alpha band.

### Appendix B

Below we provide an explanation of the model formulations keeping the notation in the original work mostly unchanged [20–22].

In this model, each population is modeled by two main relations: (i) a linear operator \( D_{ab} = \frac{1}{\alpha_{ab} \tau_{ab}} \frac{d}{dt} + \left( \frac{1}{\alpha_{ab}} + \frac{1}{\beta_{ab}} \right) \frac{d}{dt} + 1 \) that relates the mean postsynaptic potential \( V_{ab} \) of population \( a \) to the mean afferent firing rate \( \phi_b \) coming from the presynaptic population \( b \) by \( D_{ab} V_{ab}(r, t) = \gamma_{ab} \phi_b(r, t - \tau_{ab}) \).

Here \( \gamma_{ab} \) denotes the synaptic connection strength between populations \( a \) and \( b \), \( \tau_{ab} \) denotes the mean axonal delay between populations \( a \) and \( b \) and \( \beta_{ab}, \alpha_{ab} \) denote the reciprocal rise and fall times of the membrane potential of population \( a \) due to input coming from population \( b \), (ii) a nonlinear shifted sigmoidal function \( Q_a = S[V_a] = \frac{Q_{\text{max}}}{1 + \exp\left(\frac{-V_a - \theta}{\sigma}\right)} \) that relates the mean firing rate \( Q_a \) of population \( a \) to the population’s mean membrane potential \( V_a = \sum_b V_{ab} \).

Here, \( Q_{\text{max}} \) denotes the maximum firing rate, \( \theta \) is the mean threshold voltage for the population and \( \sigma \) denotes the variance of this threshold value in the population.

Originally, the model regarded mean afferent firing rates \( \phi_a \) as fields and these were governed by a damped wave equation with \( Q_a = S[V_a] \) as the source:

\[
\frac{1}{\gamma_a} \frac{\partial^2}{\partial t^2} + \frac{2}{\gamma_a} \frac{\partial}{\partial t} + 1 - r_a^2 \nabla^2 \phi_a(r, t) = S[V_a(r, t)] \tag{B.1}
\]

where \( \gamma_a \) is the reciprocal delay due to axonal conduction and \( r_a \) is the axon length. However, in reducing the model to a neural mass model, we omitted the \( \nabla^2 \) terms (since we assume there is no positional dependence in the cortex we also drop the \( r \) argument) for all populations \( a = e, i, r, s \). For populations other than \( a = e \) (i.e. for inhibitory interneurons and thalamic populations), axonal conduction delay \( 1/\gamma_a \) is taken to be zero, yielding

\[
\frac{1}{\gamma_a} \frac{\partial^2}{\partial t^2} + \frac{2}{\gamma_a} \frac{\partial}{\partial t} + 1 - r_a \nabla^2 \phi_a(r, t) = S[V_a(r, t)] \tag{B.1}
\]
\[ \phi_a(t) = S[V_a(t)] \quad (B.2) \]

for \( a = i, r, s \)

\[
\left[ \frac{1}{\gamma_a} \frac{d^2}{dt^2} + \frac{2}{\gamma_a} \frac{d}{dt} + 1 \right] \phi_a(t) = S[V_a(t)] \quad (B.3)
\]

for \( a = e \).

Note that the operator in 2.3 is different from the two main relations explained above. Specifically, this does not convert firing rate to potential or vice versa, it is only introducing a delay to the excitatory population dynamics due to longer ranged axonal connections of the excitatory neurons.

The authors made further assumptions regarding intrathalamic and intracortical connectivities [17]: they took all \( \beta_{ab} = \beta, \alpha_{ab} = \alpha \) (hence \( D_{ab} = D_a \) except for the intrathalamic \( \beta_s \) and \( \alpha_s \) values (hence \( D_s = D_a \)) due to slower dynamics, and they took \( V_e = V_i \) due to random intracortical connectivity.

Given above assumptions and derivations, the model equations are:

**Contribution by firing rate coming from sensory population** \( \phi_e \) to mean membrane potential of thalamic relay population \( V_e \):

\[ D_e V_e(t) = v_e \phi_e(t) \quad (B.4) \]

**Contribution by firing rate coming from thalamic reticular cell population** \( \phi_r \) to mean membrane potential of thalamic relay population \( V_r \):

\[ D_r V_r(t) = v_r \phi_r(t) \quad (B.5) \]

**Contribution by firing rate coming from excitatory cortical interneurons** \( \phi_i \) to mean membrane potential of thalamic relay population \( V_i \):

\[ D_i V_i(t) = v_i \phi_i \left( t - \frac{t_0}{2} \right) \quad (B.6) \]

**Mean membrane potential of thalamic relay population** \( V_e \):

\[ V_e(t) = V_{a0}(t) + V_r(t) + V_i(t) \quad (B.7) \]

**Contribution by firing rate coming from excitatory cortical interneurons** \( \phi_i \) to mean membrane potential of thalamic reticular population \( V_i \):

\[ D_i V_i(t) = v_i \phi_i \left( t - \frac{t_0}{2} \right) \quad (B.8) \]

**Contribution by firing rate coming from thalamic relay cell population** \( \phi_r \) to mean membrane potential of thalamic reticular population \( V_r \):

\[ D_r V_r(t) = v_r \phi_r(t) \quad (B.9) \]

**Mean membrane potential of thalamic reticular population** \( V_r \):

\[ V_r(t) = V_{a0}(t) + V_r(t) \quad (B.10) \]

**Contribution by firing rate coming from inhibitory cortical interneurons** \( \phi_e \) to mean membrane potential of excitatory cortical interneuron population \( V_e \):

\[ D_e V_e(t) = v_e \phi_e(t) \quad (B.11) \]

**Contribution by firing rate coming from thalamic relay cell population** \( \phi_r \) to mean membrane potential of excitatory cortical interneuron population \( V_e \):

\[ D_r V_e(t) = v_r \phi_r(t) \quad (B.12) \]

**Contribution by firing rate coming from excitatory cortical interneurons** \( \phi_i \) to mean membrane potential of thalamic relay population \( V_i \):

\[ D_i V_i(t) = v_i \phi_i \left( t - \frac{t_0}{2} \right) \quad (B.13) \]

**Mean afferent firing rate** \( \phi_e \) of the thalamic relay population with a mean membrane potential of \( V_i \):

\[ \phi_e = S[V_i(t)] \quad (B.14) \]

**Mean afferent firing rate** \( \phi_r \) of the thalamic reticular population with a mean membrane potential of \( V_i \):

\[ \phi_r = S[V_i(t)] \quad (B.15) \]

**Mean afferent firing rate** \( \phi_i \) of the excitatory cortical interneuron population with a mean membrane potential of \( V_e \):

\[ \phi_i = S[V_e(t)] = S[V_i(t)] \quad (B.16) \]

**Appendix C**

In figure C1, effects of the remaining seven \( \phi_{vr}, v_{rs}, \beta, \beta_s, Q_{\text{max}}, \sigma, \theta \) different parameters on subharmonic generation are shown. In all these plots, default values are used for parameters other than the swept parameter. As \( \beta \) is increased from 150 to 2000, subharmonic regime tends to slowly shift from 10–20 Hz to 15–25 Hz, keeping its width pretty much unchanged. The alpha oscillation frequency shifts from ~8 Hz to ~12 Hz as \( \beta \) is increased (power at alpha components seems to drop as is \( \beta \) increased). For lower values of \( \beta \), the spectrum becomes very crowded and complex possibly owing to many non-linear interactions taking effect. For values \( \beta > 800 \), the spectrum remains largely unaffected (only change seems to be the decreasing power at alpha band) from increasing \( \beta \). As \( \beta_s \) is varied from 10 to 200, the subharmonic regime shifts upwards (i.e. 5–15 Hz to 25–35 Hz) with decreasing power at this regime (at \( \beta_s = 200 \), the subharmonic components are barely distinguishable from background). The native oscillation frequency \( (f_o) \) also shifts upwards with the
subharmonic regime, going outside the alpha band. The effects of increasing $Q_{\text{max}}$ is not as impactful as other parameters. The position of the subharmonic regime is unaffected, while its width is barely affected at the upper limit (the interval changed from 15–24 Hz to 15–25 Hz). The power of the alpha oscillation seems to increase as $Q_{\text{max}}$ increases with its frequency fairly unaffected. $\sigma$ is arguably the most influential parameter on the subharmonic regime. For lower values ($\sigma = 2, 2.5$), the spectrum is utterly cluttered, with lots of nonlinear components including many higher order subharmonics. For higher values of $\sigma$, both the subharmonic regime and alpha oscillation vanish, only leaving the fundamental and harmonic components in the spectrum. $\theta$ significantly affects the width of the subharmonic regime. As it is varied from 10 to 25, subharmonic regime first extends from the upper limit then from the lower limit (at $\theta = 20$ the width is doubled). After $\theta = 20$, the regime tends to shift downwards with vanishing power at alpha oscillation. For $\nu_{\text{r}} = 0.2$, subharmonic regime is inexisten. For increasing $\nu_{\text{r}}$ values, the width of the regime is subtly affected at the upper limit, but the alpha oscillation frequency shifts upwards, from $\sim 10$ Hz to $\sim 12$ Hz. Higher values of $\nu_{\text{r}}$ kill off both the subharmonic components and the alpha oscillation (as expected due to negative feedback). At lower values, subharmonic regime seems to be faintly affected by $\nu_{\text{r}}$ while alpha oscillation seems to cease as $\nu_{\text{r}}$ is increased from 0.2 to 1.5.

Figure C1. Effects of seven ($\nu_{\text{r}}, \beta_{\beta}, \beta_{\nu}, Q_{\text{max}}, \sigma, \theta$) different parameters on subharmonic generation are shown. In these plots, the stimulation frequencies are placed on the horizontal axis and the PSD estimate of the response to each stimulus frequency is grayscale coded on the vertical axis. Two topmost rows show model responses for $\beta = 150, 300, 450, 600, 800, 1000, 1200, 1500, 2000, 2500$ third row for $\beta_{\nu} = 10, 60, 100, 150, 200$, fourth row for $Q_{\text{max}} = 100, 200, 250, 300, 400$, fifth row for $\sigma = 2, 2.5, 3.3, 4, 5$, fifth row for $\theta = 10, 15, 20, 25$, sixth row for $\nu_{\text{r}} = 0.2, 0.6, 1.5, 2.9, 4$, and bottommost row for $\nu_{\text{r}} = 0.2, 0.57, 1.5, 3, 5$. While these values are swept for the relevant parameter, the values for other parameters are selected as in table 1.
Figure C1. (Continued.)
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