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Abstract
We consider bilateral trade of an object between a seller and a buyer through an intermediary who aims to maximize his/her expected gains as in the previous study, in a Bayes-Nash equilibrium framework where the seller and buyer have private, discrete valuations for the object. Using duality of linear network optimization, the intermediary’s initial problem is transformed into an equivalent linear programming problem with explicit formulae of expected revenues of the seller and the expected payments of the buyer, from which the optimal mechanism is immediately obtained. Then, an extension of the same problem is considered for a risk-averse intermediary. Through a computational analysis, we observe that the structure of the optimal mechanism is fundamentally changed by switching from risk-neutral to risk-averse environment.
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1 | INTRODUCTION

A well-cited result of Myerson and Satterthwaite [7] shows that it is impossible to design an ex post efficient Bayesian transfer mechanism for an object between a seller and a buyer with private valuations, with the following properties: both parties reveal their true valuations in equilibrium, both parties find it beneficial to participate and there is trade whenever the buyer’s valuation is superior to that of the seller. The result is known as the Myerson and Satterthwaite impossibility theorem. However, the same reference establishes that an optimal mechanism—optimal from the view point of the intermediary—can be defined where both parties achieve nonnegative utilities in expectation, and declare their true valuations in equilibrium.

Recently, in [13, 14] Vohra undertook an investigation of celebrated problems of microeconomic theory using tools of network optimization and linear programming in discrete type spaces (where by type we understand the private information parameter value that distinguishes an economic agent). He showed how the celebrated optimal auction design result of Nobel laureate Myerson (cf. [6]) is reobtained in the context of discrete valuations using well-known tools of finite-dimensional optimization. Vohra contends that there is no reason to justify the practice that valuations of economic agents are modeled as a continuum. We subscribe to this view in the present and continuing this line of research. Hence, the contribution of the present paper is 2-fold: the first one is to re-establish some results of economic theory that are well-known under continuous valuations assumptions for the case of discrete valuations of both parties in a bilateral trade framework through an intermediary. While these classical results summarized above were obtained using calculus tools (see e.g., [7, 12]) we shall use linear programming duality and finite dimensional convex optimization tools to obtain our results in discrete type spaces. For that purpose we start by proposing a linear programming formulation for the bilateral trading problem where risk-neutral intermediary wants to benefit from the difference between the payment of the buyer and the transfer to the seller and maximize his/her expected gains. We then move on to use linear (and, in particular network programming) duality to transform the initial linear program into one from which the structure of the optimal mechanism is transparent. To be precise, we show that in a mechanism optimal for an intermediary maximizing his/her expected net gains the trade takes place whenever the value declarations of the buyer
and the seller are at least a minimum value apart. This result is consistent with that of the aforementioned study by Myerson and Satterthwaite [7]. As the second contribution, we relax the risk-neutrality assumption of the intermediary and consider bilateral trading problem from the perspective of a risk-averse intermediary. In order to quantify the associated risks we use conditional value-at-risk (CVaR) coherent risk measure and propose a stochastic programming formulation. Then, to investigate the effects of risk-aversion approach we conduct a computational experiment. The results show that the objective function value and allocation rule are affected by the passage from risk-neutral intermediary to risk-averse one.

To the best of our knowledge, literature on bilateral trade with discrete types mostly focuses on the impossibility theorem proven by Myerson and Satterthwaite [7]. The interested reader may consult some of the recent works such as Flesch et al. [3], Kargar et al. [4] and Othman and Sandholm [8]. We refer to Pinar [9] who also considers intermediated trade with discrete types but restricts the feasible set to dominant incentive compatible and ex post individually rational mechanisms.

The rest of this paper is organized as follows. In Section 2, we define the bilateral trading with intermediary problem, provide the related assumptions and concepts and formulate the problem with discrete types. We then propose an equivalent linear programming formulation and investigate the structure of optimal mechanisms. In Section 3, a risk-averse optimization model based on CVaR coherent risk measure is presented. Section 4 is devoted to computational results and compares risk-neutral and risk-averse models in terms of objective function value and allocation rule. Finally, Section 5 presents our summary and conclusions.

2 INTERMEDIATED TRADE BY LINEAR PROGRAMMING

We work in the Myerson and Satterthwaite [7] bilateral trade setting where incentive constraints are represented by the requirement that truthful reporting of valuations by agents be a Bayesian equilibrium. While the reference [7] is usually cited for the impossibility theorem (with the exception of [12]), we shall concentrate on bilateral trade through an intermediary (broker in the jargon of [7]) in this section.

Let us start with the notation. For the sake of simplicity in the formulae we assume that the set of valuations for the seller are \{1, \ldots, m\} while that of the buyer is \{1, \ldots, n\}. The seller’s probability mass function is denoted as \(f_1, \ldots, f_m\), and that of the buyer is \(g_1, \ldots, g_n\). The value that each trader assigns to the object is referred to as the type of that trader. As part of the intermediary’s mechanism design problem the decision variables \(p_{ij}\) are used to represent the probability that the object is transferred from the seller to the buyer when the seller declares type \(i\) and the buyer declares type \(j\). Both \(f\) and \(g\) vectors are assumed known. Now, we define the decision variables that represents the monetary transfers. Let \(x_{ij}\) denote the revenue of the seller when she declares type \(i\) and the buyer declares type \(j\), and \(y_{ij}\) the payment of the buyer in that case. The remaining variables \(\bar{x}_i\), \(\bar{y}_j\), \(\bar{p}_i\), and \(\bar{q}_j\) are defined as follows. The expected revenue of the seller when his/her valuation is equal to \(i\) is denoted \(\bar{x}_i\), and is given as:

\[
\bar{x}_i = \sum_{j=1}^{n} x_{ij} g_j, \quad \forall \ i = 1, \ldots, m.
\]

Similarly, the expected payment of the buyer when his/her valuation is equal to \(j\), denoted \(\bar{y}_j\), is given by

\[
\bar{y}_j = \sum_{i=1}^{m} y_{ij} f_i, \quad \forall \ j = 1, \ldots, n.
\]

The probability of the seller losing the object when his/her valuation is \(i\) is

\[
\bar{p}_i = \sum_{j=1}^{n} p_{ij} g_j, \quad \forall \ i = 1, \ldots, m.
\]

The probability of the buyer getting the object when his/her valuation is \(j\) is

\[
\bar{q}_j = \sum_{i=1}^{m} p_{ij} f_i, \quad \forall \ j = 1, \ldots, n.
\]

The intermediary (broker) aims to maximize his/her expected gain—the intermediary’s gain is the positive difference (retained by him) between the payment of the buyer and the transfer to the seller—subject to Bayesian incentive compatibility and individual rationality constraints on the part of both the seller and the buyer. Hence, we have the following linear programming

---

1This is not a serious restriction. It is only for the sake of simplicity. One can also consider other more general, discrete valuations, which will only change some of the formulae in a straightforward manner.
problem:

\[
\max_{x, \delta, \overline{x} \delta, \overline{\delta}} \sum_{i=1}^{m} \sum_{j=1}^{n} (y_{ij} - x_{ij})f_i \delta_j
\]

subject to

Incentive compatibility for the seller:

\[\overline{x}_i - \overline{p}_i \geq \overline{x}_k - \overline{p}_k \quad \forall k, i = 1, \ldots, m.\] (5)

Incentive compatibility for the buyer:

\[\overline{y}_j - \overline{y}_j \geq \overline{y}_j - \overline{y}_j \quad \forall \ell, j = 1, \ldots, n.\] (6)

Individual rationality for both:

\[\overline{x}_i - \overline{a}_i \geq 0, \quad \forall i = 1, \ldots, m,\] (7)

\[\overline{y}_j - \overline{y}_j \geq 0, \quad \forall j = 1, \ldots, n.\] (8)

in addition to nonnegativity restrictions on all \(p_j\)s and all \(p_i\)s bounded above by one, and defining Equations (1) to (4). Constraints (5) and (6) ensure that each agent will receive highest expected utility by truthfully reporting his/her type. The left-hand side of both constraints represents the utility gained by truthful reporting of the type while the right-hand side gives the utility expression for reporting any arbitrary type. Therefore truthful reporting can never be worse in terms of utility than concealing one’s type. Constraints (7) and (8) guarantee that any type receives nonnegative expected utility by participating in the mechanism. That is, nobody is worse off by taking part in the mechanism.

We refer to the above linear program as (BR1). Now, we will explain the connection to shortest path problem which Vohra [14] introduced for the Bayesian incentive compatibility and interim individual rationality constraints of the buyer. Then we will go into the details as we show that the same idea is also applicable for the seller’s constraints. First rewrite the constraints for buyer:

\[\overline{y}_j - \overline{y}_j \geq \overline{y}_j - \overline{y}_j \quad \forall \ell, j = 1, \ldots, n,\]

\[\overline{y}_j \geq \overline{y}_j \quad \forall j = 1, \ldots, n.\]

Consider a network with set of nodes \(\{0, 1, \ldots, n\}\) that contains buyer types and a dummy node 0. Every pair of nodes, \((j, \ell)\) will be connected by one arc having cost \(\overline{y}_j - \overline{y}_j\). Then above system of constraints with variables \(\overline{y}_j\) are nothing but the dual of shortest path problem in this network. Strong duality of linear programming enables us to ensure the feasibility of dual system by simply requiring shortest path problem to be bounded below (see, e.g., [1]). Using this insight, we know that costs of the arcs should not give rise to any negative cost cycles. This is satisfied if and only if variables \(\overline{y}_j\) are monotone increasing. Another result uses the same idea utilized by label correcting algorithm which gives the optimal shortest path when there are no negative cost cycles. We know that labels given to each node are updated according to dual constraints. At optimality, label of a node cannot be greater than the shortest path length to that node. Structure of the arc costs at hand gives a unique tight upper bound for each variable \(\overline{y}_j\). Hence a direct mechanism which is interim individually rational for the buyer should satisfy the following set of constraints:

\[\overline{q}_n \geq \overline{q}_{n-1} \geq \cdots \geq \overline{q}_1 \geq 0,\]

\[\overline{y}_j \leq \overline{y}_j - \sum_{\ell=1}^{j-1} \overline{q}_\ell, \quad \forall j = 1, \ldots, n.\]

Constraints for the seller can be written as shown below, and we will use the network in Figure 1 to analyze the corresponding shortest path problem:

\[\overline{a}_k - \overline{a}_i \geq \overline{x}_k - \overline{x}_i \quad \forall k, i = 1, \ldots, m,\]

\[-\overline{a}_i \geq -\overline{x}_i, \quad \forall i = 1, \ldots, m.\]

Although every pair of nodes in the network are connected by an arc, only the arcs represented in Figure 1 will construct the shortest paths. This is a direct result of the feasibility condition for the dual problem which is the absence of negative cost cycles. Consider the cost of cycle \(i \rightarrow i + 1 \rightarrow i:\)

\[\overline{a}_{i+1} - \overline{a}_{i} + (i + 1) \overline{p}_{i} - (i + 1) \overline{p}_{i+1} = \overline{p}_{i} - \overline{p}_{i+1},\]

which holds for any \(i \in \{1, \ldots, m - 1\}\). Hence we should have variables \(\overline{p}_i\) to be monotone decreasing in order to ensure the feasibility of dual system.
We found that the cumulative probabilities $G_j = \sum_{\ell=1}^{j} g_{\ell}$, \forall j = 1, \ldots, n, and $F_i = \sum_{k=1}^{i} f_{k}$, \forall i = 1, \ldots, m. Let

$$\Phi_j = j - \frac{1 - G_j}{g_j}, \quad \forall j = 1, \ldots, n,$$

and

$$\Gamma_i = i + \frac{F_{i-1}}{f_i}, \quad \forall i = 1, \ldots, m.$$
Theorem 1.1.

1. The problem \((BR1)\) is equivalently solved by solving the following linear program, referred to as \((BR2)\), in variables \(p_{ij}, \pi_i, \eta_i\), (where \(0 \leq p_{ij} \leq 1\) for all \(i, j\))

\[
\max \sum_{j=1}^{m} \sum_{i=1}^{n} (\Phi_j - \Gamma_i)p_{ij}\eta_j
\]

subject to

\[
\eta_i = \sum_{j=1}^{n} p_{ij}\pi_j, \quad \forall \ i = 1, \ldots, m,
\]

\[
\pi_j = \sum_{i=1}^{m} p_{ij}\eta_i, \quad \forall \ j = 1, \ldots, n,
\]

\[
\pi_1 \geq \pi_2 \geq \cdots \geq \pi_m \geq 0,
\]

\[
\eta_1 \geq \eta_2 \geq \cdots \geq \eta_n \geq 0.
\]

2. If \(\Phi_j\) and \(\Gamma_i\) are both monotone increasing, then the optimal mechanism is as follows

\[
p_{ij} = \begin{cases} 1, & \text{if } \Phi_j \geq \Gamma_i, \\ 0, & \text{otherwise}, \end{cases}
\]

\[
y_{ij} = jp_{ij} - \sum_{\ell=1}^{j-1} p_{i\ell},
\]

\[
x_{ij} = ip_{ij} + \sum_{k=i+1}^{m} p_{kj}.
\]

Proof. The first part of the theorem should be immediate due to the network arguments. In order to prove the second part, ignore the expected allocation variables and monotonicity constraints. Then we need to maximize the objective function subject to \(p_{ij} \in [0, 1]\) constraints. Optimal solution will be setting \(p_{ij}\) equal to one whenever \(\Phi_j \geq \Gamma_i\) holds. It should be zero otherwise. Under the monotone \(\Phi_j\) and \(\Gamma_i\) assumption, we see that optimal \(p_{ij}\) values are monotone increasing in \(j\) and monotone decreasing in \(i\). This means that expected allocation variables satisfy the monotonicity constraints. Solution given in part 2 should also be optimal for the \((BR2)\) problem.

Compare now the above theorem to the derivation in Chapter 7 of [12] where Spulber defines the analogous \(\Gamma_i\) value as \(i + \frac{E_i}{E}\) for all \(i \in [c_0, c_1]\). While it is not immediately apparent at a first glance, one cannot simply apply the result for continuous type space to the discrete type space since the definition of \(\Gamma_i\) changes in the passage to discrete type space.

The proof also established that the marginal probability of the buyer getting the object is increasing (weakly) with his/her valuation, whereas the marginal probability of the seller losing the object is diminishing with his/her valuation of the object.

As an immediate consequence of Theorem 1, we have that if trade takes place then the slack between buyer and seller valuations is at least equal to a certain quantity. However, this does not mean that every time the minimum slack is observed there is trade. For purposes of illustration consider an example with nine types for both the buyer and the seller, that is, the seller values the object as one of \(i \in \{1, \ldots, 9\}\) with probabilities \((0.3, 0.3, 0.3, 0.03, 0.02, 0.02, 0.01, 0.01, 0.01\)\). The buyer values the object as one of \(j \in \{1, \ldots, 9\}\) with probabilities \((0.3, 0.21, 0.2, 0.2, 0.03, 0.02, 0.02, 0.02, 0.02, 0.01, 0.01\)\). Trade takes place for the \((i, j)\) pairs

\[
(1, 3), (1, 4), (1, 5), (1, 6), (1, 7), (1, 8), (1, 9),
\]

\[
(2, 4), (2, 5), (2, 6), (2, 7), (2, 8), (2, 9) \text{ and } (3, 7), (3, 8), (3, 9)
\]

which are the only pairs where the difference \(\Phi_j - \Gamma_i\) is nonnegative, and hence the corresponding \(p_{ij}\) is set to one at optimality. However, considering an example with 20 equally likely type values as \(1, \ldots, 20\) for both seller and buyer, trade takes place whenever the difference between buyer and seller valuations is at least equal to 10, which is in agreement with the example given in [7, 12].

\(^2\)Continuous set of possible buyer types which Spulber refers to as opportunity cost.

3 | BILATERAL TRADE WITH RISK-AVERSE INTERMEDIARY

In the previous section we proposed a mathematical model which maximizes the expected gain of intermediary. In fact we assumed that the intermediary is completely neutral toward risk and evaluates the uncertain gain function by its expectation. However, we know that the gain of the intermediary is a random outcome and depends on the seller’s and the buyer’s valuations. Consequently it is quite possible that some cases with low probability have significant impacts on the decision of the risk-neutral intermediary. In addition, in many real-life application especially in economic setting people—even those who do not know much about probabilistic events—are risk-averse to some degree. So it would be perfectly rational if we substitute the risk-neutral intermediary with a risk-averse one in our problem.

Before developing a risk-averse optimization model for our problem we need to answer the question of how we will measure the risk. In fact we need a risk measure which will map from the set of random variables in our problem into real numbers. There are remarkable studies in the literature proposing various risk measures. While each has its own attractive features they may also lack some desired properties. The reader may refer to [5] for comprehensive review on the modeling and optimization of risk-averse preferences. However, the concept of a coherent risk measure which was introduced by Artzner et al. [2] has attracted a special attention because of its desirable properties. A popular example of coherent risk measures is CVaR which is widely used in finance applications and is also a good candidate for bilateral trade with a risk-averse intermediary. The CVaR was developed as a remedy to alleviate some problems associated with the value-at-risk (VaR) measure commonly used in finance. VaR is a quantile risk measure that gives the loss amount of a financial portfolio for a specified probability. VaR is not in general a convex function in the portfolio positions. Another criticism leveled against VaR was that it ignored the potential magnitude of portfolio losses once the losses hit the critical VaR value. CVaR measures the expected value of portfolio losses given that the critical VaR value has been reached. CVaR is a convex function of portfolio positions and it can also be computed using linear programming in discrete probability spaces. To define the CVaR risk measure let us consider a probability space \((Ω, F, P)\) where \(Ω\) is the sample space, \(F\) is the set of all events defined on \(Ω\) and \(P\) is the corresponding probability distribution. We also define \(M = M(Ω, F, P)\) as the set of all probability measures on \((Ω, F)\). Now the CVaR at confidence level \(α \in (0, 1]\) for a random variable \(Z\), \((\text{CVaR}_α(Z) : M \to \mathbb{R})\), is defined as [10, 11]:

\[
\text{CVaR}_α(Z) = \max_{\eta \in \mathbb{R}} \left\{ \eta - \frac{1}{1-α} \mathbb{E}[(\eta - Z)_+] \right\}.
\]

The optimization problem (9) can be linearized using the following form:

\[
\text{CVaR}(Z) = \max_{\theta, \eta} \quad \eta - \frac{1}{1-α} \sum_{ω ∈ Ω} p_ω \theta_ω,
\]

subject to \(\theta_ω \geq \eta - z_ω, \quad ∀ ω ∈ Ω.\)

\(\theta_ω \geq 0, \quad ∀ ω ∈ Ω.\)  

(10)

where \(z_ω\) is the realization of the \(Z\) with corresponding probability of \(p_ω\).

Now we can formulate the risk-averse optimization model for our problem as follows:

\[
\max_{\theta, \eta} \quad \eta - \frac{1}{1-α} \sum_{i=1}^{m} \sum_{j=1}^{n} f_i g_j \theta_{ij},
\]

subject to \(z_{ij} = y_{ij} - x_{ij}, \quad ∀ \ i = 1, \ldots, m, \ ∀ \ j = 1, \ldots, n,\)

\(\theta_{ij} \geq \eta - z_{ij}, \quad ∀ \ i = 1, \ldots, m, \ ∀ \ j = 1, \ldots, n,\)

\(\theta_{ij} \geq 0, \quad ∀ \ i = 1, \ldots, m, \ ∀ \ j = 1, \ldots, n,\)

(11)-(8),

in addition that all \(p_{i,j}\)s are bounded below and above by zero and one, respectively.

As the seller and the buyer remain risk-neutral, the incentive compatibility and individual rationality constraints, (1) to (8) are also valid for this model.

4 | COMPUTATIONAL RESULTS

In this section we provide the numerical results related to the bilateral trade problem with risk-averse and risk-neutral intermediary. Table 1 summarizes these results. The first column of the table entitled “\(T\)” specifies the cardinality of the sets where both seller and buyer valuations come from. The second column with “\(~dis\)” label identifies the probability distribution of the
TABLE 1  Intermediary’s gains under risk-averse and risk-neutral approaches

<table>
<thead>
<tr>
<th>T</th>
<th>~dis</th>
<th>Risk averse (Δ)</th>
<th>Risk neutral (Δ)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>α = 0.2</td>
<td>α = 0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.266 (2)</td>
<td>0.228 (1)</td>
</tr>
<tr>
<td>U</td>
<td>N</td>
<td>0.229 (1)</td>
<td>0.208 (1)</td>
</tr>
<tr>
<td>5</td>
<td>D|I</td>
<td>0.083 (1)</td>
<td>0.074 (1)</td>
</tr>
<tr>
<td>U</td>
<td>N</td>
<td>0.426 (3)</td>
<td>0.373 (3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.349 (2)</td>
<td>0.318 (2)</td>
</tr>
<tr>
<td>10</td>
<td>D|I</td>
<td>0.089 (1)</td>
<td>0.077 (1)</td>
</tr>
<tr>
<td>U</td>
<td>N</td>
<td>0.574 (5)</td>
<td>0.499 (4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.443 (3)</td>
<td>0.407 (3)</td>
</tr>
<tr>
<td>15</td>
<td>D|I</td>
<td>0.108 (2)</td>
<td>0.091 (1)</td>
</tr>
<tr>
<td>U</td>
<td>N</td>
<td>0.732 (6)</td>
<td>0.633 (5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.566 (5)</td>
<td>0.517 (4)</td>
</tr>
<tr>
<td>20</td>
<td>D|I</td>
<td>0.127 (2)</td>
<td>0.106 (2)</td>
</tr>
</tbody>
</table>

We observe from the table that when the level of risk-aversion increases the related objective function value decreases and the risk-neutral model gives higher objective value compared to the risk-averse one, which were the explainable results. We also observe that when level of risk-aversion increases the Δ value decreases. This means that when the intermediary becomes more risk-averse he prefers to allow the transaction to occur with smaller difference between the valuations of the seller and the buyer.

Another concluding remark which is not present in the table is that, in all instances presented in Table 1 the optimal value of the \( p_{ij} \)s are zero or one in the risk-neutral model but they take fractional value between zero and one in some cases of the risk-averse model. As a result the optimal mechanism changes for the risk-averse intermediary who decides the allocation through a lottery in some realizations of the types.

5  | CONCLUDING REMARKS

In this paper, we dealt with bilateral trade with intermediary problem of microeconomic theory using tools of linear (network) programming duality. The problem is one of designing an optimal mechanism from the viewpoint of an intermediary benefiting from the difference between the buyer and seller valuations of the good to be exchanged. More precisely, a seller and a buyer, each withholding private information about an object, exchange it through an intermediary maximizing his/her expected gains from trade. In a Bayes-Nash equilibrium framework, we derived the optimal exchange mechanism using linear network optimization duality under discrete valuations of the two parties. Then we considered an extension where the intermediary also seeks to avoid risk. We also presented numerical results and discussed the main difference in the structure of optimal mechanism in both problems.
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