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Application of the Kramers—Kronig Relations to Multi-Sine
Electrochemical Impedance Measurements

Chen You,"™* Mohammed Ahmed Zabara,”~ Mark E. Orazem,"** and Burak Ulgutz’***’Z

! Department of Chemical Engineering, University of Florida, Gainesville, Florida 32611-6005, United States of America
2Department of Chemistry, Bilkent University, 06800 Ankara, Turkey

Impedance spectra obtained by fast Fourier transformation of the response to a multi-sine potential perturbation are shown to be
consistent with the Kramers—Kronig relations, even for systems that are nonlinear and nonstationary. These results, observed for
measurements on a Li/SOCI, battery, were confirmed by numerical simulations. Consistency with the Kramers—Kronig relations
was confirmed by use of the measurement model developed by Agrawal et al. and by a linear measurement model approach
developed by Boukamp and implemented by Gamry. The present work demonstrates that application of the Kramers—Kronig
relations to the results of multi-sine measurements cannot be used to determine whether the experimental system satisfies the

conditions of linearity, causality and stability.
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Electrochemical Impedance Spectroscopy (EIS), namely mea-
suring the frequency-dependent complex impedance as a function of
frequency, has become a fundamental technique for analyzing
electrochemical systems. The information-rich response of EIS
enables the determination of properties for various electrochemical
phenomena in broadly varying systems.

The power of EIS relies on the ability to study the electro-
chemical phenomena on a wide timescale. It is utilized very heavily
in all areas of electrochemistry, from energy storage and
conversion'™ to coatings,®’ from physical electrochemistry®™'® to
corrosion .'""'? In all cases, EIS data allow decoupling phenomena
occurring at different timescales in the system. As examples, for
batteries and fuel cells, the area difference of the electrodes allow
separation of the behavior of two electrodes,'>'* for corrosion
studies, the polarization resistance of the metal can be obtained
without any contribution from the solution resistance'® and, in cases
where the metal is coated, the coating properties can be isolated.'*!®
These separations are only possible because characteristic timescales
(typically RC time constants) for these phenomena are clearly
separated.

Since the resolving power of the technique comes from the ability
to interrogate events occurring at different timescales, the accessible
range of frequencies is an important parameter to discuss. The range
of frequencies is rarely limited by instrumentation. On the high-
frequency side, manufacturers of electrochemical impedance spec-
troscopy equipment specify instruments to have a maximum
frequency as high as 8 MHz with a potentiostat'” and 32 MHz'’
without. While it is true that, with the correct resistor connected
across the instrument cables and correct geometry, there may be an
accurate measurement at such high frequencies, measurements with
practical systems including cable limitations are typically only
useful up to 50kHz or less. The low-frequency side is more
interesting. Instrumentally, there is no limitation on how slow a
measurement can be made. Manufacturers’ limits on the low side,
when they exist, are bound by factors such as time between data
points, USB sleep times, etc, which can be modified easily if/when
necessary. However, most of the time, the principal limitation is
sample stability and, more often, stationarity. Instrument software
typically allow for frequencies as low as 10 pHz, which corresponds
to 10° s per period, roughly 27.8 h. Given the need for measurement
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of multiple cycles, at least 56 h are necessary for a measurement at a
frequency of 10 pHz. Most electrochemical system are not sta-
tionary over a period of days to weeks.

In an effort to decrease the measurement time, multi-sine, or more
generally, Fourier Transform techniques have emerged as an alter-
native. Multi-Sine Electrochemical ImPedance Spectroscopy (MS-
EIS) was introduced in the late 1970s'®' as a technique that can
improve data acquisition and can shorten the experiment duration. It
has been implemented by instrument manufacturers®>>' and used by
several research groups to obtain impedance results of various
electrochemical systems.*>™

Unlike the conventional step-sine EIS in which excitation signals
are applied at each frequency separately, MS-EIS excites the sample
by one composite signal containing numerous frequencies intended
for investigation. Application of the Fast Fourier Transform (FFT)
on the full signal yields a frequency response from the multi-sine
signal. The impedance is calculated from ratio of the voltage to the
current at each frequency. Fourier Transform techniques are
routinely used in analytical chemistry, especially in techniques
where a large number of averages are necessary. Instruments that
perform FTIR?’ and FTNMR®® are commonplace in chemistry
laboratories.

The first application of MS-EIS in the literature was reported by
Smith et al., who applied pseudorandom white noise excitation
signals to measure the self-exchange rate constants for
Cr(CN)647/Cr(CN)637 system.18 The technique was named Fourier
Transform Admittance due to the reliance on FFT to obtain the
admittance values. They also described the data processing involved
for FFT impedance and highlighted the advantages of using the
technique.'”

Later several studies utilized the technique to obtain the electro-
chemical impedance of various systems. Smyrl*® and Smyrl and
Stephenson®® describe “digital impedance for faradaic analysis”
(DIFA), an input spectrum consisting of superimposed sinusoids
such that the higher frequency members are harmonics of the lowest
frequency, and applied the technique to study corrosion of copper in
HCI. Later Wiese et al.>' described the working principles of Fourier
Transform Impedance spectrometer in the frequency range from
1 Hz to 10° Hz. They report that impedance spectra were obtained
within few seconds. Few years later, Schindler et al. developed
phase-optimization for the excitation signal to optimize the response.
The perturbation signal used was a superposition of sine waves with
properly chosen frequencies.*>** Gabrielli et al. did a comparison
study for the impedance results of single sine wave and white noise
excitation.* They stated that the both techniques allow for accurate
impedance measurements and that the white noise yields shorter
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measurement time only if linear spaced frequencies are tolerable in
the lowest decade.

Another approach was taken by Gheem et al. in which a
broadband periodic excitation signal, called odd random phase
multi-sine, was introduced as a technique to characterize non-linear
and non-stationary systems.”>?% As stated by the authors, the
technique allows for differentiation between non-stationarity and
non-linearity in the sgrstem and has been applied to coatings and
corrosion systems.”

In addition to the MS-EIS techniques, there have been numerous
studies involving signals that are not generated by adding sine
waves. Relaxation Voltammetry®® is one of the early examples
where a simple open circuit voltage decay measurement has been
employed as the signal used in order to calculate the impedance at
low frequencies. The voltage measured can be Fourier transformed
into the frequency domain in order to obtain the spectrum. Though
this measurement is simple, the frequency domain signal is very
broad and continuous, decreasing the signal power at any given
frequency, and thus creating issues with signal-to-noise. The
extreme case for signal-to-noise issues come in cases where the
signal is simply a potential step function.”® Once the derivative of
the step is taken, the result is a Dirac function, which is effectively
white in the frequency domain. Though this is shown to work in
very-low-impedance systems where there is plenty of current signal,
it is also shown to have problems.*

There are several commercial implementations of MS-EIS. In all
implementations, the 2goal has been to decrease the time requirement
of the measurement.”**"*' In the low-frequency region, properly
designed signals have been shown to decrease the time requirement
of the measurement by up to factors of 4.

The fundamental assumptions behind any EIS measurement are
that the measurements are linear, stable, and causal.*? The causality
and the stationarity conditions can be checked through compatibility
with the Kramers—Kronig relations. The Kramers—Kronig relations
relate the real and the imaginary component of the obtained
impedance values, e.g.,

——fo xZ(x)—Z(w)

Z,(w) = e ey [1]

Equation 1 shows that real component of impedance Z, can be
predicted from an analytical function of the imaginary component if
the conditions of linearity, stability and causality are not violated. Any
deviation from the Kramers—Kronig transform can be attributed to the
presence of nonlinearity or non-stationarity in the measurement.

As can be seen from Eq. 1, direct application of the
Kramers—Kronig relations requires integration over frequency ran-
ging from zero to infinity. Due to the finite frequency range
accessible in practical EIS measurements, various approximations
are employed in order to check compatibility with Kramers—Kronig
relations. The implementations either rely on fitting the data to
generic Kramers—Kronig-compatible circuit elements, or extrapola-
tions of the data to the rest of the frequency domain.

Two implementations that rely on fitting generic Kramers—Kronig-
compatible models to the data are the measurement model method*>**
and the Boukamp method.*’ The measurement model is based on
fitting electrical circuits corresponding to the Voigt model, which is
consistent with the Kramers—Kronig relations. The Boukamp method
is also based on fitting Voigt circuit elements but is linear in its
parameters.

Another approach to test for compatibility with the Kramers—Kronig
relations is to perform the integration by fitting polynomials to the data.
This allows interpolation for getting a better estimation of the true
integral with more points between the frequencies and extrapolation in
order to calculate the regions of frequency that are not experimentally
accessible. This approach has been shown to work, as long as a
properly chosen model is accessible.*®

The sensitivity of the Kramers—Kronig relations in the determi-
nation of the linearity and stationarity for the impedance data set has

been discussed in the literature. Compatibility with the
Kramers—Kronig relations is known to be sensitive to non-linear
behavior only if the measurement is done for a sufﬁaentl;/ wide
frequency range that covers the time constants of the system.”” In the
case of stationarity, the Kramers—Kronig relation is found to be very
sensitive  to  non-stationary behaviors in electrochemical
systems. ***

The issue of whether the Kramers—Kronig relations may be used
to validate multi-sine impedance data is not fully resolved.
Srinivasan et al.*’ state that the Kramers—Kronig relations may be
used to identify multi-sine data affected by potential drift. Sacci
et al.>® used the Kramers—Kronig relations to validate dynamic
electrochemical impedance spectroscopy data that em Sploys a multi-
sine technique. The results presented by Macdonald”" suggest that
multi-sine signals treated by fast Fourier and related transformations
yield results that automatically satisfy the Kramers—Kronig relations.
The objective of this work is to use experiments and numerical
simulations to test for the compliance of the Kramers—Kronig
relations to the non-stationary behaviors utilizing single-sine and
multi-sine excitation signals.

Methods

The approach taken in the present work included application of
the Kramers—Kronig relations to both experimental measurements
and synthetic data.

Experimental measurement of non-stationarity system.—The
MS-EIS measurements were performed on a Lithium Thionyl
Chloride (Li\SOCl,) primary D-size (13Ahr) battery using a
Gamry Interface 1000E. The impedance results for such a system
arendiscussed elsewhere'® in which galvanostatic impedance mea-
surement under discharge with a moderate direct current (DC) offset
was shown to cause non-stationary behavior. Both multi-sine and
single-sine impedance measurements were obtained for the same
system with the same excitation amplitude and frequency range. The
DC offset used for the measurement was 20 mA with +10 mA
alternating current (AC) excitation signal. The frequency range was
between 100 Hz to 25mHz. The elapsed time for the single-sine
measurement was 1983 s, and the elapsed time for the multi-sine
measurement was 3403 s. (This is ~10 times the typical multisine
EIS experiment in these frequencies. This timescale was increased
for lower noise and enhanced non-stationarity effects).

Kramers—Kronig analysis.—The simulated and measured im-
pedance data were tested for compliance with the Kramers—Kronig
relations using the measurement-model method. The method to
assess Kramers—Kronig consistency, developed by Agarwal et al., is
based on fitting a measurement model of sequential Voigt elements
shown in Fig. 1 to either the real or imaginary component of
impedance data and then predicting the other component of
impedance from the extracted parameters.*>** As the circuit shown
in Fig. 1 satisfies the Kramers—Kronig relations, the ability to fit the
measurement model to experimental data demonstrates consistency
of the data to the Kramers—Kronig relations.

An important advantage of the measurement model approach is
that it identifies a small set of model structures that are capable of
representing a large variety of observed behaviors or responses. The
inability to fit an impedance spectrum by a measurement model can
be attributed to the failure of the data to conform to the assumptions

C, B, G, G
N @ { (K) %m—@
R R R R

Figure 1. Voigt elements used in the measurement model method.
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Figure 2. Circuit representation of the faradaic current and the double layer
capacitor used in the simulation.

of the Kramers—Kronig relations rather than to the failure of the
model. The measurement model approach allows calculation of a
confidence interval, providing a statistical rigor to the rejection of
data due to failure to conform to the Kramers—Kronig relations. A
disadvantage of the measurement model approach is that regression
is strongly influenced by data outliers.

The experimentally measured impedance data were also tested
for Kramers—Kronig compliance by linear measurement model
approach developed by Boukamp® and implemented by Gamry
Instruments. In this approach, the Voigt elements are fitted via linear
equations to a selected region of the spectrum. Values of time
constant 7, = 1/R, G, are specified as the inverse of frequencies
selected over the experimental range of frequencies. This yields a set
of linear equations to be solved for values of the corresponding Ry.
An advantage of the Boukamp approach is that it is less sensitive to
outliers. A disadvantage is that confidence intervals are not provided
for the resulting comparison between experiment and measurement
model.

Model system simulation.—The non-stationarity was simulated
on a system in which a charging current is added to a faradaic
current given by a Tafel exg)ression with a time-dependent rate
constant as shown in Fig. 2.** The applied potential for the single
sine case was a sinusoidal perturbation as

V = AV sin(2xf) 2]

where AV is the input amplitude and f is the input frequency in the
frequency range of fi = 1 Hz ~ 1 kHz with 10 points/decade.

0.10F _
> 0.05} -
0.00 | i
0 5 10
Time /s

Figure 3. Behavior of the fraction of inactive area -y as a function of time for
the calculation of the impedance of nonstationary systems.

The applied potential for the multi-sine case was a sinusoidal
perturbation as

V= AVsinQaf, + @), o, = 27r(%)k(1, 2,3..N)  [3]

where ¢, is the phase shift and N = 31.
The faradaic current density and the charging current density
were expressed as

Ir = Kyexp (b, V) — Kcexp(—b.V) (4]
dv

Ic = Cq— [5]
dr

where b, and b, are the anodic and cathodic coefficients with
b, = b, = 19.5 V-1 The values of K, K, were K, = K, = 0.14 x
10*mA/cm®> and the double layer capacitance was Cg =
31 uF/cm?. The impedance response was calculated by a Fourier
analysis for the single-sine potential perturbation and by an FFT
analysis for the multi-sine.

The simulation was performed with linear and exponential
increases in the charge-transfer resistances which caused a decrease
of the rate constant as a function of time. The behavior was
expressed as

Ir = K,(1 — y)exp (b, V) — K.(1 — y)exp(—b.V) [6]

where v = 0.01z for a linear decrease in active area, and
v = 0.1(1 — exp(—1?)) for an exponential decrease in active area.
The variation of -y used in the simulations is presented in Fig. 3. The
corresponding charge-transfer resistance increased from 183.2 ) to
203.5 2 within 10s.

Results

Results are presented for the single-sine and multi-sine impe-
dance of a Li\SOCI, primary battery with a DC offset known to
cause nonstationary behavior. Results are also presented for the
single-sine and multi-sine impedance of synthetic data designed to
represent a nonstationary system. Both the Boukamp® and the
Agarwal et al.***** methods were used to explore consistency with
the Kramers—Kronig relations.

Experimental measurement: Li\SOCI, with DC offset—The
experimentally measured single-sine and multi-sine impedance of
the Li\SOCI, battery under nonstationary conditions are shown in
Fig. 4. The lines shown in Fig. 4 are the result of the linear
Kramers—Kronig analysis reported by Boukamp***® and imple-
mented by Gamry. The superposition of the lines with the multi-
sine data indicates that the multi-sine data satisfy the
Kramers—Kronig relations; whereas, the single-sine data show
deviation in the Kramers—Kronig compliance. The deviation is
seen most readily in plots of the phase as shown in Fig. 4d.

A more sensitive analysis can be obtained by use of the
measurement model as developed by Agarwal et al.*>** The results
presented in Fig. 5 reflect the results of a fit of the measurement
model to the imaginary part of the impedance for the single-sine
data and a complex fit for the multi-sine. For this system, the
imaginary fit yielded more statistically significant parameters for
the single-sine data than could be achieved by a complex fit;
whereas, the complex fit yielded more statistically significant
parameters for the multi-sine data than could be achieved by an
imaginary fit.

As shown in Nyquist format in Fig. 5a, the measurement model
provided an adequate fit of the single-sine data only at higher
frequencies; whereas, the measurement model provided an excellent
fit to the multi-sine data over the complete measured range of
frequencies. The measurement model provided an excellent fit to the
imaginary part of the single-sine data, but the experimental data
deviated from the predicted real part of the measurement, as shown
in Fig. 5d. The complex fit of the measurement model yielded an
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Figure 4. Single-sine and multi-sine impedance response for a Li\SOCI, battery under nonstationary conditions: (a) Nyquist; (b) and (c) magnitude for single-
sine and multi-sine measurements, respectively; and (d) and (e) phase for single-sine and multi-sine measurements, respectively. Lines represent the results of a

linear Kramers—Kronig analysis as implemented by the Gamry software.

excellent agreement to the imaginary (Fig. 5c) and real (Fig. Se)
parts of the measurement.

A more detailed analysis may be obtained by an examination of
the residual errors shown in Fig. 6. The residual errors for the
regression to the imaginary part of the single-sine measurement are
shown in Fig. 6a, and the errors in the prediction of the real part of
the measurement is shown in Fig. 6b. The large errors at low
frequency are consistent with the results presented in Fig. 5a. In
contrast, the residual errors for a complex fit to the multi-sine data
shown in Fig. 6¢c and d indicate that the measurement model
provided a good fit to the data. The residual errors fall within the
95.4% confidence interval for the model; thus, the data may be
considered to be consistent with the Kramers—Kronig relations. A

complex fit to the single-sine data yielded residual errors that were
outside the 95.4% confidence interval for the model. This work
shows that the single-sine data did not satisfy the Kramers—Kronig
relations.

The experimental work presented in Figs. 4—6 shows that multi-
sine method yielded Kramers—Kronig-consistent impedance data for
a nonstationary system for which a single-sine approach showed
failure to conform to the Kramers—Kronig relations. The time
allocated for the multi-sine measurement was 70% larger than the
time allocated for the single-sine measurements; thus, the system
had ample time to demonstrate nonstationary behavior. The issue is
that the presence of nonstationary behavior for a multi-sine
measurement could not be identified by application of the
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Figure 5. Results of the measurement model analysis of the data presented in Fig. 4: (a) Nyquist; (b) and (c) imaginary for single-sine and multi-sine
measurements, respectively; and (d) and (e) real for single-sine and multi-sine measurements, respectively. Solid lines represent the results of a measurement
model fit to the imaginary part of the spectrum for single-sine measurements and both real and imaginary parts of the spectrum for the multi-sine measurements.

Dashed lines in b-e represent 95.4% confidence intervals for the model.

Kramers—Kronig relations. The results suggest also that the mea-
surement model implementation by Agarwal et al.**** was more
sensitive to failures to satisfy the Kramers—Kronig relations than was
the linear implementation by Boukamp.*

Numerical simulation: linear increase in charge-transfer re-
sistance.—The single-sine and multi-sine calculations were de-
signed such that the elapsed times for the simulated impedance
measurements were identical. Thus, the level of nonstationarity
experienced for the two calculations was the same. The perturbation

amplitude for the single-sine calculations was 1 mV, and the
perturbation amplitude for the multi-sine calculations was 0.5 mV.
To minimize superposition, the phase angles of signals used to
construct the multi-sine potential input were staggered. The effective
maximum potential amplitude was 5 mV.

Results are presented in Fig. 7 for the impedance calculated under
the linear transient increase in charge-transfer resistance shown in
Fig. 3. The Nyquist plots shown in Fig. 7a show that, while the single-
sine calculations revealed a low-frequency tail corresponding to the
increase in charge-transfer resistance, the multi-sine calculations
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produced a semicircle with a radius between the initial and final
charge-transfer resistance. Regression of the measurement model to
the imaginary part of the single-sine impedance yielded the normal-
ized residual error presented in Fig. 7b, indicating an excellent fit to
the data. The normalized prediction errors for the real part of the
measurement, shown in Fig. 7c, show that the low-frequency real part
of the data was inconsistent with the imaginary part of the data. Thus,
the Kramers—Kronig relations were not satisfied for the single-sine
simulations.

The residual errors for a complex fit to the multi-sine simulations
are presented in Fig. 7d and e. These results could be fit by only a
single RC element. The simulations yielded scatter at low frequency
that could be diminished by increasing the elapsed time for the
signals. In a purely numerical study, a similar result for synthetic
calculations of multi-sine impedance was reported by Srinivasan
et al.* and attributed to failure to satisfy the Kramers—Kronig
relations. The Boukamp implementation of the Kramers—Kronig
relations, however, showed these simulated data to be consistent.
The multi-sine calculation of the impedance yielded a semicircle
with scattered values at low frequency. The measurement model
analysis reported the charge transfer resistance to be R, = 193.2 Q
cm?, which was the temporal average. The capacitance was obtained
as Cq =31 uF cm ™2, which was the same as the input.

Numerical simulation: exponential increase in charge-transfer
resistance.—Results are presented in Nyquist format in Fig. 8a for

the impedance calculated under the exponential transient increase in
charge-transfer resistance shown in Fig. 3. The charge-transfer
resistance transient was characterized by a rapid increase in
resistance at short times at which the singe-sine calculation yielded
high-frequency values of the impedance. The shape of the single-
sine results reveals that the charge-transfer resistance was almost
constant for the calculation of lower frequencies. The single-sine
calculations yielded a distorted semicircle; whereas, the multi-sine
calculations produced a semicircle with a radius between the initial
and final charge-transfer resistance. Regression of the measurement
model to the imaginary part of the single-sine impedance yielded the
normalized residual error presented in Fig. 8b, indicating an
excellent fit to the data. The normalized prediction errors for the
real part of the measurement, shown in Fig. 8c, show that the data
were inconsistent with the Kramers—Kronig relations over a broad
frequency range. Again, the Kramers—Kronig relations were not
satisfied for the single-sine simulations.

The residual errors for a complex fit to the multi-sine simulations,
presented in Figs. 8d and e, were similar to those presented in
Figs. 7d and e for a linear increase in charge-transfer resistance.
Again, these results could be fit by only a single RC element. The
simulations yielded scatter at low frequency that could be dimin-
ished by increasing the elapsed time for the signals. The multi-sine
calculation of the impedance yielded a semicircle with scattered
values at low frequency. The measurement model analysis showed a
value of charge transfer resistance of R, = 201.38 Q cm?, which is
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Figure 7. Calculated impedance for the linear increase of the charge-transfer resistance for single and multi-sine signals: (a) Nyquist plot for single-sine and
multi-sine results with lines representing the corresponding fit of the measurement model; (b) and (c) normalized residual and prediction errors respectively, for a
measurement model fit to the imaginary part of the single-sine impedance; and (d) and (e) normalized residual errors for a complex measurement model fit to
multi-sine impedance. Dashed lines in b-e represent 95.4% confidence intervals for the model.

the temporal average. The capacitance was found as Cg = 31 uF means of determining, for multi-sine measurements, whether the
cm ™2 which is the same as the input. system has undergone a transient change during the course of the
impedance measurement. The multi-sine technique provides a
temporally averaged impedance diagram which satisfies automati-
cally the Kramers—Kronig relations. In contrast, application of the

The experimental and simulation results in the present work Kramers—Kronig relations can reveal nonstationary behavior from
demonstrate that the Kramers—Kronig relations do not provide a single-sine measurements.

Discussion



Journal of The Electrochemical Society, 2020 167 020515

100 o gosre
[a]
5
(&)
S 5ol
N
|
0k

0.016 - : —
0.012} ]
0008f &%, . 1

D < B T
§ 0.004 | o ]
N 0,000 o N
| o 9 R30S0
N 0.004 s ]
~ 0008} T ]
-0.012 ]
0016 ‘ ]
10° 10' 102 10°
Frequency / Hz
b
0.30f o ]
0.25} ]
N’ 0.20f ]
=
oy 015t ]
I 010} o ]
N oo0s] ]
000 oojouw{\ﬁnMn
005 ©° ]
10° 10' 102 10°
Frequency / Hz
d

100 150 200

Zr/Q Cm2
0.03 — . ' |
0.02} ]
N
= 0.01} ]
o~
| 000
R
0.01} ]
-0.02L— , ‘ .
100 101 102 103
Frequency / Hz
C
0.006 | e |
0.004 | _
PP ST OQ0...-*"
i 0.002} RARCH _
N 0.000 ° ° -
| [e] OOooOOoUU
S -0.002 | o _
0004} o _
-0.006 | _
10° 10" 102 0°
Frequency / Hz
e

Figure 8. Calculated impedance for the exponential increase of the charge-transfer resistance for single and multi-sine signals: (a) Nyquist plot for single-sine
and multi-sine results with lines representing the corresponding fit of the measurement model; (b) and (c) normalized residual and prediction errors respectively,
for a measurement model fit to the imaginary part of the single-sine impedance; and (d) and (e) normalized residual errors for a complex measurement model fit
to multi-sine impedance. Dashed lines in b-e represent 95.4% confidence intervals for the model.

In principle, the coherence function

[Py (@)
P (W) By (w)

can provide a means for assessing the quality of input signals used to
assess the impedance. In Eq. 6, the coherence function Cy, is a real
number between 0 and 1 that measures the correlation between the
input signal x(t) and the output signal y(t). A value of unity means
that the two signals are considered to correspond to each other
perfectly at a given frequency. Py, and Py, are the power spectra of x
() and y(t), respectively, and P,, is the average cross-power
spectrum of x(t) and y(t).

Coylw) = 7]

The coherence function calculated for the synthetic multi-sine
impedance values presented in Figs. 7 and 8 varied slightly from
unity, as shown in Fig. 9. The maximum variation was 0.3% for the
linear variation of charge-transfer resistance and 0.02% for the
exponential decaying variation of charge-transfer resistance. This
level of variation would be masked by experimental artifacts in
electrochemical measurements. Further, the coherence calculation
suffers from sensitivity to window size and shape selection and
artifacts due to timing inaccuracies. Therefore, the coherence
function was not explored further for experimental data. On the
other hand, inspecting the full Fourier space can be considered to be
an alternative for inspecting non-linearity and non-stationarity in
multi-sine impedance spectra. Figures 10b and 10d show the multi-
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Figure 9. Coherence function calculated for the multi-sine simulations
presented in Figs. 7 and 8.

sine current excitation and the resulting voltage in the frequency
domain for two experiments done with galvanostatic control. These
datasets can essentially be read in two parts: the signal and the noise.
On the logarithmic y-scale, the points that are high are those
frequencies that are excited by the applied signal and the corre-
sponding measurement are the signal and the more crowded points
that are much lower are the noise level of the applied signal for the
excitation and the result of any nonlinearity and drift for the
measured signal. The noise floor shown for the voltage signal on
the graphs depend on the settings on the instrument, environment
noise, etc. As shown in Fig. 10b, non-stationarity can be observed in
the unexcited frequencies in the frequency domain signal. Non-
stationarity exhibits a signal that is below the noise level of the
instrument at high frequencies, but gradually increases as the
frequency gets lower. It eventually gets above the noise level and
keeps rising until the lowest frequency. In contrast for a stationary
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system shown in Fig. 10d, such behavior is not observed. One way
of quantifying the total power at the unexcited frequencies is the so-
called “Total Harmonic Distortion (THD)>>~%% which is the integral
of power in the frequencies that are not excited by the excitation.
Though THD provides no distinction between non-linearity and non-
stationarity, it is a good parameter to check for both effects in bulk.

The present work provided the opportunity to explore the relative
merits of two different implementations of the measurement model
for assessing consistency with the Kramers—Kronig relations. The
linear regression approach pioneered by Boukamp* allows specifi-
cation of one time constant for every measured frequency, thus
providing a point by point analysis that is insensitive to outliers. The
point by point analysis is evident in the results for the multi-sine data
presented in Fig. 4a. In contrast, the analysis pioneered by Agarwal
et al.**** relies on nonlinear regression and can resolve only a small
number of parameters. As shown in Figs. 5 and 6, the approach of
Agarwal et al.**** was very sensitive to the failure of the single-sine
data to conform to the Kramers—Kronig relations and demonstrated
unequivocally the extent to which the multi-sine data satisfied the
Kramers—Kronig relations. A more subtle deviation is seen between
model and single-sine data in Fig. 4. The Boukamp approach is
preferred for data, such as those with outliers, for which an adequate
number of RC elements cannot be resolved.

Conclusions

Impedance measurements and model system simulations with
single-sine and multi-sine excitations were performed for non-
stationary systems. The obtained impedance results were tested for
the compliance with Kramers—Kronig relations with measurement
model methods. The non-stationary experimental measurements
were performed on a Li\SOCI, primary battery with moderated
DC offset. Both nonlinear measurement model and linear measure-
ment model methods showed that the obtained impedance spectra
with single-sine excitation were inconsistent with Kramers—Kronig
relation; whereas, the multi-sine spectra were consistent with the
Kramers—Kronig relations. The non-stationarity was simulated with
linear and exponential increase in the charge transfer resistance. In
both cases the calculated impedance spectra with single-sine signals

Impedance
0.3 —— KK_fit
e
02 =
G
~
5
0.1 / :
0.0
0.1 0.2 0.3 0.4 0.5
Zr/Q
C
10" . 5 5s o SessessssssERsEsEsEREEES w0

10" 10"

Voltage / V
~ Current / A

Voltage Response
¢ Current Excitation

3 y - e
' 10° 10 0’ 10

Frequency / Hz

d

Figure 10. Multi-sine impedance response for a LI\SOCI, battery under nonstationary conditions: (a) Nyquist; (b) Frequency domain of the current excitation
and the voltage signals. Multi-sine impedance response for a Dummy Cell in stationary conditions: (c) Nyquist; (d) Frequency domain of the current excitation

and the voltage signals.
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were found to be inconsistent with the Kramers—Kronig relation. On
the other hand, the calculated impedance spectra with multi-sine
signals were found to be consistent with the Kramers—Kronig
relations.

The present work demonstrates that the validity of multi-sine
impedance spectra cannot be assessed by use of the Kramers—Kronig
relations. The coherence function, used primarily to detect issues
with nonlinear responses, is only modestly sensitive to nonstatio-
narity during the course of a multi-sine measurement.

Though the Li\SOCI, battery was used as the sample, the results
obtained are universal and the conclusions are relevant well-beyond
this sample. In any measurement involving a sample that is not
stationary within the timescale of the measurement, a multisine EIS
experiment will exhibit data that is compatible with the
Kramers—Kronig relations. Therefore, a full Fourier domain analysis
is necessary for evaluation using the non-excited frequencies.
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