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measurement time only if linear spaced frequencies are tolerable in
the lowest decade.

Another approach was taken by Gheem et al. in which a
broadband periodic excitation signal, called odd random phase
multi-sine, was introduced as a technique to characterize non-linear
and non-stationary systems.35,36 As stated by the authors, the
technique allows for differentiation between non-stationarity and
non-linearity in the system and has been applied to coatings and
corrosion systems.37,38

In addition to the MS-EIS techniques, there have been numerous
studies involving signals that are not generated by adding sine
waves. Relaxation Voltammetry39 is one of the early examples
where a simple open circuit voltage decay measurement has been
employed as the signal used in order to calculate the impedance at
low frequencies. The voltage measured can be Fourier transformed
into the frequency domain in order to obtain the spectrum. Though
this measurement is simple, the frequency domain signal is very
broad and continuous, decreasing the signal power at any given
frequency, and thus creating issues with signal-to-noise. The
extreme case for signal-to-noise issues come in cases where the
signal is simply a potential step function.23 Once the derivative of
the step is taken, the result is a Dirac function, which is effectively
white in the frequency domain. Though this is shown to work in
very-low-impedance systems where there is plenty of current signal,
it is also shown to have problems.40

There are several commercial implementations of MS-EIS. In all
implementations, the goal has been to decrease the time requirement
of the measurement.20,21,41 In the low-frequency region, properly
designed signals have been shown to decrease the time requirement
of the measurement by up to factors of 4.

The fundamental assumptions behind any EIS measurement are
that the measurements are linear, stable, and causal.42 The causality
and the stationarity conditions can be checked through compatibility
with the Kramers–Kronig relations. The Kramers–Kronig relations
relate the real and the imaginary component of the obtained
impedance values, e.g.,
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Equation 1 shows that real component of impedance Zr can be
predicted from an analytical function of the imaginary component if
the conditions of linearity, stability and causality are not violated. Any
deviation from the Kramers–Kronig transform can be attributed to the
presence of nonlinearity or non-stationarity in the measurement.

As can be seen from Eq.1, direct application of the
Kramers–Kronig relations requires integration over frequency ran-
ging from zero to in� nity. Due to the � nite frequency range
accessible in practical EIS measurements, various approximations
are employed in order to check compatibility with Kramers–Kronig
relations. The implementations either rely on� tting the data to
generic Kramers–Kronig-compatible circuit elements, or extrapola-
tions of the data to the rest of the frequency domain.

Two implementations that rely on� tting generic Kramers–Kronig-
compatible models to the data are the measurement model method43,44

and the Boukamp method.45 The measurement model is based on
� tting electrical circuits corresponding to the Voigt model, which is
consistent with the Kramers–Kronig relations. The Boukamp method
is also based on� tting Voigt circuit elements but is linear in its
parameters.

Another approach to test for compatibility with the Kramers–Kronig
relations is to perform the integration by� tting polynomials to the data.
This allows interpolation for getting a better estimation of the true
integral with more points between the frequencies and extrapolation in
order to calculate the regions of frequency that are not experimentally
accessible. This approach has been shown to work, as long as a
properly chosen model is accessible.46

The sensitivity of the Kramers–Kronig relations in the determi-
nation of the linearity and stationarity for the impedance data set has

been discussed in the literature. Compatibility with the
Kramers–Kronig relations is known to be sensitive to non-linear
behavior only if the measurement is done for a suf� ciently wide
frequency range that covers the time constants of the system.47 In the
case of stationarity, the Kramers–Kronig relation is found to be very
sensitive to non-stationary behaviors in electrochemical
systems.48,49

The issue of whether the Kramers–Kronig relations may be used
to validate multi-sine impedance data is not fully resolved.
Srinivasan et al.49 state that the Kramers–Kronig relations may be
used to identify multi-sine data affected by potential drift. Sacci
et al.50 used the Kramers–Kronig relations to validate dynamic
electrochemical impedance spectroscopy data that employs a multi-
sine technique. The results presented by Macdonald51 suggest that
multi-sine signals treated by fast Fourier and related transformations
yield results that automatically satisfy the Kramers–Kronig relations.
The objective of this work is to use experiments and numerical
simulations to test for the compliance of the Kramers–Kronig
relations to the non-stationary behaviors utilizing single-sine and
multi-sine excitation signals.

Methods

The approach taken in the present work included application of
the Kramers–Kronig relations to both experimental measurements
and synthetic data.

Experimental measurement of non-stationarity system.—The
MS-EIS measurements were performed on a Lithium Thionyl
Chloride (Li\SOCl2) primary D-size (13Ahr) battery using a
Gamry Interface 1000E. The impedance results for such a system
arendiscussed elsewhere13 in which galvanostatic impedance mea-
surement under discharge with a moderate direct current (DC) offset
was shown to cause non-stationary behavior. Both multi-sine and
single-sine impedance measurements were obtained for the same
system with the same excitation amplitude and frequency range. The
DC offset used for the measurement was 20 mA with ±10 mA
alternating current (AC) excitation signal. The frequency range was
between 100 Hz to 25mHz. The elapsed time for the single-sine
measurement was 1983 s, and the elapsed time for the multi-sine
measurement was 3403 s. (This is� 10 times the typical multisine
EIS experiment in these frequencies. This timescale was increased
for lower noise and enhanced non-stationarity effects).

Kramers–Kronig analysis.—The simulated and measured im-
pedance data were tested for compliance with the Kramers–Kronig
relations using the measurement-model method. The method to
assess Kramers–Kronig consistency, developed by Agarwal et al., is
based on� tting a measurement model of sequential Voigt elements
shown in Fig. 1 to either the real or imaginary component of
impedance data and then predicting the other component of
impedance from the extracted parameters.43,44 As the circuit shown
in Fig. 1 satis� es the Kramers–Kronig relations, the ability to� t the
measurement model to experimental data demonstrates consistency
of the data to the Kramers–Kronig relations.

An important advantage of the measurement model approach is
that it identi� es a small set of model structures that are capable of
representing a large variety of observed behaviors or responses. The
inability to � t an impedance spectrum by a measurement model can
be attributed to the failure of the data to conform to the assumptions

Figure 1. Voigt elements used in the measurement model method.
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of the Kramers–Kronig relations rather than to the failure of the
model. The measurement model approach allows calculation of a
con� dence interval, providing a statistical rigor to the rejection of
data due to failure to conform to the Kramers–Kronig relations. A
disadvantage of the measurement model approach is that regression
is strongly in� uenced by data outliers.

The experimentally measured impedance data were also tested
for Kramers–Kronig compliance by linear measurement model
approach developed by Boukamp45 and implemented by Gamry
Instruments. In this approach, the Voigt elements are� tted via linear
equations to a selected region of the spectrum. Values of time
constant /t = R C1k k k are speci� ed as the inverse of frequencies
selected over the experimental range of frequencies. This yields a set
of linear equations to be solved for values of the correspondingR .k
An advantage of the Boukamp approach is that it is less sensitive to
outliers. A disadvantage is that con� dence intervals are not provided
for the resulting comparison between experiment and measurement
model.

Model system simulation.—The non-stationarity was simulated
on a system in which a charging current is added to a faradaic
current given by a Tafel expression with a time-dependent rate
constant as shown in Fig.2.42 The applied potential for the single
sine case was a sinusoidal perturbation as

( ) [ ]p= DV V fsin 2 2i

whereDV is the input amplitude andfi is the input frequency in the
frequency range of = ~f 1 Hz 1 kHzi with 10 points/decade.

The applied potential for the multi-sine case was a sinusoidal
perturbation as
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whereji is the phase shift and =N 31.
The faradaic current density and the charging current density

were expressed as
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where ba and bc are the anodic and cathodic coef� cients with
= = -b b 19.5 V .a c

1 The values ofK K,a c were = = ´K K 0.14a c
/-10 mA cm3 2 and the double layer capacitance was =Cdl

/m31 F cm .2 The impedance response was calculated by a Fourier
analysis for the single-sine potential perturbation and by an FFT
analysis for the multi-sine.

The simulation was performed with linear and exponential
increases in the charge-transfer resistances which caused a decrease
of the rate constant as a function of time. The behavior was
expressed as

( ) ( ) ( ) ( ) [ ]g g= - - - -I K b V K b V1 exp 1 exp 6a cF a c

where g = t0.01 for a linear decrease in active area, and
( ( ))g = - -t0.1 1 exp for an exponential decrease in active area.

The variation ofg used in the simulations is presented in Fig.3. The
corresponding charge-transfer resistance increased from 183.2Ω to
203.5Ω within 10 s.

Results

Results are presented for the single-sine and multi-sine impe-
dance of a Li\SOCl2 primary battery with a DC offset known to
cause nonstationary behavior. Results are also presented for the
single-sine and multi-sine impedance of synthetic data designed to
represent a nonstationary system. Both the Boukamp45 and the
Agarwal et al.43,44 methods were used to explore consistency with
the Kramers–Kronig relations.

Experimental measurement: Li\SOCl2 with DC offset.—The
experimentally measured single-sine and multi-sine impedance of
the Li\SOCl2 battery under nonstationary conditions are shown in
Fig. 4. The lines shown in Fig.4 are the result of the linear
Kramers–Kronig analysis reported by Boukamp44,45 and imple-
mented by Gamry. The superposition of the lines with the multi-
sine data indicates that the multi-sine data satisfy the
Kramers–Kronig relations; whereas, the single-sine data show
deviation in the Kramers–Kronig compliance. The deviation is
seen most readily in plots of the phase as shown in Fig.4d.

A more sensitive analysis can be obtained by use of the
measurement model as developed by Agarwal et al.43,44 The results
presented in Fig.5 re� ect the results of a� t of the measurement
model to the imaginary part of the impedance for the single-sine
data and a complex� t for the multi-sine. For this system, the
imaginary � t yielded more statistically signi� cant parameters for
the single-sine data than could be achieved by a complex� t;
whereas, the complex� t yielded more statistically signi� cant
parameters for the multi-sine data than could be achieved by an
imaginary� t.

As shown in Nyquist format in Fig.5a, the measurement model
provided an adequate� t of the single-sine data only at higher
frequencies; whereas, the measurement model provided an excellent
� t to the multi-sine data over the complete measured range of
frequencies. The measurement model provided an excellent� t to the
imaginary part of the single-sine data, but the experimental data
deviated from the predicted real part of the measurement, as shown
in Fig. 5d. The complex� t of the measurement model yielded an

Figure 2. Circuit representation of the faradaic current and the double layer
capacitor used in the simulation.

Figure 3. Behavior of the fraction of inactive area� as a function of time for
the calculation of the impedance of nonstationary systems.
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In principle, the coherence function
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can provide a means for assessing the quality of input signals used to
assess the impedance. In Eq.6, the coherence function Cxy is a real
number between 0 and 1 that measures the correlation between the
input signal x(t) and the output signal y(t). A value of unity means
that the two signals are considered to correspond to each other
perfectly at a given frequency. Pxx and Pyy are the power spectra of x
(t) and y(t), respectively, and Pxy is the average cross-power
spectrum of x(t) and y(t).

The coherence function calculated for the synthetic multi-sine
impedance values presented in Figs.7 and 8 varied slightly from
unity, as shown in Fig.9. The maximum variation was 0.3% for the
linear variation of charge-transfer resistance and 0.02% for the
exponential decaying variation of charge-transfer resistance. This
level of variation would be masked by experimental artifacts in
electrochemical measurements. Further, the coherence calculation
suffers from sensitivity to window size and shape selection and
artifacts due to timing inaccuracies. Therefore, the coherence
function was not explored further for experimental data. On the
other hand, inspecting the full Fourier space can be considered to be
an alternative for inspecting non-linearity and non-stationarity in
multi-sine impedance spectra. Figures10b and10d show the multi-

Figure 8. Calculated impedance for the exponential increase of the charge-transfer resistance for single and multi-sine signals: (a) Nyquist plot for single-sine
and multi-sine results with lines representing the corresponding� t of the measurement model; (b) and (c) normalized residual and prediction errors respectively,
for a measurement model� t to the imaginary part of the single-sine impedance; and (d) and (e) normalized residual errors for a complex measurement model� t
to multi-sine impedance. Dashed lines in b-e represent 95.4% con� dence intervals for the model.
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sine current excitation and the resulting voltage in the frequency
domain for two experiments done with galvanostatic control. These
datasets can essentially be read in two parts: the signal and the noise.
On the logarithmic y-scale, the points that are high are those
frequencies that are excited by the applied signal and the corre-
sponding measurement are the signal and the more crowded points
that are much lower are the noise level of the applied signal for the
excitation and the result of any nonlinearity and drift for the
measured signal. The noise� oor shown for the voltage signal on
the graphs depend on the settings on the instrument, environment
noise, etc. As shown in Fig.10b, non-stationarity can be observed in
the unexcited frequencies in the frequency domain signal. Non-
stationarity exhibits a signal that is below the noise level of the
instrument at high frequencies, but gradually increases as the
frequency gets lower. It eventually gets above the noise level and
keeps rising until the lowest frequency. In contrast for a stationary

system shown in Fig.10d, such behavior is not observed. One way
of quantifying the total power at the unexcited frequencies is the so-
called“Total Harmonic Distortion (THD)”52–56 which is the integral
of power in the frequencies that are not excited by the excitation.
Though THD provides no distinction between non-linearity and non-
stationarity, it is a good parameter to check for both effects in bulk.

The present work provided the opportunity to explore the relative
merits of two different implementations of the measurement model
for assessing consistency with the Kramers–Kronig relations. The
linear regression approach pioneered by Boukamp45 allows speci� -
cation of one time constant for every measured frequency, thus
providing a point by point analysis that is insensitive to outliers. The
point by point analysis is evident in the results for the multi-sine data
presented in Fig.4a. In contrast, the analysis pioneered by Agarwal
et al.43,44 relies on nonlinear regression and can resolve only a small
number of parameters. As shown in Figs.5 and6, the approach of
Agarwal et al.44,45 was very sensitive to the failure of the single-sine
data to conform to the Kramers–Kronig relations and demonstrated
unequivocally the extent to which the multi-sine data satis� ed the
Kramers–Kronig relations. A more subtle deviation is seen between
model and single-sine data in Fig.4. The Boukamp approach is
preferred for data, such as those with outliers, for which an adequate
number of RC elements cannot be resolved.

Conclusions

Impedance measurements and model system simulations with
single-sine and multi-sine excitations were performed for non-
stationary systems. The obtained impedance results were tested for
the compliance with Kramers–Kronig relations with measurement
model methods. The non-stationary experimental measurements
were performed on a Li\SOCl2 primary battery with moderated
DC offset. Both nonlinear measurement model and linear measure-
ment model methods showed that the obtained impedance spectra
with single-sine excitation were inconsistent with Kramers–Kronig
relation; whereas, the multi-sine spectra were consistent with the
Kramers–Kronig relations. The non-stationarity was simulated with
linear and exponential increase in the charge transfer resistance. In
both cases the calculated impedance spectra with single-sine signals

Figure 9. Coherence function calculated for the multi-sine simulations
presented in Figs.7 and8.

Figure 10. Multi-sine impedance response for a Li\SOCl2 battery under nonstationary conditions: (a) Nyquist; (b) Frequency domain of the current excitation
and the voltage signals. Multi-sine impedance response for a Dummy Cell in stationary conditions: (c) Nyquist; (d) Frequency domain of the current excitation
and the voltage signals.
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