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ABSTRACT

Sediment transport modelling is of primary importance for the determination of channel design velocity in lined channels. This study proposes to model sediment transport in open channel flow using kernel ridge regression (KRR), a nonlinear regression technique formulated in the reproducing kernel Hilbert space. While the naïve kernel regression approach provides high flexibility for modeling purposes, the regularized variant is equipped with an additional mechanism for better generalization capability. In order to better tailor the KRR approach to the sediment transport modeling problem, unlike the conventional KRR approach, in this study the kernel parameter is directly learned from the data via a new gradient descent-based learning mechanism. Moreover, for model construction, a procedure based on Cholesky decomposition and forward-back substitution is applied to improve the computational complexity of the approach. Evaluation of the recommended technique is performed utilizing a large number of laboratory experimental data where the examination of the proposed approach in terms of three statistical performance indices for sediment transport modeling indicates a better performance for the developed model in particle Froude number computation, outperforming the conventional models as well as some other machine learning techniques.
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1. Introduction

Sediment transport in open channel flow is of paramount importance for the design of drainage and sewer pipe channels. In practice, it is quite essential to design a channel in which flow retains the sediment particles in motion without deposition. Deposition of sediment has
numerous undesirable effects on the performance of open channels. For instance, it changes the shear stress and velocity distribution and therefore, the transport capacity of the channel reduces as a result of a decrease in the channel cross-section area [1]. As the most important environmental impact, one may consider the deposited sediment at the bottom of the channel which is known as the major source of pollution in drainage and sewer systems [2].

In the past and in some cases till present, a number of different values of flow velocity or shear stress were used as the main criterion for conventional sewer and drainage system design. Design standards in many countries suggested a variety of velocity and shear stress values in the ranges of 0.3 to 1 m/s for the former, and 1 to 12.6 N/m² for the latter [3-4]. Such an approach relies on experience, without deep theoretical justification and consequently suffers from different deficiencies as the basic effective factors of sediment transport are not taken into account. To this end, in the recent years, the conventional method is modified to account for a larger number of parameters affecting sediment deposition in open channel flow. Based on different sediment transport conditions, the fundamental design principles of incipient deposition, incipient motion and non-deposition were recommended [3-14]. The corresponding models were then developed considering the hydraulic characteristics using the conventional multiple non-linear regression technique using laboratory experimental data. In this context, due to their perfect suitability to the problem, machine learning techniques have been widely put into practice not only for environmental modeling problems but also in other applications. Because of the stochastic nature of sediment movement within the flow, development of an analytical model applicable to channel design is a crucial problem. Due to the turbulence in the fluid flow, sediment particles within the flow are randomly diffused in the fluid, that leads to difficulties in accurate detection of the sediment particle motion within the flow. Therefore, the transport of sediment particles in a turbulent flow has a stochastic nature. Recently, applicability of different machine learning algorithms is analyzed for the design of drainage
systems. As an instance, gene expression programming (GEP) and adaptive neuro-fuzzy inference systems (ANFIS) were implemented by Ab Ghani and Azamathulla [15], and Azamathulla et al. [16] for sediment transport modeling, respectively. The most commonly applied machine learning approaches to sediment transport in drainage systems are reported in Table 1. It is seen from Table 1 that support vector machines (SVM) and its hybridized versions with wavelet and firefly algorithm (FA); artificial neural network (ANN) techniques of feed forward back propagation (FFBP), radial basis function (RBF) and generalized regression (GR); integration of ANN with decision tree (DT) and evolutionary algorithms (EA); particle swarm optimization (PSO), neuro-fuzzy based group method of data handling (NF-GMDH), evolutionary polynomial regression (EPR), extreme learning machine (ELM), multigene genetic programming (MGGP), multivariate adaptive regression splines (MARS), fuzzy c-means based adaptive neuro-fuzzy inference system (FCM-ANFIS), generalized structure group method of data handling (GS-GMDH) and evolutionary polynomial regression–multi-objective genetic algorithm (EPR-MOGA) are typical examples of machine learning techniques applied to sediment transport modeling. The majority of the studies mentioned above utilized limited ranges of experimental data for an analysis of the applicability of the available machine learning techniques in the literature to the problem.

Table 1.

This study, advocates kernel ridge regression for sediment transport modeling purposes. The kernel ridge regression (KRR) approach may be considered as a member of the large family of kernel methods constituting a family of pattern analysis techniques, whose best-known approach is the Support Vector Machines (SVM) [36]. The kernel methods owe their name to the utilization of a *kernel* function which enables them to operate in a very high (possibly infinite) dimensional space, known as Reproducing Kernel Hilbert Space (RKHS) without the requirement to perform computations explicitly in that high dimensional space. This is realized
through the usage of the kernel trick which facilitates computing the inner products of the mapped data points through a (commonly non-linear) kernel function. In regression analysis, the high flexibility of the proposed approach provides a suitable mechanism to infer highly accurate models where the conventional regression methods would often fail. The objective function of the sediment transport model developed in the current study incorporates two terms. The first term measures data fidelity. That is, it measures how close the estimated value lies to its real value. However, the regression model is susceptible to over-fitting due to its high flexibility. In order to constrain the flexibility of the model and prevent possible over-fitting to the training data, a regularization term is included in the formulation which penalizes the norm of the inferred function in the RKHS. This in turn provides a mechanism to control the flexibility of the model to a desired degree. As will be discussed in the subsequent sections, in this work, all the parameters charactering the KRR model are inferred directly from the data.

1.1 Contributions

The main contributions of this study may be summarized as follows:

1) While a variety of different machine learning approaches have been applied to the problem, we propose to model sediment transport via a non-linear regression technique, called kernel ridge regression, a.k.a. KRR. Although the KRR approach has been around for some while and has been applied to different problems in other disciplines [37-38], it has not been utilized in the context of environmental modeling problems for sediment transport modeling. In the general domain of machine learning, the two potentially successful groups to be applied to the problem may be considered to be those based on deep learning [39] and those based on kernel methods [40]. While the deep learning-based approaches have recently illustrated superior performance in different problems,
their applicability is typically limited to the problems where a very large number
(typically in the order of millions) of training instances are available. In contrast, kernel-
based approaches may be considered as the top alternative in problems with moderate
amount of training data such as sediment transport modeling. In this context, the
superiority of our proposition is verified by evaluating the performance of the
recommended approach on a large number of experimental tests, yielding state-of-the-
art performance for sediment transport modeling;

2) A main difficulty attributed to the kernel-based methods is that of choosing an
appropriate kernel function for the problem at hand. In this study, we opt for the most
widely used kernel function (RBF) and try to relax the difficulty to some extent by
learning the kernel parameter directly from the data. In this context, we propose a
modified KRR algorithm which unlike the conventional approach learns the kernel
parameter directly from the data through a novel gradient-based learning scheme.
Learning the model parameter directly from the data can be viewed as an important
contribution as, in general, there exists no principled approach neither for choosing the
kernel function in the KRR approach nor its parameters. In this context, the new learning
approach relaxes the difficulties associated with choosing an appropriate kernel function
by providing a data-driven kernel parameter learning mechanism;

3) We present a computationally efficient variant of the proposed modified KRR algorithm
(applied to the sediment transport modeling) to improve its computational complexity
based on Cholesky decomposition and forward-back substitution;

4) Last but not least, we provide an experimental examination of the recommended
technique on a large number of laboratory experimental data and compare its
performance to other alternative solutions.
1.2 Organization

The subsequent sections of the manuscript are organized as follows: In Section 2, we provide a review of the existing techniques to sediment transport modeling followed by a critical analysis of their performances where the proposed approach is put into context. In Section 3, the experimental data, the model and performance indices in the current study are introduced. Section 4 presents the proposed approach for sediment transport modeling. Sections 5-6 present the results of an experimental evaluation of the proposed approach and provide further discussions. Finally, in Section 7, conclusions are drawn.

2. Sediment transport in rigid boundary open channels

Sediment transport in loose boundary channels has been widely investigated in the past. The basic methodology could be accessed in the universal sources such as Raudkivi [41] and Vanoni [42]. The critical difference between loose boundary and rigid boundary channels lies in the fact that the supply rate of sediment particle within the flow in loose boundary channels is gathered from channel itself whereas in the case of rigid boundary channels, it depends on the wastewater catchment [7]. In other words, in the case of loose boundary channels, the channel’s boundary is erodible and once the flow reaches the critical shear stress or velocity value, it may change the cross-section of the channel causing the eroded sediment particles from the channel boundary to enter the flow. In the rigid boundary channels, on the other hand, flow cannot erode the channel boundary to change its cross-section shape, and accordingly, it is not a source of sediment particles. Sediment particles in the rigid boundary channels are gathered from surrounding area and depend on the catchment characteristics. Consequently, a direct application of loose boundary channels sediment transport models in rigid boundary channels is not recommended [43-44]. Motivated by the channel design considerations,
sediment transport studies typically focus on three basic sediment movement conditions of incipient deposition, incipient motion and non-deposition. It is well known that non-deposition condition of sediment transport is a reliable criterion for channel design purposes to keep the channel clean from sediment deposition [2]. The most prominent studies on non-deposition sediment transport are given in Table 2 and briefly reviewed next.

The earliest experimental studies in this context were conducted by Craven [45], Ambrose [46], Durand [47] and, Durand and Condolios [48]. The models suggested incorporated particle Froude number and sediment volumetric concentration while channel characteristic was missing in the proposed models. Robinson and Graf [49] suggested a different model for high sediment volumetric concentration and reported that flow mean velocity is directly proportional to the sediment volumetric concentration. Novak and Nalluri [43,50] applied the models that were initially proposed for loose boundary channels to experimental data collected from rigid boundary channel and concluded that a lower velocity and shear stress level is needed in rigid boundary channels. May [51] investigated the impact of hydraulic parameters in sediment transport followed by their subsequent study, May et al. [52] where the authors investigated the sediment transport problem considering a larger number of hydraulic variables. Mayerle [53] performed experiments to determine non-deposition sediment transport condition followed by a re-analysis of the data by Mayerle et al. [5] which led to an acceptable agreement with Novak and Nalluri [43] based on the experimental data. Kithsiri [54] developed an alternative model considering the average bed shear stress and evaluated the applicability of the model to laboratory experimental data. Ab Ghani [7] studied non-deposition sediment transport in a variety of pipe sizes using a wide range of sediment sizes with the conclusion that the channel design velocity may increase in proportion to the pipe size, sediment concentration and channel bed roughness. Ackres et al. [55] and May et al. [56] evaluated the equations available in the literature and found out that none of the equations gave acceptable
results. Therefore, using the previously collected experimental data, a model similar to that of
May et al. [52] was developed. Ota [8], Ota and Nalluri [9] and, Ota and Perrusquia [10] studied
sediment particle characteristics and developed different models for different pipe sizes.
Vongvisessomjai et al. [12] evaluated the conventional Camp criterion and concluded that it
overpredicts channel design velocity. Safari et al. [13] extended the sediment transport models
developed previously by considering the cross-section shape factor. In a subsequent study,
Safari et al. [14] performed experiments in different cross-section channels. In their work,
channel geometry characteristics were utilized for cross-section shape factor consideration,
which is linked to the flow resistance. The performance of the developed model was examined
on a large number of data sets. The aforementioned studies and those reported in Table 2
developed different models utilizing multiple non-linear regression analyses. Most of these
approaches considered particle Froude number \( (Fr_p = \frac{V}{\sqrt{gd(s-1)})} \) as the dependent variable
which consists of flow mean velocity, sediment median size and sediment relative specific
mass. Further details on the experimental sediment transport studies may be found in Safari et
al. [2].

Sediment transport models listed in Table 2 were suggested for rigid boundary channels.
Behind theoretical consideration of sediment movement within the flow based on velocity or
shear stress approaches, dimensional analysis was widely used for determination of the
effective parameters involved in non-disposition condition of sediment transport. It can be
understood from Table 2 that dimensionless particle Froude number \( (Fr_p) \) or volumetric
sediment concentration \( (C_v) \) was considered as dependent parameter in the models developed.
It is worthy to emphasize that dimensionless grain size parameter \( (D_p) \) and relative particle
size \( (d/R) \) were found as effective parameters indicating the flow and sediment characteristics.
Although the most of the models summarized in Table 2 have ignored the channel characteristic
in their structure, it is quite important to incorporate the channel friction factor ($\lambda$) as an independent parameter into the model to consider flow resistance in the modeling procedure.

**Table 2.**

While there has been a considerable amount of research for sediment transport modeling via a regression analysis, one may consider two general drawbacks for the existing techniques: 1) they either follow the observed training data too closely without making any prior assumptions on the function regressing the data or 2) the models deployed are too restrictive and inflexible which do not allow the training data to be fully utilized. The first category, despite achieving relatively low error rates on the training data, suffer from an over-fitting phenomenon and thus yield high error rates on the unseen test data. The second group, on the other hand, are unable to fully exploit the training samples and are subject to an under-fitting problem. In contrast, the proposed approach in the present study is able to find the right balance between following the training samples too closely or not being flexible enough to benefit from the training instances. The desired behavior, as we shall see, is explicitly encoded into the objective function of the proposed approach while its performance is validated on laboratory experimental data and compared against the existing solutions.

### 3. Methodology

The experimental data, model parameters and the performance indices used in the current study are discussed next.

#### 3.1. Experimental data

The sediment transport experimental data compiled from the rigid boundary open channels are utilized in the current study where the non-deposition with a clean bed sediment transport condition is considered. To this end, four experimental data of May [6], Ab Ghani [7],
Vongvisessomjai et al. [12] and Mayerle [53] are utilized for the modeling purposes. May [6] performed tests in a 450-diameter circular pipe utilizing 0.73 mm-sediment size. Where the author determined the minimum non-deposition condition by satisfying the equilibrium of sediment deposition within a specific period of time. Through experiments he recorded different hydraulic characteristics such as flow velocity, discharge and flow depth. Ab Ghani [7] performed tests in three different pipe sizes having 154 mm, 305 mm and 405 mm diameters utilizing sediment sizes of 0.46 to 8.3 mm. Based on the experiments conducted, through increasing the amount of entered sediment into the flow, the minimum flow velocity for non-deposition condition was determined. Vongvisessomjai et al. [12] performed different tests in two circular pipes having 100 mm and 150 mm diameters using sediment with sizes of 0.2 to 0.43 mm. Similar to the previous studies, by increasing the entered sediment in the flow, sediment deposition was achieved. Mayerle [53] conducted tests in circular and rectangular channels. Sediment particles with different sizes of 0.5 to 8.74 mm were used in the tests. The non-deposition condition of sediment transport was determined as the condition where sediments are transported in the flow without a tendency to deposit. The minimum flow velocity that satisfies such a condition is defined as the non-deposition velocity. Additional details regarding the experimental data and experimental procedures may be found in Safari et al. [2].

3.2. Model parameters

Analyzing the sediment transport models given in Table 2, it can be seen that the sediment, fluid, flow and channel characteristics are commonly recognized as the most effective variables across different studies. Accordingly, the most important variables in sediment transport process in open channels flow for the design purposes may be selected as sediment specific mass ($\rho_s$) sediment median size ($d$), sediment volumetric concentration ($C_v$) for expressing the sediment properties; hydraulic radius ($R$), flow mean velocity ($V$) and gravitational acceleration.
(g) as sediment features variables; kinematic viscosity (ν) and fluid specific mass (ρ) as fluid properties; and channel friction factor (λ) for including the channel properties. Accordingly, variables mentioned above can be expressed as

\[
\frac{V}{\sqrt{gd(s-1)}} = f(C_v, D_{gr}, \frac{d}{R}, \lambda)
\]

(1)

The parameters involved in the equation above are computed as the first stage of data preparation. The parameter at the left-hand side of Eq. (1) is the particle Froude number (Fr_p) which is selected as model’s output while the \(C_v\), \(D_{gr}\), \(d/R\) and \(\lambda\) are chosen as inputs to the model. The entire dataset is divided into two non-overlapping splits for training and testing purpose. At the training stage, the unidentified relationship of dependent and independent parameters given in Eq. (1) is determined while at the testing phase the constructed model is examined on the left-out data set. From the available 375 data items, 300 are randomly chosen for training purposes and the rest for testing the model’s accuracy. That is, 80% of the data is used for training and parameter adjusting purposes and the 20% for testing phase. The training set is further divided randomly into two disjoint sets where one is used for model training while the second partition is employed to set model parameters based on the performance (hold out). In order to give the parameters equal importance in the modeling process, the data are re-scaled to the range of [0-1] via dividing them by their maximum values.

3.3. Performance indices

The examination of model performance is of importance to determine its validity. To this end, three performance indices of concordance coefficient (CC), root mean square error (RMSE) and discrepancy ratio (DR) are utilized for model evaluation. CC calculates the concordance of the measured and calculated variables with the perfect value of unity and can be computed by
\[ CC = \frac{2r\sigma_m\sigma_c}{\sigma_m^2 + \sigma_c^2 + \left( \bar{Fr}_p^m - \bar{Fr}_p^c \right)^2} \]  

(2)

where \( \sigma_m \) and \( \sigma_c \) denote the standard deviations of the measured and calculated \( Fr_p \), \( r \) is the correlation coefficient while \( \bar{Fr}_p^m \) and \( \bar{Fr}_p^c \) stands for the average of measured and calculated \( Fr_p \), respectively. The \( RMSE \) measures the model’s error and can be computed by

\[ RMSE = \sqrt{\frac{\sum_{i=1}^{n} (Fr_p^m - Fr_p^c)^2}{n}} \]  

(3)

where \( Fr_p^m \) and \( Fr_p^c \) are the measured and the calculated \( Fr_p \), respectively, and \( n \) is the number of data items. The discrepancy ratio (\( DR \)) calculates the percentage of model accuracy in a specific range and can be written by

\[ DR = \frac{Fr_p^c}{Fr_p^m} \]  

(4)

In the current study, \( DR \) is grouped in the 80-120\%, 70-130\% and 50-150\% ranges.

4. Regularized Regression in the Hilbert Space

In order to fully characterize the model developed in this work for prediction purposes, we start the discussion with the linear regression, a commonly applied technique for function estimation and then illustrate how it may be generalized to a more advanced model to handle more difficult situations in terms of the complexity and non-linearity of the data. The generalization to be discussed corresponds to the formulation of the linear regression technique in the RKHS: reproducing kernel Hilbert space (also known as feature space) so that the estimation function would ultimately act as a non-linear mapping function with respect to the original data points.
The kernel ridge regression (KRR) model development process is discussed in the subsequent sections and summarized as the flowchart given in Figure 1.

Figure 1.

4.1. Linear Regression

Let us suppose that there exists a set of data items \(x_1, \ldots, x_n\) in a space of \(d\) dimensions which are to be mapped onto real numbers \(y_1, \ldots, y_n \in \mathbb{R}\). In other words, each point \(x_i \in \mathbb{R}^d\) shall be mapped onto the corresponding \(y_i \in \mathbb{R}\) through a function. From now on we shall refer to \(y_i\)'s as responses. A commonly applied technique to solve the mapping problem mentioned above is that of linear least squares regression. In this approach, it is assumed that a linear function \(g(x_i) = \alpha^\top x_i\) is able to generate the responses \(y_i\)'s. The goal then becomes estimating the unknown parameters \(\alpha\) [57]. The squared error incurred by the linear model with respect to the sample \(x_i\) would be \((y_i - \alpha^\top x_i)^2\). In an ideal scenario, this error should be zero. Consequently, in order to estimate the parameter \(\alpha\), a sum of squared errors is commonly minimized:

\[
\min_{\alpha} \sum_{i=1}^{n} (y_i - g(x_i))^2 = \min_{\alpha} \sum_{i=1}^{n} (y_i - \alpha^\top x_i)^2
\]

where \(X\) denotes the \(n \times d\) data matrix, \(y\) is the \(n \times 1\) vector of expected responses and \(\alpha\) is the \(d \times 1\) vector of parameters characterizing the function. The optimal solution \(\alpha\) may be determined by setting the derivative of the cost function w.r.t. \(\alpha\) to zero:

\[
\frac{\partial \text{Cost}}{\partial \alpha} = -2X^\top y + 2X^\top X\alpha = 0
\]

\(\alpha\) would then be derived as

\[
\alpha = (X^\top X)^{-1}X^\top y
\]
\[ g(z) = \alpha^T z = y^T X(X^T X)^{-1} z = y^T (XX^T)^{-1} X z \]

\[ = y^T (XX^T)^{-1} [(z, x_1), \ldots, (z, x_n)]^T \]

\[ = [(z, x_1), \ldots, (z, x_n)](XX^T)^{-1} y \quad (8) \]

where \( \langle \cdot, \cdot \rangle \) denotes the dot (inner) product. Considering Eq. (8), \( g(z) \) may be determined if \((XX^T)^{-1}\) exists. As it will be seen shortly, in the non-linear setting, the equivalence of this constraint can be readily satisfied by choosing a suitable kernel function.

An important aspect regarding Eq. (8) is that of representation of all terms involving the data points as dot products. Such a representation is highly useful in extending the linear regression technique into the reproducing kernel Hilbert space (RKHS) where one would ultimately achieve a regression function which is non-linear w.r.t. the original data items in the \( d \)-dimensional space.

### 4.2. Linear Regression in the RKHS

Despite the utility and simplicity of the linear regression which make it a suitable candidate for a wide range of applications, it suffers from a lack of representation capacity for some applications. In particular, when the data represents non-linear characteristics, the preceding approach based on linear regression may not yield desirable results. An alternative solution in these cases is offered by a nonlinear regression method. In particular, the regression approaches formulated in the reproducing kernel Hilbert space provide a powerful alternative to other existing techniques. In a RKHS, the approach is to project the data into a high-dimensional (possibly infinite-dimensional) feature space in an implicit fashion with the hope that the conventional techniques would offer better solutions in this new space. The most well-known instance of these methods is offered by kernel machines [58-61].
Let us assume a nonlinear projection $\phi : \mathbb{R}^d \rightarrow \mathcal{F}$ which induces the RKHS (a.k.a. the feature space $\mathcal{F}$). For a suitably chosen mapping, it is well known that an inner product $\langle \cdot, \cdot \rangle$ on the feature space $\mathcal{F}$ can be expressed via a positive semidefinite kernel $\kappa(\cdot, \cdot)$ as $\langle \phi(x_i), \phi(x_j) \rangle = \kappa(x_i, x_j)$.

Being equipped with the necessary tools, extending the linear regression [62] to the RKHS [63] is straightforward. In this case, each $x$ is projected onto $\phi(x)$ and one seeks a real function $g(\cdot)$ operating on $\phi(x_i)$'s of the feature space $\mathcal{F}$. That is, one is interested in $g(\phi(x)) = f(x)$ and thus, the regression problem to be solved in this case may be expressed as

$$
\min_g \sum_{i=1}^{n} (y_i - g(\phi(x_i)))^2 = \min_f \sum_{i=1}^{n} (y_i - f(x_i))^2
$$

$$
= \min_\beta \sum_{i=1}^{n} (y_i - \beta^T \phi(x_i))^2
$$

(9)

where, as before, we have assumed a linear model. Note that the new linear model is defined in the RKHS rather than the original space of the data. The problem above may not be easily solved since $\beta$ and $\phi(x_i)$ are very high (possibly infinite)-dimensional. Nevertheless, the problem may be more easily approached using inner products as follows. Since $f(z) = g(\phi(z))$, using Eq. (8), the relation for $f(z)$ may be written as

$$
f(z) = [(\phi(z), \phi(x_1)), \ldots, (\phi(z), \phi(x_n))](\Phi \Phi^T)^{-1}y
$$

$$
= [\kappa(z, x_1), \ldots, \kappa(z, x_n)]K^{-1}y
$$

(10)

where we have used the fact that a dot product in the feature space $\mathcal{F}$ can be equivalently written as $\langle \phi(x_i), \phi(x_j) \rangle = \kappa(x_i, x_j)$ and also used the symbol $K = \Phi \Phi^T$. Note that $K$ denotes a matrix of inner products in the Hilbert space and thus its $(i,j)^{th}$ element is $\langle \phi(x_i), \phi(x_j) \rangle$.

Thus, $K_{i,j} = \kappa(x_i, x_j)$. Consequently, the evaluation of $f(\cdot)$ at an arbitrary point $z$ may be viable if $K^{-1}$ exists.
Denoting \( \mathbf{\alpha} = \mathbf{K}^{-1} \mathbf{y} \), function \( f(\cdot) \) may be expressed as

\[
f(\cdot) = [\kappa(\cdot, x_1), \ldots, \kappa(\cdot, x_n)] \mathbf{\alpha}
\]

\[= \sum_{i=1}^{n} \alpha_i \kappa(\cdot, x_i) \tag{11}\]

In this case, if desired, parameter \( \mathbf{\beta} \) in Eq. (9) may be derived as

\[
\min_{\mathbf{\beta}} \sum_{i=1}^{n} (y_i - \sum_{j=1}^{n} \alpha_j \kappa(x_i, x_j))^2
\]

\[= \min_{\alpha} \sum_{i=1}^{n} (y_i - \sum_{j=1}^{n} \alpha_j \kappa(x_i, x_j))^2 \tag{12}\]

and as a result, \( \mathbf{\beta} = \sum_{j=1}^{n} \alpha_j \phi(x_j) \).

Using Eq. (11), the responses on the data \( \mathbf{X} \) may be derived as \( f(\mathbf{X}) = \mathbf{K} \mathbf{\alpha} \). The resulting function \( f(\cdot) \) corresponds to the optimal least squares regression solution in the Hilbert space which is linear with respect to \( \phi(x_i) \)'s and non-linear w.r.t. the data points \( x_i \)'s. The problem may be expressed in a matrix form as

\[
\min_{\mathbf{\alpha}} \| \mathbf{K} \mathbf{\alpha} - \mathbf{y} \|_2^2 \tag{13}\]

The relation above represents a \textit{non-regularized} kernel regression. In this case, if \( \mathbf{K}^{-1} \) exists, function \( f(\cdot) = \sum_{i=1}^{n} \alpha_i \kappa(\cdot, x_i) \) corresponds to an exact interpolation for the given data points. That is, it provides a zero error on the training data samples. In practice, however, an exact interpolation for the given training data may not be desirable as it may reduce the generalization capability of the method on any new and previously unseen data points. In such cases, a
commonly applied technique is that of regularization which corresponds to imposing some constraint on function \( f(.) \). A commonly applied regularization is Tikhonov regularization [64] where one penalizes the norm of the inferred function \( f(.) \) [65]. This may be applied by introducing a new regularization term into the cost function as

\[
\min_{\alpha} \| K\alpha - y \|_2^2 + \| f \|_K^2 = \min_{\alpha} \| K\alpha - y \|_2^2 + \delta \alpha^T K\alpha
\]  

(14)

where \( \| f \|_K^2 \) denotes the norm of function \( f(.) \) in the Hilbert space and parameter \( \delta \) is the parameter controlling the regularization, and consequently the flexibility of the model and is typically determined via cross validation on the training set.

In order to solve the minimization problem in Eq. (14), one may compute its derivative w.r.t. \( \alpha \) and set it to zero:

\[
\frac{\partial \text{Cost}}{\partial \alpha} = 2K(K\alpha - y) + 2\delta K\alpha = 0
\]  

(15)

where we have used the property that \( K \) is a symmetric matrix. The equation above reads

\[
(K + \delta I_n)\alpha = y
\]  

(16)

\( I_n \) is the nxn identity matrix. \( \alpha \) is then derived as

\[
\alpha = (K + \delta I_n)^{-1}y
\]  

(17)

Table 3.

In practice, the equation \( y = K\alpha \) may be solved more efficiently for \( \alpha \) using a Cholesky decomposition [66] along with the forward-back algorithm, as per Algorithm 1. A desirable property of such a solution lies in the fact that a Cholesky decomposition can be performed incrementally to enhance efficiency, discussed next.
4.3. Incremental Cholesky Factorization

In the incremental Cholesky factorization one aims to compute the Cholesky factorization of an \( m \times m \) matrix under the assumption that the Cholesky factorization of the \((m - 1) \times (m - 1)\) sub-matrix is available. In other words, assuming that the Cholesky factorization of matrix \( \mathbf{K}^{(m-1)\times(m-1)} \) associated with \( m - 1 \) observations are available, the goal is to insert a single sample \( (x_m) \) into the training set and then compute the Cholesky factorization of matrix \( \mathbf{K}^{m\times m} \) associated with the new data set. To this aim, the Sherman’s March technique \([67]\) can be applied as

\[
\mathbf{K}^{m\times m} =
\begin{pmatrix}
\mathbf{K}^{(m-1)\times(m-1)} & \mathbf{k}_{1m} \\
\mathbf{k}_{1m}^T & k_{mm}
\end{pmatrix}
= 
\begin{pmatrix}
\mathbf{R}^{(m-1)\times(m-1)^T} & 0 \\
\mathbf{r}_{1m}^T & r_{mm}
\end{pmatrix}
\begin{pmatrix}
\mathbf{R}^{(m-1)\times(m-1)} & \mathbf{r}_{1m} \\
0 & r_{mm}
\end{pmatrix}
\]

(18)

where \( \mathbf{k}_{1m} \) is an \((m - 1) \times 1\) vector given by

\[
\mathbf{k}_{1m} = [\kappa(x_1, x_m), \ldots, \kappa(x_{m-1}, x_m)]^T
\]

and

\[
k_{mm} = \kappa(x_m, x_m).
\]

Eq. (18) reads

\[
\mathbf{K}^{(m-1)\times(m-1)} = \mathbf{R}^{(m-1)\times(m-1)^T} \mathbf{R}^{(m-1)\times(m-1)}
\]

\[
\mathbf{k}_{1m} = \mathbf{R}_{m-1}^T \mathbf{r}_{1m}
\]

\[
r_{mm} = \sqrt{k_{mm} - \mathbf{r}_{1m}^T \mathbf{r}_{1m}}
\]

(19)
In this respect, the first step is that of solving $k_{1m} = R^{m-1}x^{(m-1)}T r_{1m}$ for $r_{1m}$ followed by computing $r_{nm}$. The incremental approach has been found to improve the complexity of the Cholesky decomposition procedure from cubic to quadratic in number of samples [68].

The complete procedure for the incremental Cholesky factorization can be obtained by changing $m$ from 1 to $n$ (total number of samples), Algorithm 2 given in Table 4. Besides reducing the computational complexity, an interesting property of the incremental method is that it allows operation in the scenarios where the data comes in one at a time, i.e. data streams. In this latter case, once a new sample arrives, one only needs to update the new part of the kernel matrix $K$. Additionally, as the Cholesky decomposition can be operated in an incremental scheme, the computations performed previously are completely utilized.

**Table 4.**

### 4.4. The Choice of kernel function $\kappa(\cdot, \cdot)$

Associated with all kernel methods is a kernel function. While there are alternative choices regarding the kernel $\kappa(\cdot, \cdot)$, a widely used one is the radial basis (RBF) function $\kappa(x_i, x_j) = \exp(-\theta \|x_i - x_j\|^2)$ where $\theta$ is the parameter characterizing the width of the kernel. $\theta$ may be learned from the data. The method proposed $Cost$ w.r.t.$\theta$ first, the following matrices are defined:

\[
F = XX^T
\]

\[
E = (I \circ F)1 + 1^T(I \circ F)^T - 2F
\]

where $\circ$ stands for the Hadamard (component-wise) product and $1$ denotes a matrix of ones.

The kernel matrix $K$ may then be expressed as

\[
K = \exp[-\theta E]
\]

The derivative of $Cost$ with respect to the kernel matrix $K$ is
The partial derivative of the objective function $Cost$ with respect to $\theta$ is obtained as

$$\frac{\partial Cost}{\partial \theta} = \text{trace} \left( \frac{\partial Cost}{\partial K}^T \left( -K \circ E \right) \right)$$  \hspace{1cm} (24)$$

The new learning algorithm may then be expressed as per Algorithm 3 given in Table 5 where $\theta$ is initialized to the reciprocal of the average of $E$.

Table 5.

4.5. The Choice of regularization parameter $\delta$

As noted earlier, the regularization parameter controls the flexibility of the model. While a highly flexible model is instrumental in reducing the error on the training set, it may be undesirable from a generalization perspective. In this work, the regularization parameter is set using a cross-validation approach on the train set. For this purpose, the training set is randomly split into two non-overlapping sets where one is utilized for model training (training set) while the second partition (validation set) is employed to assess the performance. In order to set $\delta$, a grid search is performed in the range $[1e-6, ... , 1e+2]$. The value leading to the minimum error on the validation is chosen as the optimal parameter. The parameter is then kept fixed during the experiments on the test set.

4.6. Regression function evaluation

Once the parameters characterizing the non-linear regression are found, in order to determine the output of the function $f(.)$ on a test point $z$ first $k_z = [k(x_1, z), .. , k(x_n, z)]^T$ is computed followed by $f(z) = k_z^T \alpha$. 
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4.7. Computational Complexity

A number of observations regarding the computational complexity of the proposed approach are in order. A computationally expensive step of the proposed approach in the training stage is that of Cholesky factorization having cubic complexity in number of training observations. In the current study, the computational complexity of this stage is moderated through an incremental approach, reducing the complexity to quadratic in number of training observations. Given the Cholesky factorization, the linear system of equations $\mathbf{y} = \mathbf{K}\mathbf{\alpha}$ has a quadratic complexity in number of samples. Other steps of the proposed approach include only matrix-vector multiplications and thus not computationally very demanding.

5. Experimental Evaluation

The performance of Kernel Ridge Regression (KRR) model is examined on the test data by means of three performance indices of concordance coefficient (CC), root mean square error (RMSE) and discrepancy ratio (DR) and reported in Table 6 and Table 7. Three models of Mayerle et al. [5], Ab Ghani [7] and Vongvisessomjai et al. [12] from the literature are included in the table to compare their performances with that of KRR. Furthermore, the results of seven techniques of generalized regression neural network (GR), decision Tree (DT) and multivariate adaptive regression splines (MARS) given by Safari [31] and generalized structure group method of data handling (GS-GMDH), gene expression programming (GEP), fuzzy c-means based adaptive neuro-fuzzy inference system (FCM-ANFIS) and extreme learning machine (ELM) developed by Safari et al. [33] taken from the literature are also included in the comparison. It is worth noting that all the benchmark results of GR, DT, MARS, GS-GMDH, GEP, FCM-ANFIS and ELM were established on the same datasets used in this study applying the same data split strategy.
As can be seen from Table 6, it is obvious that the proposed model outperforms the conventional regression models and the machine learning techniques of GR, DT, MARS, GS-GMDH, GEP, FCM-ANFIS and ELM and in terms of CC and RMSE. The proposed model gives a CC of 0.95 (close to unity) and an RMSE of 0.67 which demonstrate the high modeling capability of the KRR approach. It also provides much better performance than the GR, DT, MARS, GS-GMDH, GEP, FCM-ANFIS and ELM machine learning techniques. The conventional regression models give inferior results with higher RMSE values as compared with the proposed approach. The method presented in Vongvisessomjai et al. [12] is found to perform better than other conventional regression models which may be attributed to utilizing a lower number of input parameters in comparison with the models in Mayerle et al. [5] and Ab Ghani [7]. In addition, the model in Mayerle et al. [5] provides inferior results with CC and RMSE values of 0.59 and 3.14, respectively.

Table 7 illustrates that proposed approach provides a better performance in terms of DR with a mean of 1.02 close to unity and provides a superior performance as compared with the seven other machine learning techniques of GR, DT, MARS, GS-GMDH, GEP, FCM-ANFIS and ELM. The classical regression models typically overestimate $Fr_p$ where Vongvisessomjai et al. [12] gives more accurate results than Mayerle et al. [5] and Ab Ghani [7] outcomes. The higher accuracy of the proposed approach is verified by the fact that 80% of the model outputs fall within the range of 0.80-1.20 of the measured $Fr_p$. The proposed approach gives DR results of 92%, for the range of 0.70-1.30, demonstrating that the suggested model in this study fits appropriately to the measured data. The inferior performances of the conventional regression models are also observed in terms of DR within the ranges of 0.80-1.20 and 0.70-1.30 of the measured particle Froude numbers. As a final conclusion of the statistical analysis based on DR, it should be mentioned that in the proposed approach particle Froude number is estimated more precisely with a DR of 100% within the range of 0.50-1.50 of the measured values.
Figures 2-5 depict a comparison of the measured and calculated $Fr_p$ through the scatter plot of goodness-of-fit for KRR, conventional regression models and GR, DT, MARS, GS-GMDH, GEP, FCM-ANFIS and ELM machine learning techniques. It may be seen from Figure 2 that the estimated particle Froude numbers for the proposed approach match well with their measured counterparts where the results approximately remain on the bisector line with a small scatter. This in turn confirms the superior performance of the proposed approach without noticeable overestimation or underestimation. From Figures 3-5, it may be concluded that the conventional models of Mayerle et al. [5], Ab Ghani [7] and Vongvisessomjai et al. [12] significantly overpredict $Fr_p$ with a large scatter. Although Ab Ghani [7] and Vongvisessomjai et al.’s [12] models outperform Mayerle et al. [5], their performances are not as good as the proposed approach in this study. Similar to the results obtained based on statistical performance indices given in Tables 6-7, KRR outperforms seven machine learning techniques of GR, DT, MARS, GS-GMDH, GEP, FCM-ANFIS and ELM as shown Figure 2 and Figures 4-5. Among the machine learning techniques taken from the literature, MARS and GS-GMDH provide acceptable results and can be considered as alternatives to the developed model in this study.
6. Discussion

As noted earlier, the proposed approach in this study corresponds to a linear regression model constructed in a different space (RKHS) other than the original space of the data characterized by a non-linear kernel function. This in turn facilitates the estimation of a more accurate regression model when the data is highly non-linear. A number of different design choices should be considered when formulating the proposed approach. The first one being the choice of the kernel function. In the current study, the RBF kernel function is considered for this purpose. Nevertheless, other choices may also be considered which are left as a subject of future investigation. As mentioned earlier, in this study, the regularization parameter controlling the flexibility of the model while preventing possible over-fitting to the training data is determined via cross validation in training phase. Accordingly, it requires a large number of training observations for parameter tuning. While in this work the total number of training samples were set to 300, increasing the number of training observations is expected to yield better estimates for the regularization parameter. Moreover, any increase in the number of training samples is also expected to yield a more robust model. A further observation regarding regression in the kernel space is the choice of the regularization imposed on the function. In this work, we have opted for the widely used Tikhonov regularization. Nevertheless, other choices including sparsity of the solution may be also considered in the future.

Based on aforementioned statistical analysis, the proposed approach outperforms other commonly used regression models as well as some other commonly employed machine learning techniques of GR, DT, MARS, GS-GMDH, GEP, FCM-ANFIS and ELM. There is a considerable amount of work in the literature on modeling sediment transport applying the existing machine learning techniques. However, most of them use limited data ranges. The model developed in the current study was learned on a wide range of data taking from four
well-known sources. More importantly, a novel approach where all the parameters
characterizing the regression function are learned from the data is proposed. Based on the
experimental analysis of the proposed approach and other well-known methods in the literature,
it may be concluded that the proposed approach has a better capacity for sediment transport
modeling.

This study used laboratory experimental data for sediment transport modeling which can be
considered as main limitation of the study in the real cases. In this regard, utilizing field data
is of importance to construct more reliable practical models. As the directions for future
investigation, one may consider other regularization schemes in the context of proposed
approach. One possibility in this direction is that of imposing a sparsity constraint on the
solution. Other future research directions include evaluation of different kernel functions or
learning the kernel function as a convex combination of multiple base kernels. Evaluation of
the proposed approach on other environmental modeling problems may be considered as an
alternative further direction for investigation.

7. Conclusions

In the current study, the regularized Kernel Ridge Regression (KRR) technique is proposed as
a robust method for sediment transport modeling. It was illustrated that the KRR technique
corresponds to a linear regression in the RKHS. For the sake of preventing an over-fitting to
the data, a regularized variant of the model was employed where the regularization parameter
was determined via cross validation in the training phase. In the formulation of the KRR
approach, an RBF kernel was deployed the parameter of which was directly learned from the
data via a learning approach based on gradient descent. Moreover, it was shown that training
the model may be performed more efficiently via a Cholesky decomposition and forward-back
substitution. In order to develop a reliable model, a wide range of laboratory data were utilized for the modeling purposes. The sediment, fluid, flow and channel characteristic are considered for modeling by incorporating the dimensionless parameters of channel friction factor, grain size parameter, sediment concentration and relative particle size to compute the particle Froude number. By comparing the accuracy of the proposed approach with the available models it was revealed that the proposed methodology preforms better than other models available in the literature. More specifically, the proposed approach was shown to outperform some other machine learning techniques including GR, DT, MARS, GS-GMDH, GEP, FCM-ANFIS and ELM. More importantly, in the proposed approach the non-deposition particle Froude number was estimated precisely with mean $DR$ and $CC$ values close to unity and lower $RMSE$ value without noticeable underestimation or overestimation as compared with other available models. In the context of environmental and water resources engineering studies, this study proposed the use of the modified regularized kernel regression for the first time. It is expected that other environmental modeling problems may equally benefit from a similar modeling technique. Future directions of research motivated by the current study include examination of alternative regularization techniques for the KRR approach as well as evaluation of the current as well as other kernel-based techniques for environmental modeling purposes.
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Figure Captions

Figure 1. Flowchart of the core of the proposed learning approach.

Figure 2. Comparison of measured and calculated $Fr_p$ by KRR model.

Figure 3. Comparison of measured and calculated $Fr_p$ by of Mayerle et al. [5], Ab Ghani [7] and Vongvisessomjai et al. [12] empirical models

Figure 4. Comparison of measured and calculated $Fr_p$ by GR, DT and MARS models [31]

Figure 5. Comparison of measured and calculated $Fr_p$ by GS-GMDH, GEP, FCM-ANFIS and ELM models [33]
### Table 1. Some machine learning studies on sediment transport modeling

<table>
<thead>
<tr>
<th>Reference</th>
<th>Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ab Ghani and Azamathulla [15]</td>
<td>GEP</td>
</tr>
<tr>
<td>Azamathulla et al. [16]</td>
<td>ANFIS</td>
</tr>
<tr>
<td>Ebtehaj et al. [17]</td>
<td>wavelet–SVM</td>
</tr>
<tr>
<td>Safari et al. [18]</td>
<td>FFBP ANN, RBF ANN, GR ANN</td>
</tr>
<tr>
<td>Qasem et al. [19]</td>
<td>PSO- RBF</td>
</tr>
<tr>
<td>Ebtehaj et al. [20]</td>
<td>DT-ANN</td>
</tr>
<tr>
<td>Ebtehaj et al. [21]</td>
<td>SVM-FA</td>
</tr>
<tr>
<td>Ebtehaj and Bonakdari [22]</td>
<td>EL-ANN</td>
</tr>
<tr>
<td>Najafzadeh and Bonakdari [23]</td>
<td>NF-GMDH</td>
</tr>
<tr>
<td>Najafzadeh et al. [24]</td>
<td>EPR</td>
</tr>
<tr>
<td>Roushangar and Ghasempour [25]</td>
<td>ELM- SVM</td>
</tr>
<tr>
<td>Roushangar and Ghasempour [26]</td>
<td>EA-ANN</td>
</tr>
<tr>
<td>Safari et al. [27]</td>
<td>PSO</td>
</tr>
<tr>
<td>Safari and Danandeh Mehr [28]</td>
<td>MGGP</td>
</tr>
<tr>
<td>Wan Mohtat et al. [29]</td>
<td>FFBP ANN, RBF ANN</td>
</tr>
<tr>
<td>Safari and Shirzad [30]</td>
<td>PSO</td>
</tr>
<tr>
<td>Safari [31]</td>
<td>DT, GR ANN, MARS</td>
</tr>
<tr>
<td>Kargar et al. [32]</td>
<td>GEP, ANFIS</td>
</tr>
<tr>
<td>Safari et al. [33]</td>
<td>GEP, ELM, GS-GMDH, FCM-ANFIS</td>
</tr>
<tr>
<td>Ebtehaj et al. [34]</td>
<td>ELM</td>
</tr>
<tr>
<td>Montes et al. [35]</td>
<td>EPR-MOGA</td>
</tr>
</tbody>
</table>
Table 2. Empirical sediment transport models for rigid boundary open channels

<table>
<thead>
<tr>
<th>Reference</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Craven [45]</td>
<td>[ V \geq 6.37C_v^{0.5}\left( \frac{d}{D} \right)^{-0.50} ]</td>
</tr>
<tr>
<td>Ambrose [46]</td>
<td>[ \frac{V}{\sqrt{2gD(s-1)}} = 2.45C_v^{0.14} ]</td>
</tr>
<tr>
<td>Durand [47], Durand and Condolios [48]</td>
<td>[ \frac{V}{\sqrt{2gD(s-1)}} = 1.36C_v^{0.136} ]</td>
</tr>
<tr>
<td>Robinson and Graf [49]</td>
<td>[ \frac{V}{\sqrt{2gD(s-1)}} = 1.40C_v^{0.111}d^{0.06} ]</td>
</tr>
<tr>
<td>May [51]</td>
<td>[ C_v = 0.0205 \left( \frac{D^2}{A} \right) \left( \frac{d}{R} \right)^{0.6} \left( \frac{V^2}{g(s-1)D} \right)^{1.5} \left( 1 - \frac{V_m}{V} \right)^4 ]</td>
</tr>
<tr>
<td>May et al. [52]</td>
<td>[ C_v = 0.0211 \left( \frac{D^2}{A} \right) \left( \frac{d}{R} \right)^{0.6} \left( \frac{V^2}{g(s-1)D} \right)^{1.5} \left( 1 - \frac{V_m}{V} \right)^4 ]</td>
</tr>
<tr>
<td>Mayerle [53], Mayerle et al. [5]</td>
<td>[ \frac{V}{\sqrt{gd(s-1)}} = 14.43C_v^{0.13}D_v^{0.14} \left( \frac{d}{R} \right)^{-0.56} \lambda^{0.18} ]</td>
</tr>
<tr>
<td>Kithsiri [54]</td>
<td>[ \frac{\tau}{\rho gd(s-1)} = 12.93C_v^{0.29}D_v^{0.21} \left( \frac{R}{d} \right)^{-0.98} \lambda^{1.50} ]</td>
</tr>
<tr>
<td>Ab Ghani [7]</td>
<td>[ \frac{V}{\sqrt{gd(s-1)}} = 3.08C_v^{0.21}D_v^{0.09} \left( \frac{R}{d} \right)^{0.53} \lambda^{-0.21} ]</td>
</tr>
<tr>
<td>Ackers et al. [55], May et al. [56]</td>
<td>[ C_v = 0.0303 \left( \frac{D^2}{A} \right) \left( \frac{d}{R} \right)^{0.6} \left( \frac{V^2}{g(s-1)D} \right)^{1.5} \left( 1 - \frac{V_m}{V} \right)^4 ]</td>
</tr>
<tr>
<td>Vongvisessomjai et al. [12]</td>
<td>[ \frac{V}{\sqrt{gd(s-1)}} = 4.31C_v^{0.226} \left( \frac{d}{R} \right)^{-0.616} ]</td>
</tr>
<tr>
<td>Safari et al. [13]</td>
<td>[ \frac{V}{\sqrt{gd(s-1)}} = 7.34C_v^{0.13}D_v^{0.12} \left( \frac{d}{R} \right)^{-0.44} \beta^{0.91} ]</td>
</tr>
<tr>
<td>Safari et al. [14]</td>
<td>[ \frac{V}{\sqrt{gd(s-1)}} = 4.83C_v^{0.09}D_v^{0.14} \left( \frac{d}{R} \right)^{-0.32} \left( \frac{P}{B} \right)^{0.20} ]</td>
</tr>
</tbody>
</table>

V flow mean velocity; d sediment median size; g gravitational acceleration; s relative specific mass of sediment (\( \rho_s \)) to specific mass of fluid (\( \rho \)); \( C_v \) sediment volumetric concentration; D pipe diameter; \( \theta \) angle of the channel bed to the horizontal; Y flow depth; \( \lambda \) channel friction factor; \( V_m \) flow mean velocity at incipient motion; \( D_v \) dimensionless grain size parameter \((= (s-1)gd^3/\nu^2)^{1/3})\); \( \nu \) fluid kinematic viscosity; \( \tau \) average bed shear stress, \( \beta \) cross-section shape factor \((= \sqrt{P/B}/1.31(B/D_h)^{0.49})\); \( P \) wetted perimeter, \( B \) water surface width, \( D_h \) hydraulic depth of flow.
Table 3. KRR training using Cholesky decomposition and forward-back method

<table>
<thead>
<tr>
<th>Algorithm 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: $n =$ number of training observations</td>
</tr>
<tr>
<td>2: $y =$ expected responses</td>
</tr>
<tr>
<td>3: Compute the kernel matrix $K$</td>
</tr>
<tr>
<td>4: $K = R^T R$</td>
</tr>
<tr>
<td>5: Find $\theta$ in $R^T \theta = y$</td>
</tr>
<tr>
<td>6: Find $\alpha$ in $R\alpha = \theta$</td>
</tr>
<tr>
<td>7: Output $\alpha$</td>
</tr>
</tbody>
</table>
Table 4. Incremental Cholesky decomposition for efficient solving of the system of linear equations

<table>
<thead>
<tr>
<th>Algorithm 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Set $R^0 = \kappa(x_1, x_1)$</td>
</tr>
<tr>
<td>2: for $m=2$ to $n$ do</td>
</tr>
<tr>
<td>3: $k_{1m} = [\kappa(x_1, x_m), \ldots, \kappa(x_{m-1}, x_m)]^T$</td>
</tr>
<tr>
<td>4: Find $r_{1m}$ satisfying $k_{1m} = R^{(m-1)\times(m-1)}^T r_{1m}$</td>
</tr>
<tr>
<td>5: $k_{mm} = \kappa(x_m, x_m)$</td>
</tr>
<tr>
<td>6: $r_{mm} = \sqrt{k_{mm} - r_{1m}^T r_{1m}}$</td>
</tr>
<tr>
<td>7: $R^{(m-1)\times(m-1)} = \begin{pmatrix} R^{(m-1)\times(m-1)} &amp; r_{1m} \ 0 &amp; r_{mm} \end{pmatrix}$</td>
</tr>
<tr>
<td>8: end for</td>
</tr>
<tr>
<td>9: $R = R_{m-1}$</td>
</tr>
</tbody>
</table>
Table 5. KRR training using Cholesky decomposition and forward-back method where the Gaussian kernel width is also learned.

<table>
<thead>
<tr>
<th>Algorithm 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: ( n = ) number of training observations</td>
</tr>
<tr>
<td>2: ( y = ) expected responses</td>
</tr>
<tr>
<td>3: ( \theta = 1/m )</td>
</tr>
<tr>
<td>4: repeat</td>
</tr>
<tr>
<td>5: ( \theta = \theta - \eta \frac{\partial \text{Cost}}{\partial \theta} )</td>
</tr>
<tr>
<td>6: ( K = K(\theta) )</td>
</tr>
<tr>
<td>7: ( K = R^T R )</td>
</tr>
<tr>
<td>8: Find ( \theta ) in ( R^T \theta = y )</td>
</tr>
<tr>
<td>9: Find ( \alpha ) in ( R\alpha = \theta )</td>
</tr>
<tr>
<td>10: until (</td>
</tr>
<tr>
<td>11: Output ( \alpha ) and ( \theta )</td>
</tr>
</tbody>
</table>
Table 6. Comparison of different models by means of $CC$ and $RMSE$

<table>
<thead>
<tr>
<th>Method</th>
<th>$CC$</th>
<th>$RMSE$</th>
</tr>
</thead>
<tbody>
<tr>
<td>KRR (this study)</td>
<td>0.95</td>
<td>0.67</td>
</tr>
<tr>
<td>Mayerle et al. [3]</td>
<td>0.59</td>
<td>3.14</td>
</tr>
<tr>
<td>Ab Ghani [5]</td>
<td>0.79</td>
<td>1.51</td>
</tr>
<tr>
<td>Vongvisessomjai et al. [11]</td>
<td>0.84</td>
<td>1.27</td>
</tr>
<tr>
<td>GR [31]</td>
<td>0.90</td>
<td>0.83</td>
</tr>
<tr>
<td>DT [31]</td>
<td>0.86</td>
<td>1.03</td>
</tr>
<tr>
<td>MARS [31]</td>
<td>0.92</td>
<td>0.79</td>
</tr>
<tr>
<td>GS-GMDH [33]</td>
<td>0.93</td>
<td>0.76</td>
</tr>
<tr>
<td>GEP [33]</td>
<td>0.91</td>
<td>0.81</td>
</tr>
<tr>
<td>FCM-ANFIS [33]</td>
<td>0.92</td>
<td>0.79</td>
</tr>
<tr>
<td>ELM [33]</td>
<td>0.91</td>
<td>0.80</td>
</tr>
</tbody>
</table>
Table 7. Comparison of different models by means of DR

<table>
<thead>
<tr>
<th>Method</th>
<th>$D_e$</th>
<th>Mean</th>
<th>0.80-1.20</th>
<th>0.70-1.30</th>
<th>0.50-1.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>KRR (this study)</td>
<td>1.02</td>
<td>80.00</td>
<td>92.00</td>
<td>100.00</td>
<td></td>
</tr>
<tr>
<td>Mayerle et al. [3]</td>
<td>1.50</td>
<td>24.00</td>
<td>32.00</td>
<td>48.00</td>
<td></td>
</tr>
<tr>
<td>Ab Ghani [5]</td>
<td>1.17</td>
<td>62.67</td>
<td>66.67</td>
<td>78.67</td>
<td></td>
</tr>
<tr>
<td>Vongvisessomjai et al. [11]</td>
<td>1.15</td>
<td>64.00</td>
<td>70.67</td>
<td>85.33</td>
<td></td>
</tr>
<tr>
<td>GR [31]</td>
<td>0.98</td>
<td>78.67</td>
<td>90.67</td>
<td>98.67</td>
<td></td>
</tr>
<tr>
<td>DT [31]</td>
<td>0.96</td>
<td>73.33</td>
<td>89.33</td>
<td>96.00</td>
<td></td>
</tr>
<tr>
<td>MARS [31]</td>
<td>1.03</td>
<td>74.67</td>
<td>86.67</td>
<td>97.33</td>
<td></td>
</tr>
<tr>
<td>GS-GMDH [33]</td>
<td>1.05</td>
<td>69.33</td>
<td>89.33</td>
<td>100.00</td>
<td></td>
</tr>
<tr>
<td>GEP [33]</td>
<td>1.06</td>
<td>68.00</td>
<td>88.00</td>
<td>100.00</td>
<td></td>
</tr>
<tr>
<td>FCM-ANFIS [33]</td>
<td>1.05</td>
<td>72.00</td>
<td>85.33</td>
<td>98.67</td>
<td></td>
</tr>
<tr>
<td>ELM [33]</td>
<td>1.08</td>
<td>73.33</td>
<td>84.00</td>
<td>96.00</td>
<td></td>
</tr>
</tbody>
</table>
Figure 1. Flowchart of the core of the proposed learning approach.
Figure 2. Comparison of measured and calculated $Fr_p$ by KRR model.
Figure 3. Comparison of measured and calculated $Fr_p$ by of Mayerle et al. [5], Ab Ghani [7] and Vongvisessomjai et al. [12] empirical models.
Figure 4. Comparison of measured and calculated $Fr_p$ by GR, DT and MARS models [31]
Figure 5. Comparison of measured and calculated Frp by GS-GMDH, GEP, FCM-ANFIS and ELM models [33]
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