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We investigate a Markov chain with a state space $1, 2, \ldots, r$ stopping at appearance of patterns consisting of two consecutive states. It is observed that the expected stopping times of the chain have surprising oscillating dependencies on starting positions. Analogously, the stopping probabilities also have oscillating dependencies on terminal states. In a nonstopping Markov chain the frequencies of appearances of two consecutive states are found explicitly.

1. Formulation of results

Let $(Z_n)_{n \geq 1}$ be a time homogeneous Markov chain with finite state space $\Omega$. A pattern is a finite sequence of elements from $\Omega$. There has been and still is much interest in stopping probabilities and mean waiting times of pattern collections. First results were obtained for the patterns generated by independent and identically distributed discrete random variables. Stopping probabilities and mean waiting times in this case were obtained by Li [9], Gerber and Li [5] by use of a martingale approach and by Guibas and Odlyzko [7], Blom and Thorburn [1] by use of a combinatorial method. Later on, stopping probabilities and mean waiting times for the patterns generated by dependent random variables were investigated. Han and Aki [8], Fu and Chang [3] used the Markov chain embedding method, Han and Aki [8] used a combinatorial method, Glaz et al. [6], Pozdnyakov [11], Fisher and Cui [2] used a martingale approach, Glaz et al. [6], Gava and Salotti [4] used the method of gambling teams for developing a procedure for calculating stopping probabilities and mean waiting times for Markov chains.

We consider a time-homogeneous Markov chain $(Z_n)_{n \geq 1}$ on a finite set $\Omega(r) = \{1, 2, \ldots, r\}$ with transition probabilities $p_{ii} = 0$ and $p_{ij} = 1/(r - 1)$ for all $i, j \in \Omega(r)$. A pattern is a finite sequence of elements from $\Omega(r)$. A pattern of length $n$ will be denoted by $a_1, a_2, \ldots, a_n$, where $a_i \in \Omega(r)$. In this paper we will deal with patterns of length two. We say that $A_{u,v}^{\leq s} = u, v$ is an $s$ pattern if $|u - v| \leq s$. Let $\tau_{A_{u,v}^{\leq s}}$ be the waiting time until $A_{u,v}^{\leq s}$ occurs. That is,

$$\tau_{A_{u,v}^{\leq s}} = \inf\{m \geq 1 : Z_m, Z_{m+1} = A_{u,v}^{\leq s} \text{ for some } u \text{ and } v\}.$$
The stopping time $\tau^{s} \leq$ of the Markov chain $(Z_n)_{n \geq 1}$ is the minimum number of steps required for getting one of the $s$ patterns:

$$\tau^{s} := \min_{(u,v)} \{ \tau_{A_{u,v}^{s}} \}.$$  

Let $E_{i \leq s}^{s}$ be the expected stopping time of the chain represented by the conditional expectation

$$E_{i \leq s}^{s} := E \{ \tau^{s} \mid Z_1 = i \}.$$  

Below we focus on the case $s = 1$ and for simplicity use $\tau$ for $\tau^{1}$ and $E_i$ for $E_{i \leq 1}$. We will investigate the behavior of expected stopping times $E_i$ as a function of $i$. We will only consider $E_1, \ldots, E_k$ for $r = 2k$ and $E_1, \ldots, E_{k+1}$ for $r = 2k + 1$, since by symmetry $E_i = E_{r-i+1}$ for $i = 1, \ldots, \lfloor r/2 \rfloor$. It is easy to see that $E_1 > E_2$. One could expect monotonicity relationships $E_i > E_{i+1}$ for $i = 1, 2, \ldots, \lfloor r/2 \rfloor$. On the contrary, it turns out that the smallest expectation is $E_2$ and there is the following oscillating hierarchy between expected stopping times:

**Theorem 1.** The expected stopping times $E_i$, $i = 1, 2, \ldots, r$ satisfy the following inequalities:

$$E_1 > E_3 > \cdots > E_{\lfloor (r/2) - a - 2 \rfloor} > E_{\lfloor (r/2) - a \rfloor} > E_{\lfloor (r/2) - b \rfloor} > E_{\lfloor (r/2) - b - 2 \rfloor} > \cdots > E_4 > E_2,$$

where $a = 1, b = 2$ if $r = 4l$ or $4l + 3$, and $a = 2, b = 1$ if $r = 4l + 1$ or $4l + 2$.

The dependence of expectations $E_i$ on the starting states $i$ in the case $r = 17$ is shown in Figure 1.

Let $A_u := A_{u,v}^{1}$. It can be readily seen that there are $2r - 2$ stopping patterns of length two consisting of all consecutive elements of $\Omega(r)$: for each $u = 1, \ldots, 2r - 2$ the pattern $A_u$ is defined by

$$A_u = \begin{cases} 
  u, u + 1 & \text{if } u = 1, \ldots, r - 1, \\
  u - r + 2, u - r + 1 & \text{if } u = r, \ldots, 2r - 2.
\end{cases}$$

If we admit the states 1 and $r$ as neighbors and add the patterns 1, $r$ and $r$, 1 to the collection of stopping patterns, then the stopping time of the obtained Markov chain $(Z_n^0)_{n \geq 1}$ is a geometric random variable and $E_1 = E_2 = \cdots = E_r = (r - 1)/2$. Thus, $(Z_n)_{n \geq 1}$ is obtained from $(Z_n^0)_{n \geq 1}$ by symmetry breaking. Inherently the effect of this symmetry breaking diminishes as the starting point moves away from the

**Figure 1.** Oscillating hierarchy between expected stopping times and stopping probabilities.
Thus, there is a duality relationship between expected stopping times and stopping probabilities: one can
expectation in terms of remaining expectations.

Let \( P\{\tau = \tau_{A_{j-1}} \mid Z_1 = i\} \) be the probability that the pattern \( j - 1, j \) appears first among all stopping
patterns in the realization of the chain starting at \( i \). Then, under natural assumptions on uniform distri-
bution of starting states, the probability of occurrence of \( j - 1, j \) as the first pattern among all stopping
patterns is

\[
P\{\tau = \tau_{A_{j-1}}\} = \frac{1}{r} \sum_{i=1}^{r} P\{\tau = \tau_{A_{j-1}} \mid Z_1 = i\}.
\]

Similarly, the probability of occurrence of \( j + 1, j \) as the first pattern among all stopping patterns is

\[
P\{\tau = \tau_{A_{j+r-1}}\} = \frac{1}{r} \sum_{i=1}^{r} P\{\tau = \tau_{A_{j+r-1}} \mid Z_1 = i\}.
\]

For convenience, we set \( P\{\tau = \tau_{A_0}\} = 0 \). Hence by (3) and (4), the probability \( P_j \) that the chain
terminates at state \( j \) satisfies

\[P_j = P\{\tau = \tau_{A_{j-1}}\} + P\{\tau = \tau_{A_{j+r-1}}\}\]

for each \( 1 \leq j \leq r \).

We will investigate the behavior of stopping probabilities \( P_j \) as a function of \( j \). Since by symmetry
\( P_j = P_{r-j+1} \) for \( j = 1, \ldots, \lfloor r/2 \rfloor \), we will investigate \( P_1, \ldots, P_k \) if \( r = 2k \) and \( P_1, \ldots, P_{k+1} \) if \( r = 2k + 1 \). One could expect natural monotonicity relationships \( P_j < P_{j+1} \) for \( j = 1, 2, \ldots, \lfloor r/2 \rfloor \) between stopping
probabilities. On the contrary, it turns out that \( P_2 \) is the greatest among all probabilities and there is the
following oscillating hierarchy between stopping probabilities:

**Theorem 2.** The stopping probabilities \( P_j, j = 1, 2, \ldots, r \) satisfy the following inequalities:

\[P_1 < P_3 < \cdots < P_{\lfloor (r/2) - a - 2 \rfloor} < P_{\lfloor (r/2) - a \rfloor} < P_{\lfloor (r/2) \rfloor} < P_{\lfloor (r/2) - b \rfloor} < P_{\lfloor (r/2) - b - 2 \rfloor} < \cdots < P_4 < P_2,\]

where \( a = 1, b = 2 \) if \( r = 4l \) or \( 4l + 3 \), and \( a = 2, b = 1 \) if \( r = 4l + 1 \) or \( 4l + 2 \).

The dependence of probabilities \( P_j \) on the terminal states \( j \) in the case \( r = 17 \) is shown in Figure 1. Thus, there is a duality relationship between expected stopping times and stopping probabilities: one can obtain orderings among stopping probabilities by simple reversing of orderings among expected stopping times.

The method of gambling teams and martingale approach provide a procedure for construction of
equations and solving them to find the expectation of \( \tau \). By analogous approaches one can set up a
technique for expressing each \( E_i, i = 1, \ldots, r \) as an entry of the solution and each \( P_j, j = 1, \ldots, r \)
in terms of some entries of the solution for a certain linear system of equations; see [2], and also, for
the independent case, see [9]. Since this procedure does not provide explicit and simple expressions
for the required expectations \( E_i \) and probabilities \( P_j \), the comparison of the solutions of these equation
systems becomes an extremely arduous task. In the proofs of Theorems 1 and 2 we follow a totally
different approach. We derive and explore a system of linear equations expressing dependencies of each
expectation in terms of remaining expectations.
Consider a nonstopping Markov chain \((Z_n)_{n \geq 1}\) starting at state \(i\). Let \(\chi^i_m(j)\) be the total number of appearances of the patterns \(j - 1, j\) or \(j + 1, j\) among the first \(m\) trials. It turns out that as \(m\) increases, in spite of the ordering relationships between expected stopping times and stopping probabilities, the frequencies of appearances of these patterns have totally different behavior:

**Theorem 3.** Let \(i, j \in \Omega(r)\) be fixed and \(\chi^i_m(j)\) be the total number of appearances of the patterns \(j - 1, j\) or \(j + 1, j\) in the first \(m\) trials of \((Z_n)_{n \geq 1}\). Then

\[
\lim_{m \to \infty} \frac{\chi^i_m(j)}{m} = \begin{cases} 
\frac{1}{2r-2} & \text{if } j \in \{1, r\}, \\
\frac{2}{2r-2} & \text{if } j \in \{2, \ldots, r-1\}.
\end{cases}
\]

Let \(G = (V, E)\) be an undirected connected graph with \(n\) vertices and \(m\) edges. It is well known that if a random walk jumps uniformly from any vertex to its adjacent vertices, its stationary distribution is

\[\pi(i) = \frac{d(i)}{2m},\]

where \(d(i)\) is the degree of vertex \(i\); see [10]. We deal with a random walk jumping to all vertices of the complete graph with stopping rule (1) \((s = 1)\) so we have a unique positive probability of stopping at each vertex \(i\) in the long run. Let us call the edges \(A_j, j = 1, \ldots, r - 1\) the stopping edges. The stopping degree \(d(i)\) of any vertex is the number of stopping edges incident to this vertex: \(d(1) = 1\) and \(d(i) = 2\) for \(i = 2, \ldots, [r/2]\). Then, we may rewrite the stationary distribution in Theorem 3 as follows:

\[\pi(i) = \frac{d(i)}{2(r - 1)}.
\]

Thus, in this sense Theorem 3 is consistent with the formula \(\pi(i) = d(i)/2m\) from [10].

**2. Proofs**

**2.1. Proof of Theorem 1.** In order to investigate the relationship between expected stopping times, we express each expectation \(E_i\) in terms of remaining expectations by using the properties of conditional expectation.

\[
\begin{align*}
E_1 &= \frac{1}{r-1} + \sum_{j=3}^{r} \frac{1}{r-1} (1 + E_j) \\
E_2 &= \frac{1}{r-1} + \frac{1}{r-1} + \sum_{j=4}^{r} \frac{1}{r-1} (1 + E_j) \\
E_i &= \sum_{j=1}^{i-2} \frac{1}{r-1} (1 + E_j) + \frac{1}{r-1} + \sum_{j=i+2}^{r} \frac{1}{r-1} (1 + E_j) \quad \text{if } 3 \leq i \leq r - 2, \\
E_{r-1} &= \sum_{j=1}^{r-3} \frac{1}{r-1} (1 + E_j) + \frac{1}{r-1} + \frac{1}{r-1}, \\
E_r &= \sum_{j=1}^{r-2} \frac{1}{r-1} (1 + E_j) + \frac{1}{r-1}.
\end{align*}
\]
Below we proceed with the odd case \( r = 2k + 1 \). Let \( p := 1/(r - 1) \) and \( \Delta_{i,j} := E_i - E_j \) for all \( i, j \).

As we will see in Lemma 1, the mean stopping time \( E_i \) takes its maximum at \( i = 1 \):

**Lemma 1.** \( \Delta_{1,j} > 0 \) for \( j = 2, \ldots, k + 1 \).

**Proof.** The proof of Lemma 1 is based on the following trick. It directly follows from the system (5) that the expression \( \Delta_{1,j} = E_1 - E_j \) depends on \( E_{j+1} \) and terms \( E_i, 2 \leq i \leq j - 1 \). By iterative substitutions we show that the impact of all these terms results in a coefficient \( c_j \) of \( \Delta_{1,j} \), which turns out to be positive.

Direct comparison of values of \( E_1, E_2 \) and \( E_3 \) from (5) readily leads to

\[
\frac{1}{p} \Delta_{1,2} = E_3 \quad \text{and} \quad \left( 1 + \frac{1}{p} \right) \Delta_{1,3} = E_4.
\]

Therefore, \( \Delta_{1,2} > 0 \) and \( \Delta_{1,3} > 0 \). Let \( j \geq 4 \). From the system of equations (5) we readily have

\[
\left( 1 + \frac{1}{p} \right) \Delta_{1,j} = E_{j+1} + \Delta_{j-1,2} \quad \text{for} \quad j = 4, \ldots, k + 1.
\]

In (6), \( \Delta_{1,j} \) is expressed in terms of \( E_{j+1} \) and \( \Delta_{2,j-1} \). More generally, for all \( i \geq 2 \) by (5) one can express \( \Delta_{i,j} \) hierarchically in terms of \( \Delta_{i+1,j-1} \) and \( \Delta_{i-1,j+1} \). Based on these formulas, below we will show that \( \Delta_{i,j} \) is positive (negative) if and only if \( \Delta_{i-1,j+1} \) is negative (positive). This observation is a main reason for the oscillation properties, as will be seen in (11) and (19).

Now in order to prove \( \Delta_{1,j} > 0 \) for the remaining cases \( j \geq 4 \), we consider the following two systems of equations depending on the parity of \( j \):

For even \( j \geq 4 \) we have the following \( j/2 \) equations, where the first equation corresponds to \( s = 1 \) and coincides with (6) and the last equation corresponds to \( s = j/2 \):

\[
\begin{align*}
\left( 1 + \frac{1}{p} \right) \Delta_{1,j} & = E_{j+1} + \Delta_{j-1,2}, \\
\left( 1 + \frac{1}{p} \right) \Delta_{s,t} & = \Delta_{t+1,s-1} + \Delta_{t-1,s+1} \quad \text{for} \quad s = 2, \ldots, (j - 2)/2 \quad \text{and} \quad t = j + 1 - s, \\
\frac{1}{p} \Delta_{j/2,(j+2)/2} & = \Delta_{(j+4)/2,(j-2)/2}.
\end{align*}
\]

For odd \( j \geq 5 \) we have the following \( (j - 1)/2 \) equations, where the first equation corresponds to \( s = 1 \) and coincides with (6) and the last equation corresponds to \( s = (j - 1)/2 \):

\[
\begin{align*}
\left( 1 + \frac{1}{p} \right) \Delta_{1,j} & = E_{j+1} + \Delta_{j-1,2}, \\
\left( 1 + \frac{1}{p} \right) \Delta_{s,t} & = \Delta_{t+1,s-1} + \Delta_{t-1,s+1} \quad \text{for} \quad s = 2, \ldots, (j - 3)/2 \quad \text{and} \quad t = j + 1 - s, \\
\left( 1 + \frac{1}{p} \right) \Delta_{(j-1)/2,(j+3)/2} & = \Delta_{(j+5)/2,(j-3)/2}.
\end{align*}
\]

Below, \([a_0; a_1, a_2, \ldots, a_n]\) denotes a finite simple continued fraction

\[
a_0 + \cfrac{1}{a_1 + \cfrac{1}{a_2 + \cfrac{1}{\ddots + \cfrac{1}{a_n}}}}
\]
where $a_i$ is an integer for $i \geq 0$. For even values of $j$ consider the system (7). From the last equation corresponding to $s = j/2$ we express $\Delta_{j/2,(j/2)+1}$ in terms of $\Delta_{(j/2)+2,(j/2)-1}$ and insert it into the previous equation corresponding to $s = (i/2) - 1$. As a result, in the equation for $s = (i/2) - 1$ we get rid of $\Delta_{j/2,(j/2)+1}$. Similarly, in the equation corresponding to $s = (i/2) - 1$ we express $\Delta_{(j/2)-1,(j/2)+2}$ in terms of $\Delta_{(j/2)+3,(j/2)-2}$ and insert it into the previous equation corresponding to $s = (i/2) - 2$ and get rid of $\Delta_{(j/2)-1,(j/2)+2}$. We continue this process in (7) and finally insert the expression for $\Delta_{2,j-1}$ from the equation corresponding to $s = 2$ into the first equation corresponding to $s = 1$. We carry out the analogous process in (8) for odd values of $j$. As a result, we get the following identity:

\begin{equation}
(9) \quad c_j \Delta_{1,j} = E_{j+1},
\end{equation}

where

\[
c_j = \begin{cases}
1 + \frac{1}{p}; -\left(1 + \frac{1}{p}\right), \ldots, (-1)^{n-1} \left(1 + \frac{1}{p}\right), (-1)^n \frac{1}{p} & \text{if } j \text{ is even,} \\
1 + \frac{1}{p}; -\left(1 + \frac{1}{p}\right), \ldots, (-1)^{n-1} \left(1 + \frac{1}{p}\right), (-1)^n \left(1 + \frac{1}{p}\right) & \text{if } j \text{ is odd.}
\end{cases}
\]

Here $c_j$ has $n + 1 = j/2$ partial quotients for even $j$ and has $n + 1 = (j - 1)/2$ partial quotients for odd $j$. It can be readily shown that the coefficient $c_j$ is positive. Then, by (9) we get $\Delta_{1,j} > 0$ for $j = 4, \ldots, k + 1$. Thus, Lemma 1 is proved. \qed

In order to complete the proof of Theorem 2, we need the following:

**Lemma 2.** Let $2 \leq i < j \leq k + 1$. Then $\Delta_{i,j} < 0$ if $i$ is even, and $\Delta_{i,j} > 0$ if $i$ is odd.

**Proof.** The proof of Lemma 2 is also based on the following trick. It directly follows from the system (5) that the expression $\Delta_{s,t} = E_s - E_t$ depends on $E_{s-1}, E_{t+1}$ and terms $E_i$, $s + 1 \leq i \leq t - 1$. By iterative substitutions we show that the impact of all these terms results in a coefficient $c_{s,t}$ or $d_{s,t}$ of $\Delta_{s,t}$, which turns out to be positive.

The proof consists of two parts: (a) $i + j \leq k + 2$, and (b) $k + 3 \leq i + j \leq 2k + 1$.

(a) We first consider the system (7). As in the proof of Lemma 1, starting from $s = \frac{1}{2}(j - 2)$ for $s = \frac{1}{2}(j - 2), \frac{1}{2}(j - 2) - 1, \ldots, 3$ we gradually express $\Delta_{s,t}$ in terms of $\Delta_{s-1,t+1}$ in the equation corresponding to $s$ and insert it into the equation corresponding to $s - 1$. Similarly, in (8) starting from $s = \frac{1}{2}(j - 3)$ for $s = \frac{1}{2}(j - 3), \frac{1}{2}(j - 3) - 1, \ldots, 3$ we gradually express $\Delta_{s,t}$ in terms of $\Delta_{s-1,t+1}$ in the equation corresponding to $s$ and insert it into the equation corresponding to $s - 1$. As a result, for $s = 2, \ldots, \frac{1}{2}j$ (if $j$ is even) and $s = 2, \ldots, \frac{1}{2}(j - 1)$ (if $j$ is odd) we get

\begin{equation}
(10) \quad c_{s,t} \Delta_{s,t} = \Delta_{t+1,s-1},
\end{equation}

where

\[
c_{s,t} = \begin{cases}
\left[1 + \frac{1}{p}; -\left(1 + \frac{1}{p}\right), \ldots, (-1)^{n-1} \left(1 + \frac{1}{p}\right), (-1)^n \frac{1}{p}\right] & \text{if } s + t \text{ is odd,} \\
\left[1 + \frac{1}{p}; -\left(1 + \frac{1}{p}\right), \ldots, (-1)^{n-1} \left(1 + \frac{1}{p}\right), (-1)^n \left(1 + \frac{1}{p}\right)\right] & \text{if } s + t \text{ is even.}
\end{cases}
\]
Here \( s + t = j + 1 \) and \( c_{s,t} \) has \( \frac{1}{2}(t-s+1) \) partial quotients for odd \( s+t \) and \( \frac{1}{2}(t-s) \) partial quotients for even \( s+t \). As in the proof of Lemma 1 the coefficient \( c_{s,t} \) is positive. Therefore, by (10) we have

\[
\Delta_{s,t} > 0 \quad (\Delta_{s,t} < 0) \iff \Delta_{s-1,t+1} < 0 \quad (\Delta_{s-1,t+1} > 0).
\]

Using Lemma 1 and (11), we readily get the following relationships for each \( 4 \leq j \leq k+1 \):

If \( j \) is even,

\[
\Delta_{2,j-1} < 0 \iff \Delta_{3,j-2} > 0 \iff \Delta_{4,j-3} < 0 \iff \cdots \iff \Delta_{j/2,(j+2)/2} < 0 \quad (\text{or } \Delta_{j/2,(j+2)/2} > 0)
\]

for \( j/2 \) even or odd, respectively.

If \( j \) is odd,

\[
\Delta_{2,j-1} < 0 \iff \Delta_{3,j-2} > 0 \iff \Delta_{4,j-3} < 0 \iff \cdots \iff \Delta_{(j-1)/2,(j+3)/2} < 0 \quad (\text{or } \Delta_{(j-1)/2,(j+3)/2} > 0)
\]

for \( (j-1)/2 \) even or odd, respectively.

Thus, the signs of \( \Delta_{i,j} \) are verified for \( i+j \leq k+2 \).

(b) Now we will study the signs of \( \Delta_{i,j} \) for \( k+3 \leq i+j \leq 2k+1 \). For each fixed \( i \in \{2, \ldots, k-2\} \), depending on the parity of \( i+k+1 \) we get the following two systems of equations:

For odd \( i+k+1 \): we have

\[
\begin{align*}
(1 + \frac{1}{p})\Delta_{i,k+1} &= \Delta_{k+2,i-1} + \Delta_{k,i+1}, \\
(1 + \frac{1}{p})\Delta_{s,t} &= \Delta_{t+1,s-1} + \Delta_{t-1,s+1} & \text{for } s = i+1, \ldots, \frac{1}{2}(k+i-2) \text{ and } t = i+k+1-s, \\
\frac{1}{p} \Delta_{\frac{s}{2}(k+i), \frac{t}{2}(k+i+2)} &= \Delta_{\frac{s}{2}(k+i+4), \frac{t}{2}(k+i-2)}.
\end{align*}
\]

For even \( i+k+1 \): we have

\[
\begin{align*}
(1 + \frac{1}{p})\Delta_{i,k+1} &= \Delta_{k+2,i-1} + \Delta_{k,i+1}, \\
(1 + \frac{1}{p})\Delta_{s,t} &= \Delta_{t+1,s-1} + \Delta_{t-1,s+1} & \text{for } s = i+1, \ldots, \frac{1}{2}(k+i-3) \text{ and } t = i+k+1-s\left(1 + \frac{1}{p}\right)\Delta_{\frac{s}{2}(k+i-1), \frac{t}{2}(k+i+3)} \\
&= \Delta_{\frac{s}{2}(k+i+5), \frac{t}{2}(k+i-3)}.
\end{align*}
\]

Now, we take the difference of each \( E_i \) for \( i \in \{k-1, k\} \) with \( E_{k+1} \) from the system (5):

Note that for \( i = k-1 \), we have

\[
(1 + \frac{1}{p})\Delta_{k-1,k+1} = \Delta_{k+2,k-2}
\]

and for \( i = k \),

\[
\frac{1}{p} \Delta_{k,k+1} = \Delta_{k+2,k-1}.
\]
We first consider the system (14). As in the proof of Lemma 1, starting from \( s = \frac{1}{2}(k+i) \), for \( s = \frac{1}{2}(k+i), \frac{1}{2}(k+i) - 1, \ldots, i+1 \) we gradually express \( \Delta_{s,t} \) in terms of \( \Delta_{s-1,t+1} \) in the equation corresponding to \( s \) and insert it into the equation corresponding to \( s-1 \). Similarly, in (15) starting from \( s = \frac{1}{2}(k+i-1) \), for \( s = \frac{1}{2}(k+i-1), \frac{1}{2}(k+i-1) - 1, \ldots, i+1 \) we gradually express \( \Delta_{s,t} \) in terms of \( \Delta_{s-1,t+1} \) in the equation corresponding to \( s \) and insert it into the equation corresponding to \( s-1 \). As a result, for \( s = i, \ldots, \frac{1}{2}(k+i) \) (if \( i+k+1 \) is odd) and for \( s = i, \ldots, \frac{1}{2}(k+i-1) \) (if \( i+k+1 \) is even), we get

\[
d_{s,t} \Delta_{s,t} = \Delta_{t+1,s-1},
\]

where

\[
d_{s,t} = \begin{cases} 
\left[ 1 + \frac{1}{p}; -\left( 1 + \frac{1}{p} \right), \ldots, (-1)^{n-1} \left( 1 + \frac{1}{p} \right), (-1)^n \frac{1}{p} \right] & \text{if } s + t \text{ is odd}, \\
\left[ 1 + \frac{1}{p}; -\left( 1 + \frac{1}{p} \right), \ldots, (-1)^{n-1} \left( 1 + \frac{1}{p} \right), (-1)^n \left( 1 + \frac{1}{p} \right) \right] & \text{if } s + t \text{ is even}.
\end{cases}
\]

Here \( s + t = i + k + 1 \) and \( d_{s,t} \) has \( \frac{1}{2}(t-s+1) \) partial quotients for odd \( s + t \), and \( \frac{1}{2}(t-s) \) partial quotients for even \( s + t \). Since \( d_{s,t} > 0 \) by (16), (17) and (18), for \( k + 3 \leq s + t \leq 2k + 1 \) we have

\[
\Delta_{s,t} > 0 \iff \Delta_{s-1,t+1} < 0 \iff \Delta_{s-1,t+1} > 0 \iff \Delta_{s-1,t+1} = 0
\]

Let us take \( i = 2 \) in (14) and (15) hence \( s + t = k + 3 \). By symmetry, \( \Delta_{1,k+2} = \Delta_{1,k} \) so \( \Delta_{1,k+2} > 0 \) by Lemma 1. Then, (19) gives

\[
\begin{align*}
\Delta_{1,k+2} > 0 & \iff \Delta_{2,k+1} < 0 \iff \Delta_{3,k} > 0 \iff \cdots \iff \Delta_{\frac{1}{2}(k+2),\frac{1}{2}(k+4)} \iff \frac{1}{2}(k+3) & \text{ is odd}, \\
\Delta_{1,k+2} > 0 & \iff \Delta_{2,k+1} < 0 \iff \Delta_{3,k} > 0 \iff \cdots \iff \Delta_{\frac{1}{2}(k+1),\frac{1}{2}(k+5)} \iff \frac{1}{2}(k+3) & \text{ is even},
\end{align*}
\]

where the signs of \( \Delta_{\frac{1}{2}(k+2),\frac{1}{2}(k+4)} \) and \( \Delta_{\frac{1}{2}(k+1),\frac{1}{2}(k+5)} \) depend on the parity of their first indices:

\[
\begin{align*}
\text{the sign of } \Delta_{\frac{1}{2}(k+2),\frac{1}{2}(k+4)} & \text{ is } (-1)^{\frac{1}{2}(k+2) - 1}, \\
\text{the sign of } \Delta_{\frac{1}{2}(k+1),\frac{1}{2}(k+5)} & \text{ is } (-1)^{\frac{1}{2}(k+1) - 1}.
\end{align*}
\]

Similarly, we take \( i = 3 \) in (14) and (15) so \( s + t = k + 4 \). By symmetry, \( \Delta_{2,k+2} = \Delta_{2,k} \) hence \( \Delta_{2,k+2} < 0 \) by (12) and (13). Then, (19) gives

\[
\begin{align*}
\Delta_{2,k+2} < 0 & \iff \Delta_{3,k+1} > 0 \iff \Delta_{4,k} < 0 \iff \cdots \iff \Delta_{\frac{1}{2}(k+3),\frac{1}{2}(k+5)} \iff \frac{1}{2}(k+4) & \text{ is odd}, \\
\Delta_{2,k+2} < 0 & \iff \Delta_{3,k+1} > 0 \iff \Delta_{4,k} < 0 \iff \cdots \iff \Delta_{\frac{1}{2}(k+2),\frac{1}{2}(k+6)} \iff \frac{1}{2}(k+4) & \text{ is even},
\end{align*}
\]

where the signs of \( \Delta_{\frac{1}{2}(k+3),\frac{1}{2}(k+5)} \) and \( \Delta_{\frac{1}{2}(k+2),\frac{1}{2}(k+6)} \) depend on the parity of their first indices:

\[
\begin{align*}
\text{the sign of } \Delta_{\frac{1}{2}(k+3),\frac{1}{2}(k+5)} & \text{ is } (-1)^{\frac{1}{2}(k+3) - 1}, \\
\text{the sign of } \Delta_{\frac{1}{2}(k+2),\frac{1}{2}(k+6)} & \text{ is } (-1)^{\frac{1}{2}(k+2) - 1}.
\end{align*}
\]

Let us now take \( i = 4 \) in (14) and (15) so \( s + t = k + 5 \). By symmetry \( \Delta_{3,k+2} = \Delta_{3,k} \) hence \( \Delta_{3,k+2} > 0 \) by (20). Then, (19) gives

\[
\begin{align*}
\Delta_{3,k+2} > 0 & \iff \Delta_{4,k+1} < 0 \iff \Delta_{5,k} > 0 \iff \cdots \iff \Delta_{\frac{1}{2}(k+4),\frac{1}{2}(k+6)} \iff k + 5 & \text{ is odd}, \\
\Delta_{3,k+2} > 0 & \iff \Delta_{4,k+1} < 0 \iff \Delta_{5,k} > 0 \iff \cdots \iff \Delta_{\frac{1}{2}(k+3),\frac{1}{2}(k+7)} \iff k + 5 & \text{ is even},
\end{align*}
\]
where the signs of \( \Delta_{\frac{1}{2}(k+4), \frac{1}{2}(k+6)} \) and \( \Delta_{\frac{1}{2}(k+3), \frac{1}{2}(k+7)} \) depend on the parity of their first indices:

\[
\begin{align*}
\text{the sign of } \Delta_{\frac{1}{2}(k+4), \frac{1}{2}(k+6)} & \text{ is } (-1)^{\frac{1}{2}(k+4)-1}, \\
\text{the sign of } \Delta_{\frac{1}{2}(k+3), \frac{1}{2}(k+7)} & \text{ is } (-1)^{\frac{1}{2}(k+3)-1}.
\end{align*}
\]

Thus, the signs of \( \Delta_{s,t} \) are also verified for \( k + 3 \leq s + t \leq k + 5 \). The verification of the signs of \( \Delta_{s,t} \) for \( k + 6 \leq s + t \leq 2k - 1 \) is absolutely analogous and will be omitted. The cases \( s + t = 2k \) and \( s + t = 2k + 1 \) are considerably different and need a different treatment:

For \( i = k - 1 \) we get \( s + t = 2k \) in (16). By symmetry \( \Delta_{k-2,k+2} = \Delta_{k-2,k} \), so \( \Delta_{k-2,k+2} < 0 \) if \( k \) is even and \( \Delta_{k-2,k+2} > 0 \) if \( k \) is odd by two steps before, which is the case \( s + t = 2k - 2 \).

Then, by (19) we have

\[
\begin{align*}
\Delta_{k-2,k+2} < 0 & \iff \Delta_{k-1,k+1} > 0 & \text{if } k \text{ is even}, \\
\Delta_{k-2,k+2} > 0 & \iff \Delta_{k-1,k+1} < 0 & \text{if } k \text{ is odd}.
\end{align*}
\]

Similarly, for \( i = k \) we get \( s + t = 2k + 1 \) in (17). By symmetry \( \Delta_{k-1,k+2} = \Delta_{k-1,k} \), hence \( \Delta_{k-1,k+2} < 0 \) if \( k \) is odd and \( \Delta_{k-1,k+2} > 0 \) if \( k \) is even by two steps before, which is the case \( s + t = 2k - 1 \).

Then, by (19) we have

\[
\begin{align*}
\Delta_{k-1,k+2} > 0 & \iff \Delta_{k,k+1} < 0 & \text{if } k \text{ is even}, \\
\Delta_{k-1,k+2} < 0 & \iff \Delta_{k,k+1} > 0 & \text{if } k \text{ is odd}.
\end{align*}
\]

Now the proof of Lemma 2 readily follows from (12), (13) and (20)–(24).

Since \( \Delta_{i,j} = E_i - E_j \), for \( r = 2k + 1 \) Theorem 1 readily follows from Lemmas 1 and 2. The proof in the even case is absolutely analogous.

### 2.2. Proof of Theorem 2.

Let \( f_n(j) \) be the probability that the Markov chain stops at \( j \) in the \( n \)-th step, and let \( g_n(j) \) be the probability that the Markov chain is at \( j \) in the \( n \)-th step but has not stopped yet. Then,

\[
P_j = \sum_{n=1}^{\infty} f_n(j),
\]

and the following recursion relations expresses the probabilities \( \{f_n(j)\} \) in terms of \( \{g_n(j)\} \):

\[
\begin{align*}
f_{n+1}(1) &= \frac{1}{r-1} g_n(2), \\
f_{n+1}(j) &= \frac{1}{r-1} g_n(j-1) + \frac{1}{r-1} g_n(j+1) \quad \text{if } 2 \leq j \leq r - 1, \\
f_{n+1}(r) &= \frac{1}{r-1} g_n(r-1).
\end{align*}
\]

Consider the following infinite sum:

\[
G_j = \sum_{n=1}^{\infty} g_n(j),
\]
which converges for any \( j \) due to (25) and (26). It turns out that \( G_j \) plays a crucial role in the relationship between oscillations of expected stopping times and stopping probabilities. By summing each equation of (26) over all positive values of \( n \) we get \((f_1(j) = 0 \text{ for each } j)\)

\[
\begin{align*}
    P_1 &= \frac{1}{r-1} G_2, \\
    P_j &= \frac{1}{r-1} G_{j-1} + \frac{1}{r-1} G_{j+1} \quad \text{if } 2 \leq j \leq r-1, \\
    P_r &= \frac{1}{r-1} G_{r-1}.
\end{align*}
\]

Let \( f_{i,j} \) be the probability that a chain starting at \( i \) terminates at state \( j \): \[ f_{i,j} := P\{\tau = j \mid Z_1 = i\}. \]

The following lemma states that under the additional assumption that the chain does not stop in the first \( n \) steps, in spite of the natural inequality \( f_{i,j} \neq f_{j,i} \) the transition probabilities from \( i \) to \( j \) and \( j \) to \( i \) coincide:

**Lemma 3.** For each \( i, j \in \Omega(r) \), we have \[ P\{\tau > n, Z_n = j \mid Z_1 = i\} = P\{\tau > n, Z_n = i \mid Z_1 = j\}. \]

**Proof.** To each path \( i \rightarrow k \rightarrow \cdots \rightarrow l \rightarrow j \) of the Markov chain \( \{Z_1 = i, Z_n = j, \tau > n\} \) corresponds the reversed path \( j \rightarrow l \rightarrow \cdots \rightarrow k \rightarrow i \) of the Markov chain \( \{Z_1 = j, Z_n = i, \tau > n\} \). This correspondence is readily one-to-one and since the weight of each path is \( \left( \frac{1}{r-1} \right)^{n-1} \frac{1}{r} \), the proof is complete. \( \square \)

We observe from (28) that in order to get a relation between stopping probabilities, we need to investigate the functions \( G_j \) for each \( j \). By (27) and Lemma 3 we have

\[
\begin{align*}
    G_j &= \sum_{n=1}^{\infty} g_n(j) = \sum_{n=1}^{\infty} P\{\tau > n, Z_n = j\} = \sum_{n=1}^{\infty} \sum_{i=1}^{r} P\{\tau > n, Z_n = j \mid Z_1 = i\} P\{Z_1 = i\} \\
    &= \frac{1}{r} \sum_{n=1}^{\infty} \sum_{i=1}^{r} P\{\tau > n, Z_n = j \mid Z_1 = i\} \\
    &= \frac{1}{r} \sum_{n=1}^{\infty} \sum_{i=1}^{r} P\{\tau > n, Z_n = i \mid Z_1 = j\} \\
    &= \frac{1}{r} \sum_{n=1}^{\infty} P\{\tau > n \mid Z_1 = j\} \\
    &= \frac{1}{r} E\{\tau \mid Z_1 = j\}.
\end{align*}
\]
The last equality is due to a well-known theorem on the expectation of nonnegative random variables. Therefore, we get

\[ G_j = \frac{E_j}{r}, \quad j \in \Omega(r). \]

By plugging (29) into (28) we readily get

\[
\begin{cases}
  P_1 = \frac{1}{r(r-1)} E_2, \\
  P_j = \frac{1}{r(r-1)} E_{j-1} + \frac{1}{r(r-1)} E_{j+1} & \text{if } 2 \leq j \leq r-1, \\
  P_r = \frac{1}{r(r-1)} E_{r-1}.
\end{cases}
\]

Let us set \( E_0 = E_{r+1} = 0 \). By (30) the value of the stopping probability \( P_j \) is exactly determined by the expected stopping times \( E_{j-1} \) and \( E_{j+1} \). Now it can be readily seen that by (30), oscillation properties of stopping probabilities follow from oscillation properties of expected stopping times. Thus, the proof of Theorem 2 is complete.

2.3. Proof of Theorem 3. By the strong law of large numbers for Markov chains,

\[
\Pr \left\{ \lim_{m \to \infty} \frac{\chi_m^j(i)}{m} = \pi_j \right\} = 1,
\]

where \( \pi_j \) is the stationary probability of state \( j \).

Let \( f_{i,j} \) be the probability that the patterns \( j-1, j \) or \( j+1, j \) precede the remaining stopping patterns in the realization of the chain if it starts at \( i \). We fix \( j \) and write the system of equations \( f_{i,j} \) by conditioning on the first jump. Then, for \( j = 1 \), we get the following system of equations:

\[
\begin{cases}
  f_{1,1} = \sum_{n=3}^{r} \frac{1}{r-1} f_{n,1}, \\
  f_{2,1} = \frac{1}{r-1} + \sum_{n=4}^{r} \frac{1}{r-1} f_{n,1}, \\
  f_{i,1} = \sum_{n=1}^{i-2} \frac{1}{r-1} f_{n,1} + \sum_{n=i+2}^{r} \frac{1}{r-1} f_{n,1} & \text{if } 3 \leq i \leq r-2, \\
  f_{i,1} = \sum_{n=1}^{r-1} \frac{1}{r-1} f_{n,1} & \text{if } r-1 \leq i \leq r.
\end{cases}
\]

Side-by-side summation of (31) yields

\[ f_{1,1} + f_{r,1} + 2 \sum_{i=2}^{r-1} f_{i,1} = 1. \]

It can be shown that for \( j \geq 2 \) the probabilities \( f_{i,j} \) satisfy an analogous equation

\[
\begin{cases}
  f_{1,j} + f_{r,j} + 2 \sum_{i=2}^{r-1} f_{i,j} = 2, & j \geq 2.
\end{cases}
\]
The $r \times r$ matrix $P = \|f_{i,j}\|$ with entries $f_{i,j}$ is a stochastic matrix for the nonstopping Markov chain $(Z_n)_{n \geq 1}$ with the phase space $\Omega(r)$. Let us check that

$$\pi = (\pi_1, \pi_2, \ldots, \pi_{r-1}, \pi_r) = \left( \frac{1}{2r-2}, \frac{2}{2r-2}, \ldots, \frac{2}{2r-2}, \frac{1}{2r-2} \right)$$

satisfies $\pi = \pi P$. Indeed, by using (32) it can be shown that

$$\pi_1 = \frac{1}{2r-2} (f_{1,1} + f_{r,1}) + \frac{2}{2r-2} \sum_{j=2}^{r-1} (f_{2,1} + \cdots + f_{r-1,1}) = \frac{1}{2r-2}.$$

Similarly, for $j \in \{2, \ldots, \lceil r/2 \rceil\}$ by using (33) it can be shown that

$$\pi_j = \frac{1}{2r-2} (f_{1,j} + f_{r,j}) + \frac{2}{2r-2} \sum_{j=2}^{r-1} (f_{2,j} + \cdots + f_{r-1,j}) = \frac{2}{2r-2}.$$
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