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Rate and Channel Adaptation in Cognitive Radio Networks
Under Time-Varying Constraints
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Abstract— We consider dynamic rate and channel adaptation
in a cognitive radio network serving heterogeneous applica-
tions under dynamically varying channel availability and rate
constraint. We formalize it as a Bayesian learning problem,
and propose a novel learning algorithm, called Volatile Con-
strained Thompson Sampling (V-CoTS), which considers each
rate-channel pair as a two-dimensional action. The set of avail-
able actions varies dynamically over time due to variations in
primary user activity and rate requirements of the applications
served by the users. Our algorithm learns to adapt its rate
and opportunistically exploit spectrum holes when the channel
conditions are unknown and channel state information is absent,
by using acknowledgment only feedback. It uses the monotonicity
of the transmission success probability in the transmission rate
to optimally tradeoff exploration and exploitation of the actions.
Numerical results demonstrate that V-CoTS achieves significant
gains in throughput compared to the state-of-the-art methods.

Index Terms— Cognitive radio networks, rate and channel
adaptation, opportunistic spectrum access, volatile multi-armed
bandits.

I. INTRODUCTION

A. Dynamic Rate and Channel Adaptation Problem

AS TRADITIONAL frequency allocation enforced by the
Federal Communications Commission (FCC) is quite

inflexible, cognitive radios are proposed to opportunistically
access free spectrum in order to alleviate frequency scarcity.
In cognitive radio networks, a secondary user (SU) usually
has access to only those resources (e.g., wireless channels)
which are free from their predefined owners i.e., primary
users (PUs) at a given time. Thus, the SU opportunistically
accesses these resources and makes cognitive decisions aiming
to maximize its performance (e.g., throughput) [1]. In het-
erogeneous networks, there is a multitude of channels each
offering time-varying transmission opportunities. In addition
to spectrum sharing, rate adaptation (RA) is also an important
problem in wireless networks, where a transmitter has access
to a finite set of transmission rates to choose from at each
decision epoch. As the optimal transmission rate and the chan-
nel conditions dynamically change over time, traditional RA
algorithms (e.g., SampleRate, MiRA, etc.) are outperformed
by AI-based learning strategies [1]–[5].

Furthermore, serving heterogeneous applications with
diverse quality of service (QoS) requirements may result in
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different feasible transmission rates set (e.g., minimum trans-
mission rate constraint or maximum transmission rate limit)
for each application. Non-identical traffic models are studied
in [6], where a high-end application (e.g., uncompressed
video) requires higher constellation (e.g., higher than QPSK),
low-end applications are limited to lower constellation, and
some applications are subject to medium constellation size
(e.g., 16-QAM) to achieve good transmission rate as well
as good success probability. Given a modulation scheme,
different coding schemes (e.g., 1/2, 3/4, etc.) are available for
exploration to satisfy the desired QoS requirement. Therefore,
every transmission rate is not a candidate to be explored for the
search of the optimal transmission rate [2]. Last but not least,
the expected rewards over these resources (e.g., transmission
rates) are related and follow a predefined structure. One
notable example is the monotonicity of the success
probability over transmission rates, which indicates that
higher transmission rates result in lower transmission success
probabilities [5].

In this letter, we consider the SU’s resource allocation
problem in a highly dynamic heterogeneous scenario, where
not only the channel gains are unknown and may belong
to a class of different stochastic distributions, but also the
resource set is time-varying (i.e., volatile resource set). Our
contributions are listed below:

• We cast rate-channel pair selection problem as an online
learning problem, and solve it by designing a learning
algorithm called Volatile Constrained Thompson Sam-
pling (V-CoTS), which not only cater to the volatil-
ity of resource set but also exploits the structure in
the success probability over the available transmission
rates.

• We consider learning in an unknown environment, where
the SU is initially unaware of the channel characteristics.
The available channels need neither to be identically
distributed nor to have similar fading characteristics.

• We provide experimental results on cognitive
communications over dynamically varying resource sets,
and demonstrate that the proposed algorithm achieves
considerably higher performance when compared to
other state-of-the-art methods. We further provide
numerical results to demonstrate significant performance
gains in the following simplified scenarios: exploiting
the monotone structure in the transmission rates for
non-volatile channels (see Fig. 5), and when the action
set is one-dimensional (see Fig. 6).

We would like to note that the proposed scheme can also
be applied in other technologies such as WiFi and 5G,
which may not use primary user/secondary user paradigm.
For instance, it can be applied in IEEE 802.11 systems with
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TABLE I

COMPARISON OF V-COTS WITH RELATED WORKS

time-invariant or time-varying set of channels (e.g., channel
frequencies, channel widths, multiple input multiple output
(MIMO) modes),1 or in 5G systems with rapidly varying
channels, where a user serving heterogeneous applications
targets to maximize its throughput by exploring different
transmission rates.

B. Comparison With Related Works

It is shown in earlier works that resource allocation in
rapidly varying wireless networks can be formulated as a
multi-armed bandit (MAB) problem, and that this formulation
is asymptotically equivalent to maximizing the number of
successfully transmitted packets over a given time horizon
[1], [3]–[5], [7], [8]. In traditional MAB formulation [9], [10],
a player sequentially selects an arm (action) and observes a
random realization of the expected reward from an unknown
stochastic distribution. Volatile MAB is an important extension
of MAB [11], [12], where the set of the arms vary over
time. The performance of MAB algorithms is characterized
by the regret, which is defined as the difference of the
expected reward accumulated by the algorithm from that of
the oracle who knows the expected rewards and chooses the
optimal transmission parameters in each round. The goal of
the learning algorithm is to achieve small regret with respect
to the oracle.

In [1], authors propose a non-contextual frequentist
algorithm for rate and channel selection, based on the
Kullback-Leibler upper confidence bound (KL-UCB), which
exploits the unimodal structure of the expected rewards over
rate-channel pairs in a steep throughput scenario. Since,
the Bayesian approach is proved to be more efficient [8],
[13], authors in [4] utilize Thompson sampling for rate
selection in wireless networks. The Bayesian approach is
extended to exploit the monotone structure of the success
probability in the transmission rates in [5]. Authors in [2]
propose RATS for rate adaptation in IEEE 802.11ac MIMO
systems to efficiently explore combinations of modulation and
coding scheme (MCS), channel width, and MIMO mode triple
from a predefined reduced set. In [7], authors presented a
contextual version of the transmission rate selection prob-
lem under time-varying transmit power using the frequentist
approach, by exploiting the structure over both the transmis-
sion rates and the transmit powers. Later, authors presented
a Bayesian counterpart of the proposed frequentist algorithm
in [8].

1Implementation of V-CoTS does not depend on the specifics of channel
models or transmission rates. Thus, it can be used for variety of transmission
rates in IEEE 802.11a/b/g/ad with available channels, and in IEEE 802.11n/ac
with MIMO modes where each mode can be treated as separate virtual channel
and V-CoTS can utilize the monotone structure in transmission rates for each
MIMO mode.

Apart from application of volatile and unimodal MAB in
resource allocation over unknown and rapidly varying wireless
channels, another related line of work investigates application
of MAB algorithms for selecting servers within the context
of queuing theory and analyzes the novel notion of queuing
regret, which compares the learner’s queue performance with
that of the best server in hindsight [14]. In addition, dynamic
channel allocation for deadline constrained traffic is considered
in [15] and [16] by using upper confidence bound (UCB)
and Thompson sampling based learning algorithms. Moreover,
Thompson sampling is used for reconfigurable antenna
state selection under unknown channel statistics in [17]
and [18].

Departing form earlier works, in this letter we consider
rate-channel pair selection in unknown, time-varying channel
conditions, and dynamically varying rate-channel sets. The
model we consider captures majority of the challenges posed
in cognitive radio networks over the rapidly varying channels,
in which heterogeneous applications are served by the SU
under time-varying PU activity. We propose V-CoTS, which
exploits the problem structure to make sequential cognitive
decisions for applications with diverse QoS metrics (see
Section III). Performance of V-CoTS significantly exceed that
of well-known learning methods in such highly dynamic and
volatile communication scenarios (see Section IV). Table I
lists the key differences of our work from the earlier
works.

II. PROBLEM FORMULATION

A. System Model

The SU has K different rates to choose from, represented by
the set R = {r1, . . . , rK}. There are C channels, represented
by the set C = {c1, . . . , cC}. The set of rates R is ordered
such that r1 < . . . < rK . For c ∈ C and r ∈ R, jc and ir
represent the indices of channel c and rate r, i.e., cjc =c and
rir = r. The SU serves heterogeneous applications, and each
application has its feasible transmission rate set ranging from
the minimum rate to be guaranteed to the maximum allowable
transmission rate. We also assume that the number of available
channels vary with time, due to PU activity. The SU performs
channel sensing at the beginning of each round to determine
the set of available channels.

B. MAB Formulation and Reward Structure

In the MAB formulation, the SU makes decisions
sequentially over rounds indexed by t ∈ [T ],2 where T
represents the time horizon. At the beginning of round t,
the SU observes the application to be served in that round

2For an integer T , we let [T ] := {1, . . . , T}.
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and its feasible rate set3 Rt and performs channel sensing to
determine the set of free channels4 Ct. Then, the SU chooses
a rate from Rt and channel from Ct, and transmits at rate
r(t) ∈ Rt bits over c(t) ∈ Ct. At the end of the round,
it receives ACK/NACK feedback xr(t),c(t)(t), which indicates
that whether the packet transmission was successful or not,
and then, collects the reward as r(t)·xr(t),c(t)(t). Here, xr,c(t)
is a Bernoulli random variable with expected value ψr,c that
takes value 1 if the transmission given rate-channel pair (r, c)
in round t is successful and value 0 otherwise. We call ψr,c

the transmission success probability and μr,c = r · ψr,c the
throughput associated with rate-channel pair (r, c) [8]. We call
μr,c/rK the normalized throughput of rate-channel pair (r, c).

Transmission success probabilities exhibit a monotonically
decreasing structure over the set of rates [5], given as ψr1,c >
ψr2,c . . . > ψrK ,c. The optimal rate-channel pair at round t
is denoted by (r∗(t), c∗(t)) = argmaxr∈Rt,c∈Ct

μr,c. Without
loss of generality we assume that (r∗(t), c∗(t)) is unique for
every t.

C. Regret Definition

Let At = Rt × Ct represent the available action set in
round t. For any T round available action sequence A =
{A1, . . . ,AT }, the expected regret is defined as

RA(T ) = E

[
T∑

t=1

(
μr∗(t),c∗(t) − μr(t),c(t)

)∣∣∣A
]
. (1)

It is obvious that a good learning algorithm should incur small
regret. Our goal is to design a learning algorithm for the SU
that minimizes the growth rate of the regret, which accounts
for maximizing the cumulative throughput.

III. THE LEARNING ALGORITHM

V-CoTS takes into account the monotone structure of the
success probability in transmission rates and time-varying
availability of rate-channel pairs while minimizing the regret
(pseudocode is given in Algorithm 1). Its main novelty lies
in optimizing channel selections together with rate selections
under dynamically varying action sets. It is important to note
that the SU does not have any control over the available action
set, which makes efficient learning much more challenging
compared to prior works. In addition, V-CoTS also utilizes
monotonicity of ψr,c in rates to learn fast [5].

V-CoTS keeps a posterior distribution πr,c =
Beta(1 + Sr,c, 1 +Nr,c − Sr,c) of ψr,c for each (r, c), where
Nr,c(t) represents the number of times rate-channel pair (r, c)
was selected before round t, and Sr,c(t) represents the number
of times transmission was successful in rounds where (r, c)
was selected before round t. These distributions are used to
form sample estimates φr,c of ψr,c for each (r, c) ∈ At. When
forming these samples, V-CoTS ensures that the samples are
consistent with the monotone structure of ψr,c in rates. Let
Φt,c = {(φrmt ,c, . . . , φrnt ,c) | φr,c ≥ φr′,c, ∀r < r�, r, r� ∈
Rt} represent the set of samples for channel c that satisfy

3The feasible set at round t is represented as Rt =
{rmt , rmt+1, . . . , rnt}, where mt ≤ nt and mt, nt ∈ [K], and mt

represents the minimum rate to be guaranteed and nt represents the
maximum allowable transmission rate in round t. Our algorithm will also
work even when Rt is an arbitrary subset of R.

4When channels are non-volatile, then Ct = C,∀t ≤ T .

Algorithm 1 V-CoTS
1: Input: K,C
2: Initialize: t = 1
3: Counters: Sr,c = 0, Nr,c = 0, ∀r ∈ R, ∀c ∈ C
4: while t ≥ 1 do
5: Observe available channels Ct

6: Observe feasible rate set Rt

7: for c ∈ Ct

8: Draw φt,c ∼ 1(φt,c ∈ Φt,c) ×
∏

r∈Rt
πr,c

9: θr,c = r · φr,c , ∀r ∈ Rt

10: end for
11: [r(t), c(t)] = argmaxr∈Rt,c∈Ct

θr,c

12: Transmit using [r(t), c(t)], observe feedback
xr(t),c(t)(t)

13: Sr(t),c(t) = Sr(t),c(t) + xr(t),c(t)(t)
14: Nr(t),c(t) = Nr(t),c(t) + 1
15: t = t+ 1
16: end while

monotonicity in round t. Basically, for each c ∈ Ct, V-CoTS
takes samples φt,c = (φrmt ,c, . . . , φrnt ,c) such that

φt,c ∼ 1(φt,c ∈ Φt,c) ×
∏

r∈Rt

πr,c (2)

where 1(·) is the indicator function.
The above selection ensures that non-zero probability is

assigned only to the samples which belong to the set Φt,c.
Sampling from (2) can be achieved by first sampling φt,c ∼∏

r∈Rt
πr,c, and then, rejecting the samples until the obtained

samples belong to Φt,c.5 A more efficient sampling method
that performs rejection by exploiting the inverse transform
property, called sequential inverse transform sampling, is dis-
cussed in [5].

Obtained sample success probabilities are then multiplied
by rates r ∈ Rt to obtain throughput samples denoted by θr,c

for all available rates in channel c. The process is repeated for
each available channel c ∈ Ct. Finally, at the end of round t,
the rate-channel pair in At which has the maximum throughput
sample is selected for transmission. At the end of the round,
the ACK/NACK feedback xr(t),c(t)(t) and the throughput r(t)·
xr(t),c(t)(t) are observed. Finally, the posterior distribution of
rate-channel pair (r(t), c(t)) is updated using the observations
gathered in round t.

IV. SIMULATION RESULTS

A. Setup

We have K = 10 rates and C = 9 channels. Transmission
success probabilities for each rate and channel are given
in Table II, where the optimal rate for a given channel is shown
in bold. The expected reward (throughput) is calculated as the
product of success probability and corresponding transmission
rate. We consider three types of channels. i) Gradual channel:
the optimal rate has success probability greater than 0.5,
ii) Lossy channel: the optimal rate has success probability

5Any other structure can be incorporated to V-CoTS simply by defining
appropriate constraint sets Φt,c and performing rejection sampling. When
there is no structure, we can simply set Φt,c = [0, 1]|Rt|.
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TABLE II

SUCCESS PROBABILITIES OVER RATE-CHANNEL PAIRS

less than 0.5, and iii) Steep channel: rates have success
probabilities either close to 1 or 0 [3], [5]. All channels used
in the simulation are generated by adding perturbation to the
three main categories. We normalize the throughput by rK to
have the expected rewards in [0, 1]. We set T = 2.5×104 and
present results by averaging over 20 runs.

We assume each application served by the SU remains
active for a random amount of time, and the lifetime
(in number of rounds) of an application is sampled from
the uniform distribution in [1, T/25]. For each application,
feasible rate set is also sampled uniformly from 3 categories,
i) QPSK and 16-QAM (i.e., {r1, . . . , r7}) for low-end appli-
cations, ii) 16-QAM and 64-QAM for high-end applica-
tions, and iii) 16-QAM only for others. For simplicity,
we assume channel 1 is available all the time. For the
remaining channels, we set the availability probabilities as
{0.8, 0.7, 0.6, 0.7, 0.7, 0.6, 0.7, 0.5}, respectively. Let pi be
the availability probability of channel i. We model the PU
activity on channel i as follows. First, we sample χi ∼
Bernoulli(pi) and τi ∈ Uniform([1, T/50]). If χi = 1, then
channel i will be available in the next τi rounds. Else, it will
be unavailable in the next τi rounds. This model gener-
ates bursty PU activity similar to the Gilbert-Elliot channel
model [19].

B. Competitor Algorithms

i) Oracle: Clairvoyant benchmark that always selects the
optimal rate-channel pair in each round (not feasible in
practice).

ii) V-TS: A variant of vanilla Thompson Sampling (TS) [20],
which runs on the volatile action set At.

iii) V-UCB: A variant of UCB1 [21], which runs on the
volatile action set At.

iv) CoTS: A constrained Thompson sampling benchmark [5]
that exploits the monotonicity of the success probability
in transmission rates but ignores the volatility of both the
channels and the transmission rates.

v) CV-CoTS: A variant of the proposed algorithm V-CoTS,
which exploits the monotonicity of the success proba-
bility in transmission rates as well as the volatility of
the channels but ignores the volatility of transmission
rates.

A non-volatile algorithm updates the success probabilities for
an available channel, however, zero reward (throughput) is
obtained for an unavailable rate selection (i.e., when QoS is
not satisfied), or when the selected channel is busy due to PU
activity.

Fig. 1. Moving average throughput: each value at t is averaged over
20 repetitions of the experiment and previous 900 packet transmissions.

Fig. 2. The expected regret by round t.

C. Results

Fig. 1 shows that the optimal (Oracle’s) average throughput
is around 2944 Mbit/s. V-CoTS follows very closely to this and
has average throughput around 2885 Mbit/s. On the other hand,
the average throughputs achieved by V-TS, V-UCB, CV-CoTS
and CoTS are around 2683, 2362, 1952 and 632 Mbit/s,
respectively. The average throughput achieved by V-CoTS is
around 98 % of the optimal strategy, and is around 7.5 %,
22 %, 48 % and 356 % higher than that of V-TS, V-UCB,
CV-CoTS and CoTS, respectively.

Fig. 2 compares the expected regrets of V-CoTS, V-TS,
V-UCB, CV-CoTS and CoTS. It is observed that V-CoTS has
the minimum expected regret, and its expected regret at the
final round is less than 1/4th of the expected regret of the
closest competitor, which is V-TS. This improvement is mainly
due to constrained sampling. It is also observed that V-TS
outperforms its frequentist counterpart V-UCB by significant
margin. It is evident that exploiting only the monotone struc-
ture is not sufficient and CoTS performs poorly. A substantial
reduction in the regret is achieved by exploiting volatility in
the channels in addition to monotonicity in the transmission
rates by CV-CoTS, however, this reduction still proves to be
non-optimal. Fig. 3 compares the total accumulated number
of successfully transmitted Mbits for Oracle, V-CoTS, V-TS,
V-UCB, CV-CoTS and CoTS. V-CoTS is the one closest to
Oracle. V-TS, V-UCB and CV-CoTS are slow in learning due
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Fig. 3. Number of successfully transmitted Mbits up to round t.

Fig. 4. Accuracy as a function of t.

Fig. 5. The expected regret by round t (non-volatile channels).

Fig. 6. The expected regret by round t (one-dimensional actions).

to the fact that they ignore the monotone (or volatile) structure,
while CoTS is the worst.

Fig. 4 compares the accuracies of V-CoTS, V-TS, V-UCB,
CV-CoTS and CoTS. Accuracy is defined as the fraction of
times the selected rate-channel is the optimal one. We observe
that by the end, V-CoTS is able to select the optimal
rate-channel pair more than 70% of the time, while the
closest competitor can only reach around 50%. CV-CoTS
and V-TS achieve accuracies close to each other, however,
the regret of CV-CoTS is higher than V-TS due to the
fact that CV-CoTS receives zero reward when QoS is not
satisfied and worst possible regret is incurred in those rounds.
Fig. 5 and Fig. 6 provide regret plots for non-volatile channels
(Ct = C = {c1, c2, c4, c5, c9}, ∀t ∈ [T ]) and transmission rate
only actions space (C = {c9}), respectively. The reason behind
the similar regret of CV-CoTS and CoTS is the non-volatility
of the channels. It is evident that V-CoTS is able to
achieve the minimum expected regret in both these simplified
scenarios.

V. CONCLUSION

In this letter, we proposed a Bayesian learning algorithm
(V-CoTS) for dynamic rate and channel selection under
unknown channel conditions and with time-varying PU user
activity and application rate requirements. V-CoTS exploits the
monotonicity of transmission success probability in the rates
to sample from dynamically changing action sets, and thereby
achieving significant gains in throughput compared to other
methods.
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