Calculating the polarization in bipartite lattice models: Application to an extended Su-Schrieffer-Heeger model
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We address the question of different representations of Bloch states for lattices with a basis, with a focus on topological systems. The representations differ in the relative phase of the Wannier functions corresponding to the different basis members. We show that the phase can be chosen in such a way that the Wannier functions for the different sites in the basis both become eigenstates of the position operator in a particular band. A key step in showing this is the extension of the Brillouin zone. When the distance between sites within a unit cell is a rational number, \( p/q \), the Brillouin extends by a factor of \( q \). For irrational numbers, the Brillouin zone extends to infinity. In the case of rational distance, \( p/q \), the Berry phase lives on a cyclic curve in the parameter space of the Hamiltonian, on the Brillouin zone extended by a factor of \( q \). For irrational distances, the most stable way to calculate the polarization is to approximate the distance as a rational sequence and use the formulas derived here for rational numbers. The use of different bases are related to unitary transformations of the Hamiltonian, as such, the phase diagrams of topological systems are not altered, but each phase can acquire different topological characteristics when the basis is changed. In the example we use, an extended Su-Schrieffer-Heeger model, the use of the diagonal basis leads to toroidal knots in the Hamiltonian space, whose winding numbers give the polarization.
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I. INTRODUCTION

Recently, several papers investigated [1–4] the different representations of the wave function and physical observables when the underlying model is a lattice with a basis. This fundamental question is important per se, moreover, such models have been the subject of intense research in the last decades, exemplified by graphene, the kagome, or Lieb lattices, and others. The canonical models for topological insulators [5–7] are all lattices with bases: the Haldane, [8] Kane-Mele, [9,10] Su-Schrieffer-Heeger (SSH) [11] models are some of the most fundamental ones.

Bena and Montambaux [1] studied the two commonly used bases of the graphene lattice. The difference between the two is that in one (basis I), the different position of the sites within a unit cell are not explicit (they are taken to be the same, the position of the unit cell itself), whereas in the other (basis II), the positions of the different sites within a unit cell are explicit. What is meant by this is that in I, the Wannier functions corresponding to the different basis members have the same phase, while in II their relative phase depends on the distance between them. Bena and Montambaux [1] showed that in the case of the graphene lattice, although the Hamiltonian and operators take different forms in the two bases, important physical quantities, such as the density or the density of states, as well as the low-energy theory, are unchanged. However, care must be taken in using the correct construction of observables, once a representation of the wave functions is chosen. The comparison of the two bases has been considered in other contexts as well, such as cyclotron orbits in two-dimensional electronic systems [2], the probing of Bloch states by Stückelberg interferometry [3]. The edge states of topological systems with complex unit cells have also been studied [12], and it was shown that fractional quantization occurs.

Watanabe and Oshikawa [4] have taken up this question more recently, and they show that, while the precise form of the current operator does depend on the choice of basis, the quantized charge pumped during an adiabatic cycle [13] is unchanged. Note that the current operator is intimately related to the phase of the wave function, in particular to the relative phases of the wave functions centered on different sites. Also note that the charge pumped is a topological invariant, which remains the same in different bases.

In this paper, we reconsider the question of basis dependence in lattice models in the context of modern polarization theory with a focus on topological systems. We compare the two bases used in Ref. [1] and show that one corresponds to a linear combination of Wannier functions which are eigenfunctions of the position operator. When the distance between the basis sites is a rational number \( p/q \), the Brillouin zone has to be extended by a factor of \( q \) to derive the above result. If the distance is irrational, then the Brillouin zone has to be extended to the whole real line.

We then turn to the question of topological phase transitions in the two bases. As an example system, we consider
an extended SSH [11] model. When the $k$-space Hamiltonian is written considering distance dependence explicitly, the three-dimensional curve $d_x, d_y, d_z$ [see Eq. (7)] is not a closed curve. When the distance between basis sites is a rational number $(p/q)$, extending the Brillouin zone by a factor of $q$ closes the curve and an expression for the polarization Berry phase [14–18] can be derived. In the irrational case, a closed $d_x, d_y, d_z$-curve results only if the Brillouin zone is extended to infinity. For this reason, calculation of the irrational case is not straightforward. We show that a stable calculation results if the irrational distance is approximated as a rational sequence.

Implementing the dependence of the Hamiltonian on the distance between basis sites proceeds through a unitary transformation. As such, the Hamiltonian can acquire auxiliary topological features. In the model we study, the $d_x, d_y, d_z$-curve traces out a toroidal knot and the ratio of the winding numbers of the knot give the polarization. However, the phase diagram itself is not altered, since these topological characteristics are merely different representations of the phases of the original extended SSH model.

In the next section, we discuss the two different bases used in lattices with a basis. In Sec. III, the extended SSH model is described. In Sec. IV, the change of basis is discussed in the context of the extended SSH model. In Sec. V, our results are presented, and in Sec. VI we conclude our paper.

II. POLARIZATION AND CHOICE OF REPRESENTATION

It is well-known [19,20] that Wannier functions in systems without a basis are eigenstates of the position operator within a given band. Here we show that in a lattice with a basis, one of the representations of the wave function studied by Bena and Montambaux [1] leads to position eigenstates. We consider a one-dimensional system whose potential obeys $V(x) = V(x + 1)$ (in other words, we take the length of a unit cell as unity). The unit cell consists of a two-site basis. We chose the distance between the two internal sites to be $p/q$, a rational number, and we extend the Brillouin zone by a factor of $q$. This step is justified below.

In this case, the two commonly used bases [1] can be written as

$$u_k^I(x) = \sum_{m=-\infty}^{\infty} e^{i \frac{m}{q} (x-m)} \left[ u_a(x-m) + u_b \left( x-m - \frac{p}{q} \right) \right],$$

$$u_k^H(x) = \sum_{m=-\infty}^{\infty} \left[ e^{i \frac{m}{q} (x-m)} u_a(x-m) + e^{i \frac{(m+p)/q - x}{q} \times} \right.$$

$$\left. \times u_b \left( x-m - \frac{p}{q} \right) \right].$$

The functions $u_k^I(x)$ and $u_k^H(x)$ are periodic Bloch functions. $u_k^I(x)$ is the more standard approach and it appears [21] in textbooks. $u_a(x)$, $u_b(x)$ are two different localized Wannier functions. In the extended SSH model we study below, they differ only in having their centers displaced with respect to each other.

Following Zak [15], we derive the geometric phase which arises upon integrating the connection across the Brillouin zone. We define a geometric phase of the Zak type in the extended Brillouin zone as

$$\gamma = \frac{i}{2\pi q} \int_{-\pi q}^{\pi q} dk \langle u_k | \partial_k | u_k \rangle. \quad (2)$$

Using $u_k^I$ the Zak phase becomes

$$\gamma_I = \int_{-\infty}^{\infty} dx \left| w_a(x) + w_b \left( x - \frac{p}{q} \right) \right|^2,$$

whereas with $u_k^H$

$$\gamma_H = \int_{-\infty}^{\infty} dx \left( |w_a(x)|^2 + |w_b(x)|^2 \right). \quad (4)$$

In deriving $\gamma_H$, we made use of the fact that

$$\frac{1}{2\pi q} \int_{-\pi q}^{\pi q} dk \exp(\text{i} k(n-n')/q) = \delta_{nn'}. \quad (5)$$

Comparing $\gamma_I$ and $\gamma_H$, we see that the second Bloch basis function, $u_k^H$, is a diagonal basis for the position operator in a periodic system, since the result is a simple sum of Wyckoff positions for the two different Wannier functions. It is due to Eq. (5) that the cross terms in $\gamma_I$ disappear, but only if the Brillouin zone is extended by a factor of $q$.

It is instructive to consider the effect of inversion symmetry on either $\gamma$. In the original work of Zak [15], where the sites are equivalent, two types of inversion symmetries were considered, site inversion and bond inversion. The former gives a Zak phase of zero, while the latter gives $\pi$, which corresponds to a polarization of $qa/2$ ($a$ is the length of the unit cell). In our case, there are also two types of inversion. If the sites of the model are a distance $p/q$ apart, one can consider inverting around the midpoint of the $p/q$ bond or the $1-p/q$ bond. In the former case, it holds that $w_c(-x + p/q) = \pm w_c(x)$ for both $c = a, b$, which leads to $\gamma = \frac{\pi}{2q}$ (for both I and II). In deriving this, one can follow the same steps as Zak [15]. Inverting around the other bond center leads to $w_c(-x - 1 + p/q) = \pm w_c(x)$, from which it follows that $\gamma = \frac{\pi}{2q}$ (again for both I and II).

In the case of irrational distance, the Brillouin zone has to be extended to the range $(-\infty, \infty)$. When this is done, Eq. (5) eliminates the cross terms and leads to $\gamma_H$.

III. MODEL

The full model we consider is an extension of the well-known SSH model [11]. It is a bipartite lattice model (A and B sublattices), whose Hamiltonian has the form

$$\hat{H} = -\sum_{i=1}^{L} \left[ J c_i^\dagger d_i + J' c_i^\dagger d_{i+1} + i K c_i^\dagger c_{i+1} - i K d_i^\dagger d_{i+1} + \text{H.c.} \right].$$

where $L$ denotes the number of unit cells, $c_i (c_i^\dagger)$ denote the annihilation(creation) operators on the $A$ site of the $i$th unit cell, and $d_i (d_i^\dagger)$ denote the same for the $B$ site of the $i$th unit cell. We take the length of a unit cell to be unity. An extended SSH model of a different kind, with real second-nearest-neighbor hoppings, was investigated by Li et al. [22].

When $K = 0$, the SSH model is recovered. The third and fourth terms in Eq. (6) correspond to second-nearest-neighbor hoppings (hoppings within one sublattice). A Peierls phase of
π/2 and −π/2 is applied along these hoppings, the former for sublattice A, the latter for sublattice B. These second-nearest-neighbor hoppings play a similar role to those in the Haldane model [8]. There and in Eq. (6) the Peierls phases of second-nearest-neighbor hoppings point in opposite directions on the two sublattices. The consequence of this term is that for gapped phases and finite K there is persistent current in the system, but the currents on the different sublattices cancel and insulation results. If K changes signs, the direction of the persistent currents on the different sublattices also change signs. In this sense, the model can be viewed as an example of Kohn’s tenet [23]. This tenet states that insulation in a quantum system is not a function of localization of individual charge carriers but ultimately results from many-body localization or the localization of the center of mass of all the charge carriers. Individually, charge carriers can be quite mobile, as long as the center of mass is localized.

According to the symmetry classification [24,25] of topological insulators, the SSH model, which exhibits time reversal, particle-hole, and chiral symmetries, falls into the BDI class, which in one dimension is a $\mathbb{Z}_2$-topological system. After the addition of the second-nearest-neighbor hopping term in Eq. (7), only the particle-hole symmetry remains and the model falls in the D symmetry class, which is a $\mathbb{Z}_2$ system. The gap closure points of the SSH remain (they occur at $k = 0, \pi$) and we show below that topological edge states still arise.

Fourier transforming Eq. (6) results in

$$\hat{H} = \sum_k H_k = \sum_k [d_x(k)\sigma_x + d_y(k)\sigma_y + d_z(k)\sigma_z],$$

where $\sigma_x, \sigma_y, \sigma_z$ denote the Pauli matrices and

$$d_x(k) = -J - J' \cos(k), \quad d_y(k) = -J' \sin(k),$$

$$d_z(k) = 2K \sin(k).$$

Written this way, we see that gap closure occurs at $k = \pm \pi$ if $J = J'$. The upper panel Fig. 1 shows the curves traced out by $d_x, d_y, d_z$ as $k$ traverses the Brillouin zone for the usual SSH model ($J = 1.25, J' = 1.75$) with $K = 0$ and an example of the extended one, with $K = 2$. The former forms a circle in the $xy$ plane, the latter is a circle with a tilted axis (axis along the $yz$ plane). Both circles cross the $x$ axis itself in two places at the same points. This means that by varying the ratio of $J/J'$, it is possible to close the gap in both models, and encounter topological phase transitions.

We can also develop a continuum approximation, the usual way [26],

$$H = it \partial_x \sigma_x + iK \partial_y \sigma_y + 2\delta t \partial_z \sigma_z,$$

where we used the parametrization:

$$t = \frac{J + J'}{2}, \quad \delta t = \frac{J' - J}{2}.$$  

We can solve for zero-energy eigenstates of the form

$$\begin{pmatrix} \Psi_A(x) \\ \Psi_B(x) \end{pmatrix},$$

The zero energy solution is

$$\Psi_{A/B}(x) = \frac{4\delta t^2}{t^2 + K^2} \Psi_{A/B}(x).$$

The solutions are exponentials. If the system is extended, these solutions diverge, hence they are unnormalizable. If the system has open boundary conditions, exponential solutions can be normalized, since they can start at one of the boundaries and decay toward the bulk. Therefore, zero-energy states are possible. The sign of $\delta t$ determines the direction of decay, in other words, the side of the finite system on which the edge state is located. The signs of $t$ and $K$ are irrelevant.

It is interesting to compare the above results to those of Jackiw and Rebbi [26]. There a first-order differential equation is solved for a function multiplying a $\sigma_z$ eigenstate, while in our case each component of the Pauli spinor satisfies the same second-order differential equation. Our calculations below on the lattice model (see Fig. 3) bear out the predictions of our continuum theory.
FIG. 2. Curves traced out by the parameters of the Hamiltonian as $k$ traverses the extended Brillouin zone for the $p/q = 1/2$ case. The Hamiltonian parameters are $K = 1$ in all cases, and $J = 1$, $J' = 2$ (upper panel), $J = 1.5$, $J' = 1.5$ (middle panel), $J = 2$, $J' = 1$ (lower panel). The curves of the upper and lower panels appear equivalent but the orientation of the curves changes as the gap closure point (the figure-8 of the middle panel) is crossed.

IV. IMPLEMENTATION OF DISTANCE DEPENDENCE

We take the shortest distance between the two sublattices to be $p/q$, where $p$ and $q$ are co-prime integers. The Hamiltonian in $k$ space can be shown to be

$$d_x(k) = -J \cos \left( k \left( \frac{p}{q} \right) \right) - J' \cos \left( k \left( 1 - \frac{p}{q} \right) \right),$$

$$d_y(k) = J \sin \left( k \left( \frac{p}{q} \right) \right) - J' \sin \left( k \left( 1 - \frac{p}{q} \right) \right),$$

$$d_z(k) = 2K \sin(k).$$  (13)

This Hamiltonian can also be derived from the original one [Eq. (7)] by

$$H_k \rightarrow \exp \left( ik \frac{\sigma_z p}{2} \right) H_k \exp \left( -ik \frac{\sigma_z p}{2} \right),$$  (14)

a rotation by angle $kp/q$ around the $z$ axis. We also note that the vector function $[d_x, d_y, d_z]$ has a period of $2\pi q$, rather than the usual $2\pi$.

Due to the fact that the distance dependence coincides with a rotation, a qualitative difference between the case of rational and irrational distances arises. As is known [6,7], the curve traced out by the SSH model on the $d_x - d_y$ plane is an ellipse whose center, in general, lies on the $d_x$ axis. Implementing the distance dependence will generate a different curve. A closed curve can be obtained if the distance between sublattice sites is taken to be a rational number ($p/q$ with $p$ and $q$ coprimes) and the Brillouin zone is extended to $2\pi q$. Observables related to the Berry (Zak) phase (polarization, topological invariants) depend on the curve being closed, since these physical quantities are integrals over a connection over a closed curve (usually the Brillouin zone).

Let us rewrite the $d$ curve of Eqs. (13) with a scaled wave vector, $k = q\kappa$, as

$$d_x(\kappa) = -\cos(\kappa p)(J + J' \cos(\kappa q))$$

$$- \sin(\kappa p)J \sin(\kappa q),$$

$$d_y(\kappa) = +\sin(\kappa p)(J + J' \cos(\kappa q))$$

$$- \cos(\kappa p)J' \sin(\kappa q),$$

$$d_z(\kappa) = +2K \sin(\kappa q).$$  (15)

FIG. 3. Calculation for a system with open boundary conditions with $L = 100$ (meaning also that there are 100 states). The parameters of the Hamiltonian are $J = 1.25$, $J' = 1.75$, $K = 2.0$. The minimum distance between sublattices is $p/q = 1/3$. The figure shows (a) the zero-energy state No. 50, (b) the zero energy state No. 51, (c) the phase of the wave function as a function of lattice site for state No. 50, and (d) the phase of the wave function as a function of lattice site for state No. 51.
This curve exists on the surface of a torus, albeit, not a torus of the usual parametrization, and the curve itself is a toroidal knot (see examples in Figs. 2, 4, and 5).

The fundamental group [27] of the torus is \( \pi_1(T^2) = \pi_1(S^1) \oplus \pi_1(S^1) = \mathbb{Z} \oplus \mathbb{Z} \), meaning that homotopically equivalent classes of loops on the torus can be characterized by two integers. In Eqs. (15), the two integers are \( p, q \), and in this parametrization they are toroidal winding numbers. A torus knot is obtained by a trajectory which loops around the hole of the torus an integer number of times \( (w_1 = p) \), while it makes an integer number of rotations around the body of the torus itself \( (w_2 = q) \). As argued in the previous section, the ratio of winding numbers is proportional to the polarization. A curve parametrized as Eqs. (15) traces out a toroidal knot for a given integer pair \( p, q \), even if \( p \) and \( q \) are not coprimes. If they are coprimes, then there is only one curve; if they are not, then the same curve is traced more than once, as many times as the common divisor of \( p \) and \( q \). In the original parametrization, Eqs. (13), the rescaling leads to the same curves for a given \( p, q \).

Alternatively, one can define \( r = q - p \) in Eqs. (13), and arrive at a different curve, similar in form to Eqs. (15). In this case, the winding numbers will be \( w_1 = r \) and \( w_2 = q \). Thus, we can write the two different fractionally quantized polarization results of the previous section as

\[
\mathcal{P} = -\frac{e}{2w_1} w_2.
\] (16)

The lower panel of Fig. 1 shows two curves for this extended model, one using a normal Brillouin zone \((-\pi, \pi)\), the other an extended one \((-q\pi, q\pi)\) (model parameters are \( J = 1.25, J' = 1.75, K = 2 \) and \( p/q = 1/3 \) in both cases). The former curve is open, the latter is a closed curve, a toroidal knot.

In our calculations below, the Brillouin zone is stretched by a factor of \( q \) and we take every \( q \)th point in \( k \) space in this enlarged Brillouin zone. The starting point for the polarization expression is the scalar product:

\[
Z_q = \langle \Psi | e^{i \frac{2\pi X}{L} q} | \Psi \rangle.
\] (17)

Following the steps of Resta [17], in a band insulator we have

\[
Z_q = \prod_{s=0}^{L-1} \det S(k_{qs}, k_{qs+1}),
\] (18)

where

\[
S_{m,r}(k_{qs}, k_{qs+1}) = \int_0^L dx \, u_{qs,m}(x) u_{qs+1,m}(x),
\] (19)

where \( u_{qs,m}(x) \) denote the periodic Bloch functions of band \( m \), and \( k_{qs} = 2\pi qs/L \). In our numerics, we calculate the polarization via

\[
\mathcal{P} = -\frac{e}{2\pi} \text{Im} \ln \prod_{s=0}^{L-1} |\det S(k_{qs}, k_{qs+1})|^{\frac{1}{2}}.
\] (20)

This definition is important from the point of view of implementation, because the \( \frac{1}{2} \) power keeps the terms in the Berry phase between 0 and \( 2\pi \), and provides the correct fractional polarization.

Again the question remains whether irrational distances can be handled. The difficulty in this case is that the Brillouin zone has to be extended to infinity. Two methods suggest themselves. One, use the irrational distance itself in place of \( p/q \) and compare larger and larger Brillouin zones. In this case, the curve in the \( d_x, d_y, d_z \) curve will be open. Another way would be to approximate the irrational distance as the limit of a sequence of rational numbers and investigate the limit of Eq. (20) along that sequence. Below (Fig. 7), a comparison is presented for the case when the distance is the inverse of the golden ratio.
V. RESULTS

The curves traced out by the parameters of the Hamiltonian \((d_1, d_2, d_3)\) are shown in Fig. 2 for three cases: \(J = 1, J' = 2; J = 1.5, J' = 1.5; J = 2, J' = 1\) (\(K = 1\) in all three cases) for \(p = 1, q = 2\). The topological transition occurs at \(J = 1.5, J' = 1.5\), where the curve traces out a figure–8, with a crossing point at the origin. The curves on the different sides of this phase diagram (the uppermost and lowermost panels) can be transformed into each other via a rotation by \(\pi/2\). Since the orientation of the curves (the sense of rotation around the \(d_i\) axis) does change when crossing the phase boundary, the winding number goes from one to minus one. This corresponds to a polarization reversal from \(\Psi = e/4\) to \(\Psi = -e/4\), as expected.

Figure 3 presents a study of how edge states arise in a system with open boundary conditions. The parameters of the Hamiltonian are \(J = 1.25, J' = 1.75, K = 2.0\), with \(p = 1\) and \(q = 3\). The upper two panels [Figs. 3(a) and 3(b)] show the two zero-energy wave functions which are localized at the edges. The system is fairly small \(L = 100\), and the parameter \(K\) is fairly large, giving rise to edge-state wave functions with a sizable finite component even halfway through the lattice, however, as the size is increased and/or if \(K\) is decreased the bulk component of the state decreases. These results are consistent with our previous derivation [Eq. (9)]. For a system with \(J' < J\), edge states are not found. The bottom panels [Figs. 3(c) and 3(d)] show the phase of the zero-energy wave functions. The phases of both edge states oscillate when going toward the center from the edges. The left and right sides mirror each other and a sudden change occurs at and within a few sites near the center of the system.

In Figs. 4 and 5, the \(d_1, d_2, d_3\) curves are shown for various values of \(p\) and \(q\). The Hamiltonian parameters are as follows: left \(J' = 1.75, J = 1.25\), center \(J' = 1.5, J = 1.5\), and right \(J' = 1.25, J = 1.75, K = 1.0\) for all cases. The plots are knot diagrams [28], two-dimensional knot representations, arrived at by projecting the curve onto the \(d_1 - d_2\) plane, but indicating which strand is below the other at crossings. Other than the plots in the center in both figures, neither of which are knots, the left and right plots show torus knots. For example, in the top left figure of Fig. 5, the curve winds around \(w_1 = 4\) times while it makes \(w_2 = 5\) revolutions around the body of the torus.

The center plots in both Figs. 4 and 5 show curves for the topological phase transition. These curves do not form knots, they cross at the origin, which is the gap closure point. It is obvious that these center plots connect the two topologically distinct phases on either side of the phase transition. At the phase transition, the torus surface on which the curve lives is a horn torus. On either side of the horn torus, the curves reconnect in a manner reminiscent of “partner switching” of edge states in the Kane-Mele model [9,10].

The upper plots in Fig. 4 are for \(p = 1\), the lower ones are \(p = 2\). The upper left plot shows a trefoil knot with \(w_1 = 2, w_2 = -3\). The upper right plot shows an unknot with \(w_1 = 1, w_2 = 3\). Even though there are crossings on this curve, they can be eliminated by type-I Reidemeister moves [28], one of three modifications on two-dimensional representations of knots which leave knot invariants unaltered. The knot invariants (in this case, the two winding numbers) are not altered by these modifications (if all three twists are eliminated).

The topological phase transition connects the two states. In the insulating phases, Eq. (16) is recovered. In the lower set, the \(J' > J\) curve exhibits the unknot \((w_1 = 1, w_2 = -3)\), and the \(J > J'\) the trefoil knot \((w_1 = 2, w_2 = 3)\), again consistent with Eq. (16).

In Fig. 5, the \(d_1, d_2, d_3\) curves are shown for various \(q = 5\) cases. The upper plots are \(p = 1\), the lower ones are \(p = 2\). The phase transition in the upper set is a topological one connecting a \(w_1 = 4\) phase \((J' > J)\) with a \(w_1 = 1\) phase \((J > J')\), while the bottom set shows a transition between a \(w_3 = 3\) phase \((J' > J)\) and a \(w_3 = 2\) phase \((J > J')\), both accompanied by sign changes in \(w_2\) whose absolute value is five. The cases \(p = 3\) and \(p = 4\) (not shown) give winding numbers of \(w_1 = 2, w_1 = 3\) and \(w_1 = 1, w_1 = 4\), respectively, again with changes in signs in \(w_2\) across the quantum phase transition. In all cases, our polarization formula, Eq. (16), is recovered.

To summarize the information of Figs. 4 and 5, it is useful to connect the results to what is known from the usual representation [11], in which the Wannier functions corresponding to different basis sites are taken to have the same phase (basis \(I\)). There, there are two distinct phases, one with winding number zero (trivial phase), one with winding number one (topological phase), separated by gap closure. Performing the unitary transformation in Eq. (14) leads to a different representation of the same topological phases, and it is these different representations which are shown in the figures. In a given system with fixed \(p/q\), the insulating phases are knots on ring or spindle tori. A ring torus can be deformed into a spindle torus via a horn torus. The horn torus occurs if \(J = J'\), that is when the gap closes and where the phase transition separating different topological phases occurs (center panels in Figs. 4 and 5). Note that in the \(p/q = 1/3\) case, the topological (trivial) phase corresponds to the spindle (ring) torus, whereas the reverse is true for \(p/q = 2/3\).

When \(K = 0\) (the usual SSH model), the above curves remain on the \(d_1, d_2\) plane, hence one cannot speak of a torus. In the usual representation [6,7] of this model, the \(J' > J\) is the topological state with winding number of one, while the \(J' < J\) is the trivial state with winding number zero, depending on whether the \(d_1, d_2\) curve encircles the origin. Implementing distance dependence turns each of those phases into phases with distinct quantized polarizations. Gradually changing the sign of \(K\) changes the sign of both winding numbers for a given toroidal knot (which goes into its chiral counterpart), leading to no change in the polarization (since the polarization is the ratio of winding numbers). This is consistent with the result derived in Sec. III: The sign of \(K\) does not determine the presence of edge states (nor whether the state is topological or trivial), only the sign of the \(J' - J\) does.

Another way of seeing how the fractional polarization arises is to look at the phase variable of the wave function. The wave functions that are the solution of the Hamiltonian in Eq. (7) with the \(d\) components given by Eqs. (13) can be written in the form

\[
\begin{pmatrix}
\sin \left( \frac{\theta}{2} \right) \\
\cos \left( \frac{\theta}{2} \right) \exp(i\phi_k)
\end{pmatrix}
\]

(21)
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FIG. 6. The trajectory of $\phi_k$, a parameter which defines the wave function [Eq. (21)] across the extended Brillouin zone for a trivial (a) and a topological (b) case. As $k$ sweeps across the extended Brillouin zone, $\phi_k$ increases by $2\pi$ in the trivial, and $-4\pi$ in the topological system.

where $\theta_k$ and $\phi_k$ depend on $d_1, d_c, d_2$ [Eq. (13)]. The phase $\phi_k$ is shown in Fig. 6, for a system with $p=1$ and $q=3$. In the trivial phase, the phase $\phi_k$ changes by $2\pi$ as $k$ covers the extended Brillouin zone ($2\pi q = 6\pi$). Accordingly, the polarization is $P = -\frac{e}{2\pi}$. Meanwhile, in the topological phase, the variable $\phi_k$ changes by $-4\pi$ along the Brillouin zone, and the polarization is $P = \frac{e}{2\pi}$.

In Fig. 7, we present calculations for an irrational distance, namely, the inverse of the golden ratio. In one calculation, we used the irrational number itself to derive a Bloch Hamiltonian [in place of $p/q$ in Eqs. (13)], and Brillouin zones of size $-\pi q, \pi q$ were used. In another calculation, ratios of the Fibonacci sequence were used to approximate the golden ratio and Eq. (20) was used. The results in Fig. 7 show that, while the polarization based on using an irrational distance is reasonably close to the exact result, using a rational approximation is a much more stable procedure, which uniformly approaches the exact result.

If an adiabatic charge pumping experiment [29,30] undergoing a full cycle is considered, the amount of charge pumped would be one unit of charge per cell. This coincides with the results of Watanabe and Oshikawa [4] who showed that the charge pumped is independent of how the Hamiltonian is written. Figure 8(a) shows the Fourier transform of $Z_q$, defined as

$$P_x = \sum_q \exp(i2\pi xq/L)Z_q; \quad x = 1, ..., L, \quad (22)$$

which corresponds to the underlying polarization distribution [31–34]. The case $p/q = 1/3$ is considered. Shown are two different parameter sets for each ordered state, as well as the phase transition, where $J = J'$. The distributions of the ordered states show maxima corresponding to the values of the polarization calculated above. The tuning of the parameters of the Hamiltonian within one phase change the shape of the distribution (variance and other cumulants), but not the position of the maximum. At the transition, the distribution becomes nearly flat; the system does not exhibit a well-defined polarization due to gap closure. For a finite system, the curve representing $J = J'$ is not entirely flat because the $k$–space sampling does not precisely hit the points where the gaps occur. However, as the thermodynamic limit is taken, the curve progressively flattens out.

In the cases treated heretofore, the polarization can be easily determined by the ratio of the winding numbers, hence the Berry phase formula is not necessary. If other terms are added to the Hamiltonian, for example, an on-site potential, then the Berry-phase-based formula in Eq. (20) is needed.
the lower panel of Fig. 8(b), an adiabatic charge pumping process [30] is shown. The Hamiltonian is reparametrized according to Eq. (10) and an alternating on-site potential of strength $\Delta$ is also added. In the calculations of Fig. 8(b), $t = K = 1$. The plots shown are along total polarization distribution curves along the circle in the $\delta t - \Delta$ plane. The equation of the circle is $0.2 \cos(\alpha), 0.2 \sin(\alpha)$, and the curves labeled $A, B, C, D, E, F, G, H$ correspond to values of $\alpha = 0, \pi/4, \pi/2, 3\pi/4, \pi, 5\pi/4, 3\pi/2, 7\pi/4$, respectively. As $\alpha$ increases, the maximum of the polarization distribution function shifts toward the right within the unit cell. For the curves $G$ and $H$, the maxima of the curves is to the left of the A curve. This can be interpreted as a charge which entered from a neighboring unit cell (to the left of the one shown), as is expected to occur for adiabatic charge pumping. Note that at points $A$ and $E$, the maxima correspond to the ones shown in Fig. 8(a) and the maximum of the charge distribution appears to travel smoothly in between. The part of the adiabatic charge pump process between $\alpha = 0$ and $\alpha = \pi$ occurs between systems which exhibit fractionally quantized polarization. If the I basis was used, the maximum would be located at the edge of and halfway through the unit cell.

VI. CONCLUSION

Lattices with a basis can be solved by various representations of the wave function. The representations differ in the relative phases of the Wannier functions associated with different sites within the unit cell. The different representations are related by unitary transformations. The transformation can be used to diagonalize the position operator, if the Brillouin zone is extended. When the nearest distance between basis sites is a rational number $p/q$, the Brillouin zone has to be extended by a factor of $q$. When this distance is an irrational number, the Brillouin zone extends to the entire real line. This latter state of affairs raises the question of how to calculate the polarization, to which we suggested the use of a rational approximation to the distance between intraunit cell sites.

Applying such a transformation to the Hamiltonian can give rise to auxiliary topological features. In our example calculations, based on an extension of the SSH model, the $d_x, d_y, d_z$ curve forms a toroidal knot, and the ratio of the two winding numbers of the torus is proportional to the polarization. Since the modification here is a mere unitary transformation of the Hamiltonian, or a change in the relative phase of the Wannier functions corresponding to the different sites within a unit cell, no new phases are found; the phase diagram is unaltered. If the extended SSH model is studied in the usual basis, where the phases of the Wannier functions are the same, then there is no torus, the $d_x, d_y, d_z$ curve is an ellipse, and its winding number around the $d_z$ axis defines the polarization (the distinct phases have winding numbers zero or one). When the Hamiltonian is transformed into the basis which diagonalizes the position and the Brillouin zone is extended, the $d_x, d_y, d_z$ curve becomes a knot on a torus. Within each phase, the torus on which the curve lives is of a different type, a ring or a spindle torus. The quantum phase transition occurs when the torus is a horn torus.

These conclusions fit into the recent findings of Bena and Montambaux [1] and those of Watanabe and Oshikawa [4]. The unitary transformation which relates different representation choices can change quantities which depend on the phase of the wave function. In Ref. [4], this is shown for the current, in our case it is shown for the polarization (Berry-Zak phase) and for the $d_x, d_y, d_z$ curves of the system. However, as argued in both Refs. [1] and [4], phase-independent quantities [4] will not change. The phase-independent quantity we investigated was the charge pumped in an adiabatic process, and indeed it does not depend on the representation used. The path of the polarization maximum during the process, however, does depend on it.

As for experimental tests of our work, the model suggested here can be realized in a setting of cold atoms trapped in optical lattices [29,30]. We anticipate that a partial change in the polarization, of the type between maxima in Fig. 8, can be measured in experiments in which the polarization is changed, as long as the process does not constitute a full adiabatic cycle, for example, a polarization switch. One possible way to realize the distance dependence explicitly is the following. For instance, a $p = 1, q = 3$ system could be realized by constructing first a tripartite periodic lattice, and approach our bipartite system as a limit by decreasing the coupling of one of the sites in each unit cell to zero.
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