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ABSTRACT. We study the MAP/M/s + G queueing model that arises in various multi-server engineering problems including telephone call centers, under the assumption of MAP (Markovian Arrival Process) arrivals, exponentially distributed service times, infinite waiting room, and generally distributed patience times. Using sample-path arguments, we propose to obtain the steady-state distribution of the virtual waiting time and subsequently the other relevant performance metrics of interest via the steady-state solution of a certain Continuous Feedback Fluid Queue (CFFQ). The proposed method is exact when the patience time is a discrete random variable and is asymptotically exact when it is continuous/hybrid, for which case discretization of the patience time distribution is required giving rise to a computational complexity depending linearly on the number of discretization levels. Additionally, a novel method is proposed to accurately obtain the first passage time distributions for the virtual and actual waiting times again using CFFQs while approximating the deterministic time horizons by Erlang distributions or more efficient Concentrated Matrix Exponential (CME) distributions. Numerical results are presented to validate the effectiveness of the proposed numerical method.

1. Introduction. In call centers, customer impatience refers to a situation when a customer who gets delayed in the queue runs out of patience and subsequently abandons the system when the queue wait exceeds the so-called patience (or abandonment) time. Impatience is a well-known phenomenon in call centers and a number of queueing models have been proposed in the literature to model call centers with
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impatience; see for example [5, 17, 25, 31] and the references therein for a survey of call centers along with a collection of such queueing models. The variations in these models stem from the assumptions on customer interarrival and service times, number of waiting rooms, and more specifically, the abandonment time distribution.

The most basic queueing model with impatience is the $M/M/s + M$ model (also known as the Palm model [47] or the Erlang-A model) with Poisson customer arrivals, exponentially distributed service times, infinite waiting room, and each customer is assigned an exponentially distributed abandonment time. The reader is referred to [26] for exact and approximate expressions for certain performance measures of the Erlang-A model. The $M/M/s + M$ queue with $k$ waiting rooms where the number of customers in the system over time is a birth-and-death process, is investigated in [54]. However, existing statistical call center traffic analysis reveals that abandonment times are of non-exponential nature [17, 31]. Moreover, higher order moments of the patience time are known to play a major role in the overall performance of call centers [55]. In [11], arriving customers know about their queue wait at their arrival epochs and they abandon immediately at their arrival epoch if the queue wait exceeds a generally distributed patience time. The references [15, 16] study the more general $M(k)/M(k)/s + G$ system where the arrival and service rates are allowed to depend on the number of customers in the system. The authors assume that the customers abandon at the end of their patience and therefore queue-length related performance measures can also be obtained. The references [58] and [59] present the existing exact results on the $M/M/s + G$ queue along with approximate many-server asymptotic results whereas the reference [40] presents empirically-driven experiments for the same model. In [55], an engineering approach is developed to provide approximate results for the $M/G/s/k + G$ for several performance metrics of interest. The work in [43] presents a generalized solution for the offered waiting time, the probability of missing deadline, and the probability of blocking for the $M(n)/M(n)/s/FCFS + G$ queue for both infinite and finite queue capacity cases.

Markovian Arrival Process (MAP) refers to a very general class of Markov modulated processes used for modeling interarrival times in queueing systems [39, 38, 45, 37]. It is shown in [9] that the set of MAPs is dense in the set of all stationary point processes which makes the MAP a very powerful tool for modeling interarrival times in queueing systems. In this regard, MAPs have been successfully used for fitting real workload traces with short-range or long-range dependent behavior [6, 20, 21, 46]. MAPs have also been used to model queueing systems arising specifically in call centers. In [10], the stationary waiting time distribution for the $MAP/M/s$ queue without abandonments is studied. The $MAP/M/s + D$ queue with deterministic abandonments is thoroughly investigated by the authors of [22] who first derive the virtual waiting time distribution and subsequently the loss probability and the actual waiting time distribution. The virtual waiting time results of [22] are refined in [33] in which the stationary queue length distribution is also obtained for the $MAP/M/s + D$ queue. A multi-server queueing system with finite buffer and impatient heterogeneous MAP customer arrivals with exponentially distributed patience times is investigated in [34].

In this paper, we consider the $MAP/M/s + G$ queue with infinite waiting room whose steady-state solution has recently been obtained in [27] for discrete abandonment time distributions by modeling the age of the customer waiting at the head of the queue using the theory of Markov Fluid Queues (MFQs) under general
PH-type distributed service times. In this paper, we take an alternative approach in which the virtual waiting time of successful customers is modeled as the fluid level subprocess of an MFQ. Moreover, we show that this particular virtual waiting time-based model is not only effective for the steady-state analysis but also in obtaining the first passage time distributions in call center models. Using sample-path arguments, obtaining the steady-state distribution of the virtual waiting time in the $MAP/M/s + G$ queue is first shown to reduce to finding the steady-state solution of a Continuous Feedback Fluid Queue (CFFQ). Subsequently, non queue-length related performance measures of interest, such as the abandonment probability, the zero wait probability, actual waiting time distribution of successful calls, etc. can be derived from the virtual waiting time distribution. The proposed method is exact when the abandonment time is a discrete random variable and is asymptotically exact when the patience time is a continuous or hybrid random variable in which case discretization of the abandonment time distribution is required. With such discretization, CFFQs reduce to the so-called Multi-Regime Markov Fluid Queues (MRFMQ) for which numerically efficient and stable steady-state solvers are available [32, 23]. The computational complexity of the proposed method depends linearly on the number of discretization levels and highly accurate results are within reach when the number of discretization levels is suitably increased when the patience time is a continuous random variable. Furthermore, for continuous abandonment time distributions, we propose a specific discretization scheme which is different than the traditional method of partitioning the buffer into regimes of equal length which is the method that was used in [27]. We also included extensive numerical experimentation to validate the proposed discretization scheme.

With this proposed approach, we extend the MRFMQ-based approach taken in [51] for a single-server queue to a multi-server $MAP/M/s + G$ call center in case of general patience time distributions and we propose to use the steady-state MRFMQ-solver proposed in [32] that is based on the ordered Schur decomposition for solving the proposed system with well-established numerical stability and efficiency.

Obtaining transient performance measures of interest is also a key for the purpose of dynamic provisioning of multi-server systems, particularly telephone call centers [35]. In [36], transient analysis of the $M/M/c$ queuing model with balking and retention is performed by employing the probability generating function technique. One of the major transient performance measures in a queueing system is the first passage time distribution. In this paper, in addition to steady-state analysis, we study the first passage time distribution for the virtual waiting time as well as the actual waiting time for the $MAP/M/s + G$ queue. There have been several studies in the recent literature to approximately obtain transient quantities of interest in certain queueing systems via the steady-state solution of properly constructed stochastic systems using sample path arguments. The reference [52] obtains the transient queue lengths and waiting time distributions using steady-state analysis for a discrete-time queue. In [53], an algorithm is provided to find certain transient performance measures for every possible initial configuration of a Quasi-Birth-and-Death (QBD) Markov chain by means of the steady-state solution of another properly constructed Markov chain. Similarly, a numerical method has been proposed in [57] for finding the ruin probabilities for a general continuous-time risk problem using the steady-state solution of a certain MFQ using Erlangization for keeping track of the deterministic time horizon where an Erlang distribution of order $\ell$ is used to approximate a deterministic quantity. A recent work [3] obtains
transient and first passage time distributions of first- and second-order MRMFQs using Concentrated Matrix Exponential (CME) distributions as opposed to Erlangization for approximating deterministic time horizons. First passage time analysis of MRMFQs has been studied in the literature using other approaches as well. The Laplace-Stieltjes transforms have been derived in [12] in the context of a risk problem for the ruin probabilities along with other related transient measures, and also in [14] for the time to return to a level, the draining/filling time, and the sojourn time spent in a set of levels for a general MRMFQ model. Motivated by this line of research, as the second main contribution of this paper, the first passage time distribution for both the virtual and actual waiting times for the MAP/M/s + G call center model is shown to be approximately obtainable through the steady-state analysis of an auxiliary MRMFQ of larger order, using both Erlangization and CME distributions.

The rest of the paper is organized as follows. In Section 2, preliminaries on CFFQs and MRMFQs and their steady-state solutions are presented. The MAP/M/s + G queue and its steady-state solution using the theory of MRMFQs is presented in Section 3. The approximate solution for the first passage time distribution for the virtual and actual waiting times in the MAP/M/s + G queue are given in Section 4. Validation of the proposed algorithms is done with a number of numerical examples along with comparisons with simulations in Section 5. Finally, we conclude.

2. Multi-regime Markov fluid queues. Conventional Markov Fluid Queues (CMFQ) are described by a joint Markovian process $X(t) = (X_f(t), X_m(t))$, $t \geq 0$, where $0 \leq X_f(t) \leq B$ represents the fluid level in the buffer, $B$ denotes the buffer capacity, and the modulating phase process $X_m(t) \in \{1, 2, \ldots, n\}$ is a Continuous Time Markov Chain (CTMC) with generator $Q$. In CMFQs, the net rate of fluid change (or drift) is $r_i$ when the phase of the modulating process $X_m(t)$ is $i$. The drift matrix $R$ is the diagonal matrix of drifts: $R = \text{diag}\{r_1, r_2, \ldots, r_n\}$ and the process $X(t)$ is fully characterized with the pair $(Q, R)$. In the seminal work of [7], the stationary solutions of CMFQs are studied for the infinite buffer capacity case using a spectral expansion approach whereas [50] extends this analysis to the finite buffer capacity case. A more recent work in [4] obtains the stationary solution of CMFQs for both infinite and finite buffers using an alternative additive decomposition technique which is computationally more stable and efficient than spectral decomposition. Transient solution of CMFQs are studied in [1, 2] using matrix-analytic techniques.

Recently, there has been a surge of interest in MFQs for which the drift not only depends on $X_m(t)$ but also on the instantaneous fluid level $X_f(t) = x$ and moreover the generator for the phase process $X_m(t)$ also depends on the latter. In Continuous Feedback Fluid Queues (CFFQ), this dependence is continuous and CFFQs are fully characterized with a pair of level dependent generator and drift matrices $(Q(x), R(x))$ [48]. However, exact stationary solutions for CFFQs are only available for special cases and approximation techniques are required for their solutions. Another class of MFQs is Multi-Regime MFQs (MRMFQ) for which the buffer is partitioned into a finite number of non-overlapping regimes (or intervals) and the drift depends on the phase as well as the regime of the fluid level and also the generator for the phase process $X_m(t)$ depends on the regime; see [41] and [32] for a more elaborate discussion of MRMFQs and their stationary solutions. Obviously, a conventional MFQ is an MRMFQ with one single regime. Therefore, MRMFQs are subcases of CFFQs, and CMFQs are subcases of MRMFQs. The relationship
between CMFQs, MRMFQs and CFFQs is illustrated in Fig. 1. In this manuscript, an MFQ refers to any one of the three depending on the context. In particular, for MRMFQs, the buffer is partitioned into $K > 1$ regimes with the boundaries $0 = T^{(0)} < T^{(1)} < \cdots < T^{(K-1)} < T^{(K)} = B$. When $T^{(k-1)} < X(t) < T^{(k)}$, the fluid process is said to be in regime $k$ at time $t$. The MRMFQ is subsequently characterized with a level-dependent pair of matrices $(Q(x), R(x))$ which turn out to have the following form

$$Q(x) = \begin{cases} Q^{(k)} & \text{if } T^{(k-1)} < x < T^{(k)}, \ k = 1, 2, \ldots, K, \\ \tilde{Q}^{(k)} & \text{if } x = T^{(k)}, \ k = 0, 1, \ldots, K, \end{cases}$$

(1)

$$R(x) = \begin{cases} R^{(k)} & \text{if } T^{(k-1)} < x < T^{(k)}, \ k = 1, 2, \ldots, K, \\ \tilde{R}^{(k)} & \text{if } x = T^{(k)}, \ 0, 1, \ldots, K, \end{cases}$$

(2)

where the regime-$k$ generator and drift matrices are denoted by $Q^{(k)}$ and $R^{(k)}$, respectively, and the boundary-$k$ generator and drift matrices are denoted by $\tilde{Q}^{(k)}$ and $\tilde{R}^{(k)}$, respectively. It is clear that strictly negative (strictly positive) fluid drifts at boundary 0 (boundary $K$) are not allowed for the purpose of restricting the fluid level to the interval $[0, B]$. The regime-$k$ joint probability density function (pdf) vector $f^{(k)}(x)$ is defined as follows:

$$f^{(k)}(x) = \left[ f_{1}^{(k)}(x) \ f_{2}^{(k)}(x) \ \ldots \ f_{n}^{(k)}(x) \right],$$

(3)

where

$$f_{i}^{(k)}(x) = \lim_{t \to \infty} \frac{d}{dx} \Pr\{X_f(t) \leq x, X_m(t) = i\}, \ T^{(k-1)} < x < T^{(k)}.$$  

(4)

Similarly, the steady-state boundary-$k$ probability mass accumulation (pma) vector $c^{(k)}, 0 \leq k \leq K$, is defined as follows:

$$c^{(k)} = \left[ c_{1}^{(k)} \ c_{2}^{(k)} \ \ldots \ c_{n}^{(k)} \right], \ c_{i}^{(k)} = \lim_{t \to \infty} \Pr\{X_f(t) = T^{(k)}, X_m(t) = i\}.$$  

(5)

When $T^{(K)} = B \to \infty$ as will be the scenario of interest of this paper, then we have an infinite capacity MRMFQ and the particular regime $K$ is of infinite length. In
this case, the following system of differential equations describes the evolution of the joint pdf vector [32]:

\[
\frac{d}{dx} f^{(k)}(x) R^{(k)}(x) = f^{(k)}(x) Q^{(k)}, \quad T^{(k-1)} < x < T^{(k)}, \quad 1 \leq k \leq K, \tag{6}
\]

with the following set of boundary conditions:

\[
c_i^{(0)}(k) = 0, \quad \forall i \in S_+^{(1)}, \tag{7}
\]

\[
c_i^{(k)} = 0, \quad \forall i \in \left( S_+^{(k)} \cap S_+^{(k+1)} \right) \cup \left( S_-^{(k)} \cap S_-^{(k+1)} \right), 1 \leq k < K, \tag{8}
\]

\[
c_i^{(k)} = 0, \quad \forall i \in \left( S_-^{(k)} \cap S_+^{(k+1)} \right) \cap \left( \tilde{S}_+^{(k)} \cup \tilde{S}_-^{(k)} \right), 1 \leq k < K, \tag{9}
\]

\[
c^{(0)}_i(0) = f^{(1)}(0^+) R^{(1)}, \quad c^{(k)}_i(0) = f^{(k-1)}(T^{(k-1)}) R^{(k-1)}, 1 \leq k < K, \tag{10}
\]

\[
f_i^{(k)}(T^{(k-1)}) = 0 \quad \forall i \in S_+^{(k)} \cup \left( \tilde{S}_0^{(k)} \cap \tilde{S}_+^{(k)} \right), 1 \leq k < K, \tag{11}
\]

\[
f_i^{(k+1)}(T^{(k)}) = 0 \quad \forall i \in \left( S_0^{(k)} \cup \tilde{S}_-^{(k)} \right) \cup S_+^{(k+1)}, 1 \leq k < K, \tag{12}
\]

where \( S_-^{(k)}, S_0^{(k)}, S_+^{(k)} (\tilde{S}_-^{(k)}, \tilde{S}_0^{(k)}, \tilde{S}_+^{(k)}) \) are the set of states in the \( k \)-th regime (boundary) with negative, zero, and positive drifts, respectively. Moreover, one has the following normalization equation:

\[
\left( \sum_{k=1}^{K} \int_{T^{(k-1)}+}^{T^{(k)-}} f^{(k)}(x) dx + \sum_{k=0}^{K-1} c^{(k)} \right) e = 1, \tag{14}
\]

where \( e \) denotes a column vector of ones of appropriate size. In the above identities, we used the notation

\[
g(a^-) = \lim_{\Delta x \downarrow 0} g(a - \Delta x), \quad g(a^+) = \lim_{\Delta x \uparrow 0} g(a + \Delta x),
\]

to denote the left and right limits of the scalar function \( g(x) \) at \( x = a \), respectively. Assuming per-regime drift matrices are invertible (as will be the case for our proposed model), the following similarity transformation is applied to the per-regime matrix \( A^{(k)} = Q^{(k)} (R^{(k)})^{-1} \) as follows:

\[
(Y^{(k)})^{-1} A^{(k)} Y^{(k)} = \begin{bmatrix} 0 & A^{(k)}_- \\ A^{(k)}_+ \end{bmatrix}, \tag{15}
\]

where \( A^{(k)}_- \) and \( A^{(k)}_+ \) have eigenvalues in the open left and open right half planes, respectively, and \( (Y^{(k)})^{-1} \) is suitably partitioned as:

\[
(Y^{(k)})^{-1} = \begin{bmatrix} L^{(k)}_+ \\ L^{(k)}_0 \\ L^{(k)}_- \end{bmatrix}.
\tag{16}
\]

The matrix \( Y^{(k)} \) can be obtained in a numerically efficient way by first finding the ordered Schur decomposition of the matrix \( A^{(k)} \) and subsequently solving a pair of
Sylvester equations using the method proposed by [32]. Consequently, the joint pdf vector \( f^{(k)}(x) \) for each regime \( k \) can be given as:

\[
f^{(k)}(x) = a^{(k)} \begin{bmatrix} L_0^{(k)} \\ e^{A^{(k)}_-(x-T^{(k-1)}_+)L_+^{(k)}} \\ e^{-A^{(k)}_+(T^{(k)}_+-x)L_+^{(k)}} \\ \end{bmatrix},
\]

(17)

for \( T^{(k-1)}_+ < x < T^{(k)}_+ \) and

\[
a^{(k)} = \begin{bmatrix} a_0^{(k)} & a_-^{(k)} & a_+^{(k)} \end{bmatrix}
\]

is the vector of unknown coefficients to be solved for each regime \( k \). When \( B \to \infty \), the following stability condition

\[
\pi^{(K)} R^{(K)} e < 0
\]

(18)

should hold where \( \pi^{(K)} \) is the stationary vector of \( Q^{(K)} \) [32]. In this case, in addition to the boundary conditions (7)-(14), the identities \( a_{0}^{(K)} = 0 \) and \( a_{+}^{(K)} = 0 \) should hold. Finally, one can solve the unknowns \( a^{(k)} \) and \( c^{(k)} \) by re-writing the equations (7)-(14) in terms of the unknowns using the form of the solution in Eqn. (17).

The numerical algorithm summarized above requires the solution of a linear matrix equation of at most size \( n(2K + 1) \) for finding the unknowns in the case of an MRMFQ with \( n \) phases and \( K \) regimes. The computational complexity of the proposed algorithm can be reduced to \( O(n^3 K) \) thanks to the block-tridiagonal form of the system matrix [56]. The linear dependence of the overall computational complexity of the MRMFQ solver with respect to the number of regimes makes MRMFQ-based models very attractive and therefore they can effectively be used to approximately obtain the stationary solution for more general CFFQs through the discretization of the continuously level-dependent pair of generator and drift matrices; see [56].

3. The MAP/M/s+G queue and its stationary solution. We study the MAP/M/s+G call center queueing model with \( s \) servers, infinite waiting room, and generally distributed patience times. Calls (or customers) arrive at the system according to a Markovian Arrival Process (MAP) which is a versatile process that allows dependence in successive call interarrival times; see [39] for an elaborate discussion of MAPs. A MAP with order \( m \) is characterized with the matrix pair \( (C,D) \), namely \( MAP(C,D) \), both characterizing matrices being \( m \times m \), \( C = \{C_{ij}\} \) having negative diagonal elements and non-negative off-diagonal elements, \( D = \{D_{ij}\} \) being non-negative, and \( E = C + D \) is an irreducible infinitesimal generator. The evolution of the MAP is described through the following. Assume that the Markov process with generator \( E \) is in state \( j \), \( 1 \leq j \leq m \). After an exponentially distributed time with parameter \( -C_{ij} \), a transition to another state \( k \neq j \) occurs without an arrival with probability \( \frac{C_{jk}}{C_{ij}} \) or a transition to state \( l \) occurs with an arrival with probability \( \frac{D_{il}}{C_{ij}} \). Let \( \alpha \) be the stationary probability vector of the phase process with generator \( E \) so that \( \alpha \) satisfies

\[
\alpha E = 0, \ \alpha e = 1.
\]

(19)

The mean arrival rate \( \lambda \) for the \( MAP(C,D) \) is then given by [38]:

\[
\lambda = \pi d^\alpha = \pi De,
\]

(20)
with $d^* = \{d^*_j\}$ and $d^*_j$ being the call arrival rate at state $j$. Moreover, the embedded stationary probability vector (embedded at post-arrival epochs) denoted by $\pi$ satisfies
\[
\pi P = P, \quad \pi e = 1,
\]
where $P = (-C)^{-1}D$ denotes the $m \times m$ probability transition matrix at the embedded epochs of arrivals. The relation between these two stationary vectors is given by
\[
\alpha = \lambda \pi (-C)^{-1}.
\]

For the MAP/M/s+G queueing system, there are $s$ statistically identical servers (or agents) to serve the incoming calls (customers). The service time of an individual customer is exponentially distributed with parameter $\mu$ and the system load is defined as $\rho = \frac{\lambda}{s \mu}$. An incoming call is directed to one of idle servers randomly, i.e., zero wait. If all the servers are busy, then the customer joins a First-Come First-Served (FCFS) queue to wait with no limit on the waiting room capacity. When waiting customers run out of patience before their service start, they abandon the queue. Mathematically, impatience occurs when the queue wait time exceeds the abandonment time random variable $A$ which is generally distributed with pdf $f_A(\cdot)$. In [58], various distributional choices for the random variable $A$ are studied through empirical call center data. In order to describe the MAP/M/s+G queueing system, we first define the virtual waiting time $V(t)$ which stands for the waiting time of a virtual customer that would arrive at time $t$ provided this customer would eventually be served, i.e., successful. If there are strictly less than $s$ customers in the system, then $V(t) = 0$. If there are exactly $s$ customers in the system, i.e., all servers are busy and the queue is empty, $V(t)$ amounts to the time required until the first customer departure. Generally, when the number of customers in the system is larger than or equal to $s$, then $V(t) > 0$ and a virtual incoming customer at time $t$ would decide to wait in the queue if $A > x$ for eventual successful service, or equivalently with probability
\[
g_s(x) = \int_x^\infty f_A(y) \, dy.
\]
Similarly, an incoming virtual customer at time $t$ would be tagged as “abandoned” at the epoch of arrival which would occur with probability
\[
g_a(x) = 1 - g_s(x).
\]
A tagged customer will wait in the queue but will abandon before the service starts and its queue wait time will not have any effect on that of the successful calls, i.e., non-abandoning calls. Therefore, in our model, $V(t)$ keeps track of successful customers’ waiting times only.

The sample path for the process $V(t)$ is given in Fig. 2(a) for an example scenario with three servers. In this example, we have customers numbered 1, ... , 7 arriving at instances 0, 0, 1, 2, 4, 6, 11, with service times 5, 7, 9, 7, $\times$, 8, 5, respectively. At $t = 1$, $V(1^-) = 0$, customers 1 and 2 are in service with remaining service times of 4 and 6, respectively, and at $t = 1$, the customer 3 arrives with a service time of 9. Obviously, customer 3 will have a zero queue wait and $V(1^+) = 4$ which turns out to be the minimum of the three remaining service times. At $t = 2$, $V(2^-) = 3$, and the customers 1, 2, and 3 are in service with remaining times 3, 5, and 8, respectively, and the customer 4 arrives with a service time of 7 which cannot be served immediately but instead begins to wait in the queue. At $t = 2$,
$V(2^+) = 5$ which turns out to be time until the departure of customer 2. At $t = 4$, customer 5 arrives but it is tagged as “abandoned” since the virtual waiting time $V(4^-) = 2$ turns out to be larger than a realization of the random variable $A$. Therefore, this customer will not have an effect on $V(t)$ at $t = 4$ and its service time is thus represented by a don’t care $\times$. At $t = 5$, customer 1 leaves and customer 4 starts service and subsequently $V(t)$ evolves in Fig. 2(a). Due to abrupt jumps, the virtual waiting time process can not be modeled as an ordinary Markov fluid queue. Therefore, we introduce an auxiliary random process $Y_f(t)$ by replacing the abrupt jumps in the original process $V(t)$ with linear increases with a drift of $+1$ as illustrated Fig. 2(b) with red dashed lines. Moreover, it is clear from sample path arguments that the steady-state distribution of the process $V(t)$ can be derived from that of $Y_f(t)$ by censoring out the states corresponding to a drift of $+1$. Next we focus on the CFFQ model for the fluid process $Y_f(t)$. For this purpose, we first define the two-dimensional process $Y_m(t) = \{S(t), M(t)\}_{t \geq 0}$ where $S(t) \in S = \{0, 1, \ldots, s - 2, s - 1, s\}$ stands for the number of busy servers at time $t$ with two exceptions: when $Y_f(t) > 0$ the state $s - 1$ refers to the part of the curve in Fig. 2(b) where the virtual waiting time is strictly decreasing; and state $s$ refers to the part of the same curve where $Y_f(t)$ is strictly increasing. Moreover, $M(t) \in M = \{1, 2, \ldots, m\}$ keeps track of the MAP state at time $t$. With this definition, the joint process $Y(t) = (Y_f(t), Y_m(t))$, $t \geq 0$, where $0 \leq Y_f(t) < \infty$ is a CFFQ process characterized with the matrix pair $(Q_Y(x), R_Y(x))$ which are provided below on the basis of the enumeration of the joint state of $Y_m(t)$ as $(0, 1), (0, 2), \ldots, (0, m), (1, 0), \ldots, (1, m), \ldots, (s, m)$:

$$Q_Y(0) = \begin{bmatrix}
C & D \\
\mu I_m & C - \mu I_m & D \\
2\mu I_m & C - 2\mu I_m & D \\
\vdots & \ddots & \ddots & \ddots \\
(s - 1)\mu I_m & C - (s - 1)\mu I_m & D \\
0_m & 0_m
\end{bmatrix},$$

$$R_Y(0) = \text{diag}\{0_{ms}, I_m\},$$

and for $x > 0$:

$$Q_Y(x) = \begin{bmatrix}
0_m(s-1) & 0_m(s-1) \times m \\
0_m \times m(s-1) & C + Dg_a(x) & Dg_a(x) \\
0_m \times m(s-1) & s\mu I_m & -s\mu I_m
\end{bmatrix},$$

$$R_Y(x) = \text{diag}\{-I_{ms}, I_m\},$$

where $0_m$ and $I_m$ stand for a square matrix of zeros and the identity matrix of size $m$, respectively, $0_{ms \times n}$ stands for a matrix of zeros of size $m \times n$, and $\text{diag}$ operator stands for the diagonal concatenation of its matrix input arguments:
\[ \text{diag}\{A_1, A_2,\ldots, A_l\} = \begin{bmatrix} A_1 & 0 & \cdots & 0 \\ 0 & A_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & 0 \\ 0 & 0 & \cdots & A_l \end{bmatrix}, \]

for diagonal \(A_j, 1 \leq j \leq l\). If the random variable \(A\) is such that the abandon-

**Figure 2.** Sample paths of (a) the virtual waiting time process \(V(t)\) and (b) auxiliary random process \(Y_f(t)\).

ment function \(g_a(x)\) is originally piece-wise constant, then the process \(Y(t)\) is an
MRFQ and its steady-state solution can be obtained through the method outlined in Section 2. If \(A\) is a continuous random variable, then the CFFQ can approximately be reduced to a \(K\)-regime MRFQ with the following proposed discretization approach. We first choose the boundary points \(T^{(k)}\) of the MRFQ such that \(g_a(T^{(k)}) = \frac{k}{K}, k = 1, 2, \ldots, K - 1\), and we approximate \(g_a(x)\) in regime \(k, 1 \leq k < K\), by \(g_a \left( \frac{1}{2} (T^{(k-1)} + T^{(k)}) \right)\). We approximate \(g_a(x)\) by \(g_a(\infty) = 1\) throughout the rightmost regime \(K\). With this proposed approach, the approximation error \(|g_a(x) - \hat{g}_a(x)|\) will always be bounded by \(\frac{1}{K}\) where \(\hat{g}_a(x)\) denotes the piecewise constant function used to approximate \(g_a(x)\). If the buffer were to be partitioned into regimes of equal length, such a bound would not exist for the approximation error, reducing the effectiveness of discretization. If \(A\) is a hybrid random variable, then these two methods can be combined, which we will not delve into, for the numerical examples of the the current paper.

We will now focus on the steady-state solution of the MRFQ \(Y(t)\). Since the non-zero drift matrices are identical for each regime and boundary for \(x > 0\), there can not be a probability mass accumulation at a boundary point other than the origin. It is also clear that there can not be any probability mass also at the origin for states \((\cdot, s)\) since the drift rate at these states are positive. Moreover, for the
states \((i, \cdot)\) where \(i \in \{0, 1, \ldots, s-2\}\), we cannot have a non-zero probability density for \(x > 0\). In light of these observations, let \(c^{(0)}_{(i,j)}\) denote the probability mass at the origin for the state \((i, j)\) where \(i \in \{0, 1, \ldots, s-1\}\) and \(j \in \{1, 2, \ldots, m\}\) and also let \(f_{(i,j)}(x), x > 0\) denote the steady-state joint pdf for the state \((i, j)\) where \(i \in \{s-1, s\}\) and \(j \in \{1, 2, \ldots, m\}\) for the MRMFQ \(Y(t)\). Since the state \(s\) corresponding to abrupt jumps in Fig. 2(a) needs to be censored out, we need to perform the following normalization for the censoring operation:

\[
\bar{c}^{(0)}_{(i,j)} = \frac{c^{(0)}_{(i,j)}}{\sum_{i=0}^{s-1} \sum_{j=1}^{m} c^{(0)}_{(i,j)} + \sum_{j=1}^{m} \int_{x=0}^{\infty} f_{(s-1,j)}(x) \, dx},
\]

\[
\tilde{f}_{(s-1,j)}(x) = \frac{f_{(s-1,j)}(x)}{\sum_{i=0}^{s-1} \sum_{j=1}^{m} c^{(0)}_{(i,j)} + \sum_{j=1}^{m} \int_{x=0}^{\infty} f_{(s-1,j)}(x) \, dx}.
\]

With this normalization, \(\bar{c}^{(0)}_{(i,j)}\) amounts to the system being in state \((i, j)\) and the virtual waiting time being zero. On the other hand, the quantity \(\tilde{f}_{(s-1,j)}(x)dx\) amounts to the joint probability of the system being in state \((s-1, j)\) and the virtual waiting time being in the interval \((x, x + dx)\). Let \(W\) denote the steady-state queue wait time of customers. The first performance metric of interest is the probability of zero wait \(\Pr\{W = 0\}\):

\[
\Pr\{W = 0\} = \frac{1}{\lambda} \sum_{i=0}^{s-1} \sum_{j=1}^{m} \bar{c}^{(0)}_{(i,j)} d_j^*.
\]

Let \(\Pr\{A\}\) denote the probability of abandonment for which we provide the following expression:

\[
\Pr\{A\} = \frac{1}{\lambda} \sum_{j=1}^{m} d_j^* \left( \int_{x=0}^{\infty} \tilde{f}_{(s-1,j)}(x) g_s(x) \, dx \right).
\]

The probability of success denoted by \(\Pr\{S\} = 1 - \Pr\{A\}\) can also be given by the following expression:

\[
\Pr\{S\} = \Pr\{S, W > 0\} + \Pr\{W = 0\},
\]

where

\[
\Pr\{S, W > 0\} = \frac{1}{\lambda} \sum_{j=1}^{m} d_j^* \left( \int_{x=0}^{\infty} \tilde{f}_{(s-1,j)}(x) g_s(x) \, dx \right),
\]

denotes the probability of a non-zero wait successful customer. Let \(f_{W|S,W>0}(x)\) denote the waiting time density conditioned on non-zero wait successful customers which is given by the following expression:

\[
f_{W|S,W>0}(x) = \frac{1}{\lambda \Pr\{S, W > 0\}} \sum_{j=1}^{m} d_j^* \tilde{f}_{(s-1,j)}(x) g_s(x).
\]

We also let

\[
F_{W|S,W>0}(x) = \int_{0}^{x} f_{W|S,W>0}(y) \, dy
\]

be the corresponding conditional cdf of the waiting time of non-zero wait successful customers.
4. Analysis of first passage times for the MAP/M/s+G queue. In order to obtain the first passage time distributions, we approximate the deterministic time horizon with a subcase of MAP, namely phase-type (PH-type) distributions, which is a commonly used model for independent and identically distributed non-exponential interarrival and/or service times [44]. To describe a PH-type distribution, a Markov process is defined on the states \{1, 2, \ldots, m, m+1\} with the absorbing state \(m+1\), initial probability vector \((\beta,0)\), and an infinitesimal generator

\[
\begin{bmatrix}
B & B^0 \\
0 & 0
\end{bmatrix}
\]

where \(\beta\) is a row vector of size \(m\), the subgenerator \(B\) is \(m \times m\), and \(B^0\) is a column vector of size \(m\) such that \(B^0 = -Be\). The distribution of the time till absorption into the absorbing state \(m+1\), denoted by the random variable \(X\), is called PH-type characterized with the pair \((\beta, B)\) of order \(m\), i.e., \(X \sim PH(\beta,B)\) where the notation \(\sim\) is synonymous with “distributed according to”. A PH-type arrival process with representation \((\beta, B)\) is indeed a MAP for which \(C = B\) and \(D = B^0\beta\). The cumulative distribution function (cdf) and probability density function (pdf) of \(X \sim PH(\beta,B)\), denoted by \(F_X(x)\) and \(f_X(x)\), respectively, are given as:

\[
F_X(x) = 1 - \beta e^{Bx}e, \quad f_X(x) = -\beta e^{Bx}Be, \quad \text{for } x \geq 0.
\] (35)

A generalization of the PH-type distribution is the so-called Matrix Exponential (ME) distribution [8, 24, 28]. We say \(X \sim ME(\beta,B)\) with order \(m\) when the pdf of the random variable \(X\) is of the same form (35) as in PH-type distributions, but the parameters \(\beta\) and \(B\) do not necessarily have a probabilistic interpretation pertaining to PH-type distributions. However, the ME-distributed variable \(X\) still has a legitimate density \(f_X(x) \geq 0, \forall x \geq 0\) and \(\int_0^\infty f_X(x)dx = 1\). Stochastic models using PH-type distributions with probabilistic matrix parameters are shown to be extendable to those with ME-distributions as well [13, 18, 19].

4.1. First passage time for the virtual waiting time. First, we are interested in the first passage time distribution of the virtual waiting time for the MAP/M/s+G queue. For this purpose, let \(\kappa(a, b, \pi_0, \theta_0)\) denote the first passage time from level \(a\) to level \(b\) for the virtual waiting time \(V(t)\):

\[
\kappa(a, b, \pi_0, \theta_0) = \inf \{ V(t) = b \mid V(0) = a, S(0) \sim \pi_0, M(0) \sim \theta_0 \}. \]
(36)

In the above definition, the notation \(\sim\) is used to denote the following:

\[
\pi_0(i) = \Pr\{S(0) = i - 1 \}, i = 1, \ldots, s + 1, \quad \theta_0(j) = \Pr\{M(0) = j \}, j = 1, \ldots, m.
\] (37)

The row vectors \(\pi_0\) and \(\theta_0\) represent the initial server occupancy distribution and the state of the MAP process for the processes \(S(t)\) and \(M(t)\), respectively. By the definition of these processes given in Section 3, the quantities \(\pi_0(i)\) and \(\theta_0(j)\) can be selected so that they refer to the probability that initially \(i-1\) servers are busy and state of the MAP process is \(j\), respectively, when \(a = 0\). However, when \(a > 0\), then all servers should be busy giving rise to \(\pi_0\) being chosen as \([0_1, \ldots, 1, 0]\) which will prevent \(S(t)\) to start from state \(s\) which is representative of an abrupt jump from the perspective of the virtual waiting time process. The following probability is of interest for the virtual waiting time in the MAP/M/s + G queue:

\[
F^a_{v, b, \pi_0, \theta_0}(\tau) = \Pr\{\kappa(a, b, \pi_0, \theta_0) < \tau \}. \]
(38)
This probability is indicative of whether a certain level for the virtual waiting time is to be reached within a time horizon $\tau$ and can potentially be used in risk analysis.

In this paper, a random variable $U$ is used for approximating the deterministic time horizon, $\tau$, which is either PH-type or ME-distributed with mean $\tau$ and order $\ell$. The most well-known method is to use the so-called Erlang-$\ell$ distribution of order $\ell$ which is PH-type, characterized with the matrix pair $(\beta_\ell, B_\ell)$ where

$$\beta_\ell = \begin{bmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{bmatrix}, \quad B_\ell = \frac{\ell}{\tau} \begin{bmatrix} -1 & 1 \\ \vdots & \vdots \\ -1 & 1 \\ -1 \end{bmatrix}. $$

The Squared Coefficient of Variation (SCV) of the Erlang-$\ell$ distribution is $1/\ell$ and as $\ell \to \infty$, one has the least variable PH-type approximation to the deterministic variable $\tau$. However, a family of ME distributions of order $\ell$, called the concentrated ME distribution CME-$\ell$, are recently proposed in [30] which are shown to achieve a SCV much lower than $1/\ell$ and the asymptotic behavior of the SCV of the proposed CME distribution of order $\ell$ is actually $2/\ell^2$. In [30], an algorithm is presented to construct a CME-$\ell$ distribution for $\ell \leq 47$, but in more recent work of [29], numerically stable and efficient algorithms are presented for higher orders for odd values of $\ell$. We study both Erlang-$\ell$ and CME-$\ell$ approximations in the numerical examples of this paper, the latter being based on the algorithm proposed in [29]. In either case, we start with $U \sim PH(\beta, B)$ for the development of the CFFQ model needed for the first passage times. The algorithm for the case $U \sim ME(\beta, B)$ will be identical.

For the purpose of obtaining the first passage time distribution in (38), we proceed by introducing an auxiliary CFFQ $Z(t) = (Z_f(t), Z_m(t)), t \geq 0$. In this case, we let the modulating process $Z_m(t)$ to have the following state space:

$$Z_m(t) \in \mathcal{Z} = \{0\} \cup (\mathcal{U} \otimes \mathcal{S} \otimes \mathcal{M}), \quad \mathcal{U} = \{1, 2, \ldots, \ell\}. $$

The size of the state space for $Z_m(t)$ is $1 + \ell m(s + 1)$ and $\ell m(s + 1)$ of these states correspond to the triple $(\sigma, i, j), 1 \leq \sigma \leq \ell, 0 \leq i \leq s$, and $1 \leq j \leq m$, $\sigma$ keeping track of the phase of the time horizon $U$ whereas the pair $(i, j)$ representing the phase of two-dimensional modulating process $Y_m(t) = \{S(t), M(t)\}$ which was already used to model the steady-state behavior of the MAP/1/s + G queue in Section 3. State 0 is an auxiliary state used to reset the process $Z_f(t)$ to the initial conditions when the cycle termination conditions are met and prepare the fluid level and the modulating processes for the subsequent cycle. The fluid level process $Z_f(t)$ is a finite capacity continuous-valued process in the interval $[0, b]$ if $a < b$ or $[b, \infty)$ if $b < a$. A sample path of $Z_f(t)$ is depicted in Fig. 3 for a span of three consecutive cycles. The fluid level process starts each cycle at level $a$ and evolves according to the original fluid process $Y_f(t)$ and to its generator, and rate matrices, similar to the sample path in Fig. 2(b). In order to keep track of time, a timer is started at the beginning of each cycle which would expire when the absorbing state of $U$ is reached. Until then, the timer evolves according to the generator $B$. Either when the fluid level reaches $b$ before the timer expires (cycles 1 and 3 in Fig. 3), or when the timer expires without the fluid level reaching $b$ (cycle 2), the auxiliary state 0 is entered. In either case, we force the fluid level back to the initial value $a$ and reset
the states (state of the timer included) according to $\pi_0$, $\theta_0$, and $\beta$, in order to start a new cycle. Subsequently, this pattern repeats forever.

Note that for the purpose of keeping the time appropriately, when in state $(\cdot, s, \cdot)$, time needs to be frozen since jumps at those states are abrupt in reality (see Fig. 2(a)). This corresponds to stopping the timer introduced above at states $(\cdot, s, \cdot)$ by blocking any transition from $(\sigma_1, s, \cdot)$ to $(\sigma_2, s, \cdot)$ when $\sigma_1 \neq \sigma_2$ and also to state 0. At the end of each cycle, the fluid level stays at state 0 and level $a$ for an exponentially distributed duration of time with an arbitrary parameter (we use the unit parameter in this paper) before a new cycle can start. Similarly, when the level $b$ is reached before the timer expires, the fluid level stays at this level for an exponentially distributed duration with unit parameter after which the level is forced to reach level $a$. This cycle termination pattern enables us to acquire the ratio of cycles that terminate due to a hit to level $b$, to all cycles. Eventually, with infinitely many repetitions of such cycles, this ratio will lead us to the first passage probability within the given time horizon.

The constructed CFFQ provides a single trajectory of infinitely many cycles and the steady-state solution of this cyclic CFFQ will then provide an approximation for the first passage time distribution of the virtual waiting time evaluated at a given point $\tau$ in Eqn. (38). This approximation will be numerically shown to converge to the exact results as $\ell \to \infty$ for piece-wise constant $g_a(x)$ case. In case of continuous/hybrid $g_a(x)$, we further need the condition $K \to \infty$ for numerical convergence since the CFFQ will approximately be reduced to a $K$-regime MRMFQ with the same discretization approach followed in Section 3.

By the ordering of the states of $Z_m(t)$ as

$$0, (1, 0, 1), (1, 0, 2), \ldots, (1, 0, m), (1, 1, 0), \ldots, (\ell, s, m),$$

the expressions for the matrix pair $(Q_Z(x), R_Z(x))$ characterizing the CFFQ process $Z(t)$ can now be given. For this purpose, we first need to define $\tilde{I}$ which is an identity matrix of size $m(s + 1)$ except for a zero matrix of size $m \times m$ in the south-east corner:

$$\tilde{I} = \text{diag}(I_{ms}, 0_m),$$

and also a column vector $\tilde{e}$ of ones of size $m(s + 1)$ except for its last $m$ entries which are all zeros:

$$\tilde{e} = \begin{bmatrix} e_{1 \times ms} & 0_{1 \times m} \end{bmatrix}^T,$$  

**Figure 3.** Sample path of the random process $Z_f(t), t \geq 0.$
where \( e_{m \times n} \) denotes a matrix of ones of size \( m \times n \). Zero entries in the matrices \( \hat{I} \) and \( \hat{e} \) are key for freezing the timer when in state \((x,s,\cdot)\) by setting the transition rate from \((x_1,s,\cdot)\) to \((x_2,s,\cdot)\) and to state 0 as zero whenever \( x_1 \neq x_2 \).

The \( \otimes \) operator stands for the Kronecker product of its matrix input arguments:

\[
A \otimes B = \begin{bmatrix}
a_{11}B & \cdots & a_{1q}B \\
\vdots & \ddots & \vdots \\
a_{p1}B & \cdots & a_{pq}B
\end{bmatrix},
\]

where \( A = \{a_{ij}\} \) is a \( p \times q \) matrix. Subsequently, the matrix \( Q_Z(x) \) is written as:

\[
Q_Z(x) = \begin{bmatrix}
-h(x) & b(x)(\alpha \otimes \pi_0 \otimes \theta_0) \\
B^0 \otimes \hat{e} & I_f \otimes Y(x) + B \otimes \hat{I}
\end{bmatrix}, \quad \text{for } x \neq b,
\]

\[
Q_Z(b) = \begin{bmatrix}
0 & 0_{1 \times \ell m(s+1)} \\
e & -I_{\ell m(s+1)}
\end{bmatrix},
\]

where

\[
h(x) = 0 \text{ for } x \neq a, \quad h(a) = 1.
\]

When \( a > 0 \) and \( x \neq b \), the drift matrix \( R_Z(x) \) is written as:

\[
R_Z(x) = \begin{cases}
\text{diag}\{1, I_f \otimes R_Y(x)\}, & \text{if } x < a, \\
\text{diag}\{-1, I_f \otimes R_Y(x)\}, & \text{if } x > a, \\
\text{diag}\{0, I_f \otimes R_Y(a)\}, & \text{if } x = a.
\end{cases}
\]

On the other hand, if \( a = 0 \) and when \( x \neq b \), Eqn. (45) requires a slight modification:

\[
R_Z(x) = \begin{cases}
\text{diag}\{-1, I_f \otimes R_Y(x)\}, & \text{if } x > 0, \\
\text{diag}\{0, I_f \otimes R_Y(0)\}, & \text{if } x = 0.
\end{cases}
\]

When \( x = b \), we have:

\[
R_Z(b) = \begin{cases}
\text{diag}\{-1, 0_{\ell m(s+1)}\}, & \text{if } a < b, \\
\text{diag}\{1, 0_{\ell m(s+1)}\}, & \text{if } a > b.
\end{cases}
\]

The identities given in (42)-(43) can be described as follows. The first block row of \( Q_Z(x) \) ensures that the process \( Z_m(t) \) remains at state 0 as long as the fluid level is different from level \( a \). The second block row of (42) makes \( Z_m(t) \) follow the behavior of \( Y_m(t) \) and transition to state 0 (cycle termination) may occur with either the expiration of the \( U \)-long time interval or with the fluid level hitting \( b \). If the termination occurs with completion of the \( U \)-long interval (indicated by a state transition with rate \( B^0 \)), \( Z_m(t) \) moves to state 0. Likewise, if the termination occurs by the fluid process hitting level \( b \), the choice of \( Q_Z(b) \) gives rise to \( Z_m(t) \) making a transition to state 0 after staying at level \( b \) for an exponentially distributed duration with unit mean. The only case when \( Z_m(t) \) can leave state 0 is at fluid level \( a \) according to the first block row of \( Q_Z(x) \) in (42) and the exit rate is 1. Leaving state 0, \( Z_m(t) \) starts according to the initial distribution of the timer \( U, \beta \), in a state representing \( S(t) \sim \pi_0, M(t) \sim \theta_0 \). The interpretation of \( R_Z(x) \) follows the same lines.

The above expressions complete the matrix representation of the CFFQ \( Z(t) \) whose steady-state solution can be found using the techniques described in Section 2. We are now ready to state the main result of this section.
Theorem 4.1. Consider the auxiliary MFQ $Z(t)$ whose matrix characterization is given in equations (42)-(47) for PH-distributed $U \sim PH(\beta, B)$. For the MFQ $Z(t)$, let $c(b)$ denote the overall steady-state probability mass at level $b$ involving all the states $(\sigma, i, j)$, for $1 \leq \sigma \leq \ell$, $0 \leq i \leq s$, $1 \leq j \leq m$ and let $c_0(a)$ be the steady-state probability mass at level $a$ for state $0$. The cdf of the first passage time of the virtual waiting time given in (38) within a $U$-long time interval is then given by the following expression

$$F^{a,b,\pi_0,\theta_0}(U) = \frac{c(b)}{c_0(a)}, \quad (48)$$

which subsequently provides an approximation for the quantity $F^{a,b,\pi_0,\theta_0}(\tau)$ when $U \sim PH(\beta, B)$ or $U \sim ME(\beta, B)$ is chosen appropriately to approximate the deterministic time horizon $\tau$.

Proof. The proof is by sample path arguments. At each cycle of the trajectory for $Z_f(t)$, we end up at level $a$ during a visit to state $0$ for an exponentially distributed duration with unit parameter. For those cycles that the level $b$ is reached before the timer expires, we stay at level $b$ again for an exponentially distributed amount of time with unit parameter. Therefore, $\frac{c(b)}{c_0(a)}$ of the overall cycles, the virtual waiting time reaches the level $b$ within a $U$-long time interval. This concludes the proof. □

4.2. First passage time for the actual waiting time. In this subsection, we study the first passage time distribution of the actual waiting time, denoted by $W_a$, for the MAP/M/$s + G$ queue, which is a continuous-valued discrete-time process that represents the queue waiting time of the $n$th successful customer for $n = 1, 2, \ldots$. Note that $W_n$ coincides with the virtual waiting time process $V(t)$, i.e., $W_n = V(t^-)$, if the $n$th successful customer arrival occurs at time $t$. For the purpose of obtaining the first passage time distribution, let $\tilde{\kappa}(a, b, \pi_0, \theta_0)$ denote the arrival instant of the first successful customer whose waiting time will exceed level $b$ given the initial conditions $a, \pi_0, \theta_0$:

$$\tilde{\kappa}(a, b, \pi_0, \theta_0) = \inf_t \{V(t^-) \geq b, \text{a successful arrival occurs at time } t \mid V(0) = a, S(0) \sim \pi_0, M(0) \sim \theta_0\}. \quad (49)$$

For the MAP/M/$s + G$ queue, the following probability is of interest for the actual waiting time related to the distribution of the first passage time:

$$F^{a,b,\pi_0,\theta_0}(\tau) = \Pr\{\kappa(a, b, \pi_0, \theta_0) < \tau\}, \quad (50)$$

which is used to express the likelihood whether any successful packet arrival within a time horizon $\tau$ will be subject to a waiting time above a certain threshold $b$. The deterministic time horizon, $\tau$, is again approximated by $U \sim PH(\beta, B)$ or $U \sim ME(\beta, B)$. For the purpose of obtaining the quantity in (50), we introduce another auxiliary CFFQ $\bar{Z}(t) = (\bar{Z}_f(t), \bar{Z}_m(t)), t \geq 0$. In this case, we let the modulating process $\bar{Z}_m(t)$ to have the following state space:

$$\bar{Z}_m(t) \in \bar{Z} = \{P\} \cup \{0\} \cup (S \otimes M \otimes U), \quad (51)$$

for which the size of the state space for $\bar{Z}_m(t)$ is $2 + \ell m(s + 1)$ and similar to the previous section $\ell m(s + 1)$ of these states correspond to the triples $(\sigma, i, j)$, $0 \leq i \leq s, 1 \leq j \leq m$ and $1 \leq \sigma \leq \ell$. In addition, there are two auxiliary reset states, namely state $P$ and state $0$. The fluid level process $\bar{Z}_f(t)$ is a infinite capacity continuous-valued process in the interval $[0, \infty)$ which is illustrated in Fig. 4 for three consecutive cycles. Similar to the previous case, we intend $\bar{Z}_f(t)$ to have
a cyclic behavior. At each cycle, the fluid process starts from level \( a \) and evolves according to the original fluid process but we also keep track of time. The reset states are used as follows: state \( P \) is entered when a successful arrival occurs while the fluid process is above (or equal to) level \( b \) and state 0 is entered when the timer expires. In both of these states, fluid level is forced back to level \( a \) and stays at \( a \) in the same state for an exponentially distributed duration with unit mean before a new cycle is initiated. With infinitely many repetitions of such cycles, these halt durations at level \( a \) enable us to approximately obtain the quantity of interest given in (50).

By enumerating the states of \( \tilde{Z}_m(t) \) similar to \( Z_m(t) \), the expressions for the matrix pair \((\tilde{Q}_{Z}(x),\tilde{R}_{Z}(x))\) characterizing the CFFQ process \( \tilde{Z}(t) \) can now be given for the case \( 0 \leq a < b \) (the case \( 0 \leq b < a \) can be handled similarly). For this purpose, we first define the matrix \( \tilde{Q}_{Y}(x) \) as

\[
\tilde{Q}_{Y}(x) = \begin{bmatrix}
0_{m(s-1)} & 0_{m(s-1)\times m} & 0_{m(s-1)\times m} \\
0_{m\times m(s-1)} & C + Dg_s(x) & 0_\mu \\
0_{m\times m(s-1)} & s\mu I_m & -s\mu I_m
\end{bmatrix}, \quad \text{if } x \geq b, \quad (52)
\]

and \( \tilde{Q}_{Y}(x) = Q_{Y}(x) \) otherwise. Moreover, we define the vector \( p(x) \) as

\[
p(x) = \begin{bmatrix}
0_{m(s-1)\times 1} \\
Dg_s(x)e \\
0_{m\times 1}
\end{bmatrix}, \quad \text{if } x \geq b, \quad (53)
\]

and \( p(x) = 0_{m(s+1)\times 1} \) otherwise. The level-dependent generator matrix \( Q_{Z}(x) \) can now be written as:

\[
Q_{Z}(x) = \begin{bmatrix}
-h(x) & 0 & h(x)(\alpha \otimes \pi_0 \otimes \theta_0) \\
0 & -h(x) & h(x)(\alpha \otimes \pi_0 \otimes \theta_0) \\
\epsilon \otimes p(x) & B_0 \otimes \epsilon & I_\epsilon \otimes \tilde{Q}_{Y}(x) + B \otimes \tilde{I}
\end{bmatrix}, \quad (54)
\]

where

\[
h(x) = 0 \text{ for } x \neq a, h(a) = 1, \quad (56)
\]
and for the scenario $a > 0$, the level-dependent drift matrix $R_{\tilde{Z}}(x)$ is written as:

$$R_{\tilde{Z}}(x) = \begin{cases} 
\text{diag}\{1, 1, I_\ell \otimes R_Y(x)\}, & \text{if } x < a, \\
\text{diag}\{-1, -1, I_\ell \otimes R_Y(x)\}, & \text{if } x > a, \\
\text{diag}\{0, 0, I_\ell \otimes R_Y(a)\}, & \text{if } x = a.
\end{cases}$$  

(57)

For the specific scenario $a = 0$, this drift matrix is slightly different:

$$R_{\tilde{Z}}(x) = \begin{cases} 
\text{diag}\{-1, -1, I_\ell \otimes R_Y(x)\}, & \text{if } x > 0, \\
\text{diag}\{0, 0, I_\ell \otimes R_Y(0)\}, & \text{if } x = 0.
\end{cases}$$  

(58)

The first and second block rows of (54) which represent the transition rates when $\tilde{Z}_m(t)$ is in state $P$ and state 0, respectively, have similar interpretations to the first block row of (42). The choice of the third block row of (54) ensures that $\tilde{Z}_m(t)$ follows the same behavior as of $Y_m(t)$ and exit from the relevant states may occur either with a transition to state 0 or to state $P$. If the exit occurs along with the completion of the $U$-long interval (indicated by a state transition with rate vector $B^a$), $\tilde{Z}_m(t)$ transitions to state 0. On the other hand, if the exit occurs due to a successful packet arrival when the fluid process $\tilde{Z}_f(t)$ is above level $b$, then $\tilde{Z}_m(t)$ transitions to state $P$.

**Theorem 4.2.** Consider the auxiliary MFQ $\tilde{\mathbf{Z}}(t)$ whose matrix characterization is given in equations (54)-(58) for PH-distributed $U \sim PH(\beta, B)$. For the MFQ $\tilde{\mathbf{Z}}(t)$, let $c_P(a)$ denote the steady-state probability mass at level $a$ for state $P$ and let $c_0(a)$ be the steady-state probability mass at level $a$ for state 0. The cdf of the first passage time of the actual waiting time given in (49) within a $U$-long time interval is then given by the following expression:

$$F_{a,b,\hat{\pi}_0,\hat{\theta}_0}^a(U) = \frac{c_P(a)}{c_P(a) + c_0(a)},$$  

(59)

which also provides an approximation for the quantity $F_{a,b,\hat{\pi}_0,\hat{\theta}_0}^a(\tau)$ when $U \sim PH(\beta, B)$ or $U \sim ME(\beta, B)$ is chosen appropriately to approximate the deterministic time horizon $\tau$.

**Proof.** The proof is by sample path arguments. When a cycle terminates due to expiration of the timer, we end up at level $a$ during a visit to state 0 for an exponentially distributed duration with unit parameter. For those cycles that terminate due to a successful arrival when the fluid level is above $b$ before the timer expires, we end up at level $a$ during a visit to state $P$ for an exponentially distributed duration with unit parameter. This concludes the proof. \qed

5. **Numerical examples.** In this section, analytical results are obtained with the proposed approach and are compared to the simulation results (with confidence intervals) for the purpose of validating the proposed analytical method. For the steady-state results, we opted to report the following performance metrics: $\text{Pr}\{W = 0\}$, $\text{Pr}\{\tilde{W} = 0|S\}$, $\text{Pr}\{A\}$, $E(W|S)$, $\text{Var}(W|S)$, $F_{W|S,W>0}(1)$, and $F_{W|S,W>0}(2)$. In order to make the numerical experiments reproducible, Matlab implementation is made available at https://www.mathworks.com/matlabcentral/fileexchange/73599-map-m-s-g-solver-for-steady-state-and-first-passage-times.
Table 1. Results for the $M/M/s + M$ scenario with $s = 10$, $\lambda = 10$, $\mu = 1$, $E(A) = 1$.

<table>
<thead>
<tr>
<th></th>
<th>Analysis $K = 10$</th>
<th>Analysis $K = 50$</th>
<th>Analysis $K = 250$</th>
<th>Ref. [59]</th>
<th>Simulation Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Pr}{W = 0}$</td>
<td>0.46000</td>
<td>0.45802</td>
<td>0.45794</td>
<td>0.45793</td>
<td>0.45829 ± 0.00209</td>
</tr>
<tr>
<td>$\text{Pr}{W = 0</td>
<td>S}$</td>
<td>0.52612</td>
<td>0.52353</td>
<td>0.52343</td>
<td>0.52341</td>
</tr>
<tr>
<td>$\text{Pr}{A}$</td>
<td>0.12567</td>
<td>0.12513</td>
<td>0.12511</td>
<td>0.12511</td>
<td>0.12498 ± 0.00084</td>
</tr>
<tr>
<td>$E(W</td>
<td>S)$</td>
<td>0.11648</td>
<td>0.11500</td>
<td>0.11494</td>
<td>0.11494</td>
</tr>
<tr>
<td>$\text{Var}(W</td>
<td>S)$</td>
<td>0.03377</td>
<td>0.03310</td>
<td>0.03307</td>
<td>0.03307</td>
</tr>
<tr>
<td>$F_{W</td>
<td>S,W&gt;0}(1)$</td>
<td>0.28108</td>
<td>0.28100</td>
<td>0.28108</td>
<td>0.28107</td>
</tr>
<tr>
<td>$F_{W</td>
<td>S,W&gt;0}(2)$</td>
<td>0.51155</td>
<td>0.51285</td>
<td>0.51283</td>
<td>0.51283</td>
</tr>
</tbody>
</table>

5.1. Steady-state results with Poisson arrivals and exponential patience times. We set the packet arrival rate $\lambda = 10$, number of servers $s = 10$, service time $\mu = 1$ and the abandonment time to be exponentially distributed with unit parameter for which case we also have the closed-form expressions given in [59] still requiring discretization and numerical integration. Table 1 presents the performance metrics obtained for the $M/M/s + M$ scenario with the proposed analytical method with three different quantization levels $K = 10, 50, 250$, the numerical results obtained by the method given in [59], and also the simulation results (with 95% confidence intervals). We observe that the results obtained with the proposed analytical method are in line with those obtained with the existing exact method (up to four digits) when the number of quantization levels $K$ is sufficiently large.

5.2. Steady-state results with MAP arrivals and general patience times. In this section, we consider the following particular patience time distributions some of which were also used in [31]:

- Exponential patience time with unit mean (denoted by $M$),
- Exponential patience time with balking (denoted by $M_B$) where the cdf of the patience time $A$ is given as
  \[
  F_A(x) = \frac{1}{3} (1 - e^{-0.1x}) + \frac{2}{3}, \quad x \geq 0.
  \]
- Hyper-exponential patience time (denoted by $HE$) where
  \[
  F_A(x) = \frac{1}{3} (1 - e^{-0.1x}) + \frac{2}{3} (1 - e^{-x}), \quad x \geq 0
  \]
- Deterministic patience time (denoted by $D$) where the customers leave the system without getting served when they wait more than 0.5 time units,
- Weibull patience time (denoted by $W$) with rate 1 and shape parameter 3,
- Erlang-2 patience time (denoted by $E_2$) with mean 2,
- Erlang-3 patience time (denoted by $E_3$) with mean 3.

For the call arrival process, we use the arrival process proposed in [33] which is a superposition of $k, k \geq 1$ independent, homogeneous two-state Markov-modulated Poisson processes, each of which is characterized by an infinitesimal generator $Q_S$. 

Table 2. Comparison of analytical results with simulations for the MAP/M/s + M scenario.

<table>
<thead>
<tr>
<th></th>
<th>Analysis K = 10</th>
<th>Analysis K = 50</th>
<th>Analysis K = 250</th>
<th>Simulation Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pr{W = 0}</td>
<td>0.43620</td>
<td>0.43464</td>
<td>0.43458</td>
<td>0.43473 ± 0.00097</td>
</tr>
<tr>
<td>Pr{W = 0</td>
<td>S}</td>
<td>0.51361</td>
<td>0.51152</td>
<td>0.51143</td>
</tr>
<tr>
<td>Pr{A}</td>
<td>0.15073</td>
<td>0.15029</td>
<td>0.15027</td>
<td>0.15023 ± 0.00043</td>
</tr>
<tr>
<td>E(W</td>
<td>S)</td>
<td>0.14046</td>
<td>0.13743</td>
<td>0.13737</td>
</tr>
<tr>
<td>Var(W</td>
<td>S)</td>
<td>0.12746</td>
<td>0.04456</td>
<td>0.04451</td>
</tr>
<tr>
<td>FW</td>
<td>SW&gt;0(1)</td>
<td>0.23845</td>
<td>0.23847</td>
<td>0.23854</td>
</tr>
<tr>
<td>FW</td>
<td>SW&gt;0(2)</td>
<td>0.44512</td>
<td>0.44644</td>
<td>0.44642</td>
</tr>
</tbody>
</table>

Table 3. Comparison of analytical results with simulations for the MAP/M/s + MB scenario.

<table>
<thead>
<tr>
<th></th>
<th>Analysis K = 10</th>
<th>Analysis K = 50</th>
<th>Analysis K = 250</th>
<th>Simulation Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pr{W = 0}</td>
<td>0.69025</td>
<td>0.68969</td>
<td>0.68968</td>
<td>0.68977 ± 0.00034</td>
</tr>
<tr>
<td>Pr{W = 0</td>
<td>S}</td>
<td>0.88516</td>
<td>0.88428</td>
<td>0.88425</td>
</tr>
<tr>
<td>Pr{A}</td>
<td>0.22020</td>
<td>0.22006</td>
<td>0.22006</td>
<td>0.21999 ± 0.00024</td>
</tr>
<tr>
<td>E(W</td>
<td>S)</td>
<td>0.01563</td>
<td>0.01483</td>
<td>0.01480</td>
</tr>
<tr>
<td>Var(W</td>
<td>S)</td>
<td>0.00368</td>
<td>0.00344</td>
<td>0.00343</td>
</tr>
<tr>
<td>FW</td>
<td>SW&gt;0(1)</td>
<td>0.53344</td>
<td>0.53371</td>
<td>0.53384</td>
</tr>
<tr>
<td>FW</td>
<td>SW&gt;0(2)</td>
<td>0.78709</td>
<td>0.78846</td>
<td>0.78846</td>
</tr>
</tbody>
</table>

of the underlying two-state Markov chain and the arrival rate matrix $R_S$ given by

$$Q_S = \begin{bmatrix} -0.25 & 0.25 \\ 1.0 & -1.0 \end{bmatrix}, \quad R_S = \begin{bmatrix} 0.5 & 0 \\ 0 & 3.0 \end{bmatrix}. $$

The overall arrival process is characterized with a matrix pair $(C,D)$ of size $k + 1 \times k + 1$ with the arrival rate $\lambda = k$. We refer to [33] for more details for the matrix pair $(C,D)$. For the numerical examples of this section, we set $k = 10$, $s = 10$, and $\mu = 1$. As before, three different values for the discretization parameter $K = 10, 50, 250$ are used for discretizing the patience times. Obviously, discretization is not required for the deterministic abandonment case. The results of the proposed analytical approach are compared with the simulation results for the MAP/M/s + M, MAP/M/s + MB, MAP/M/s + HE, MAP/M/s + D, MAP/M/s + W, MAP/M/s + E_2 and MAP/M/s + E_3 queueing systems in Tables 2, 3, 4, 5, 6, 7, and 8, respectively. All the simulation results are presented along with the %95 confidence intervals. Through these comparisons, it is shown that one can precisely and efficiently obtain the distribution of the steady-state queue waiting time as well as other performance metrics of interest using the proposed analytical method.
### Table 4. Comparison of analytical results with simulations for the MAP/M/s + HE scenario.

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Simulation Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K = 10$</td>
<td>$K = 50$</td>
</tr>
<tr>
<td>$K = 250$</td>
<td></td>
</tr>
<tr>
<td>$Pr{W = 0}$</td>
<td>0.39314 0.39104 0.39096 0.39136 ± 0.00088</td>
</tr>
<tr>
<td>$Pr{W = 0</td>
<td>S}$</td>
</tr>
<tr>
<td>$Pr{A}$</td>
<td>0.13692 0.13632 0.13630 0.13629 ± 0.00037</td>
</tr>
<tr>
<td>$E(W</td>
<td>S)$</td>
</tr>
<tr>
<td>$Var(W</td>
<td>S)$</td>
</tr>
<tr>
<td>$F_{W</td>
<td>S,W&gt;0}(1)$</td>
</tr>
<tr>
<td>$F_{W</td>
<td>S,W&gt;0}(2)$</td>
</tr>
</tbody>
</table>

### Table 5. Comparison of analytical results with simulations for the MAP/M/s + D scenario.

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Simulation Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Pr{W = 0}$</td>
<td>0.37989 0.38040 ± 0.00091</td>
</tr>
<tr>
<td>$Pr{W = 0</td>
<td>S}$</td>
</tr>
<tr>
<td>$Pr{A}$</td>
<td>0.13367 0.13334 ± 0.00042</td>
</tr>
<tr>
<td>$E(W</td>
<td>S)$</td>
</tr>
<tr>
<td>$Var(W</td>
<td>S)$</td>
</tr>
<tr>
<td>$F_{W</td>
<td>S,W&gt;0}(1)$</td>
</tr>
<tr>
<td>$F_{W</td>
<td>S,W&gt;0}(2)$</td>
</tr>
</tbody>
</table>

### Table 6. Comparison of analytical results with simulations for the MAP/M/s + W scenario.

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Simulation Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K = 10$</td>
<td>$K = 50$</td>
</tr>
<tr>
<td>$K = 250$</td>
<td></td>
</tr>
<tr>
<td>$Pr{W = 0}$</td>
<td>0.34776 0.33324 0.33138 0.33166 ± 0.00097</td>
</tr>
<tr>
<td>$Pr{W = 0</td>
<td>S}$</td>
</tr>
<tr>
<td>$Pr{A}$</td>
<td>0.12227 0.11778 0.11721 0.11693 ± 0.00042</td>
</tr>
<tr>
<td>$E(W</td>
<td>S)$</td>
</tr>
<tr>
<td>$Var(W</td>
<td>S)$</td>
</tr>
<tr>
<td>$F_{W</td>
<td>S,W&gt;0}(1)$</td>
</tr>
<tr>
<td>$F_{W</td>
<td>S,W&gt;0}(2)$</td>
</tr>
</tbody>
</table>

### 5.3. First passage time results for the virtual and actual waiting times.

In this example, first passage time distributions for the MAP/M/s + G queue are considered where $s = 10$, $\mu = 1$. The following piece-wise constant patience time
Table 7. Comparison of analytical results with simulations for the MAP/M/s + E2 scenario.

<table>
<thead>
<tr>
<th></th>
<th>Analysis K = 10</th>
<th>Analysis K = 50</th>
<th>Analysis K = 250</th>
<th>Simulation Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pr{W = 0}</td>
<td>0.30664</td>
<td>0.29490</td>
<td>0.29380</td>
<td>0.29336 ± 0.00115</td>
</tr>
<tr>
<td>Pr{W = 0</td>
<td>S}</td>
<td>0.34379</td>
<td>0.32928</td>
<td>0.32793</td>
</tr>
<tr>
<td>Pr{A}</td>
<td>0.10806</td>
<td>0.10442</td>
<td>0.10408</td>
<td>0.10393 ± 0.00048</td>
</tr>
<tr>
<td>E(W</td>
<td>S)</td>
<td>0.37254</td>
<td>0.37450</td>
<td>0.37482</td>
</tr>
<tr>
<td>Var(W</td>
<td>S)</td>
<td>0.17112</td>
<td>0.17499</td>
<td>0.17560</td>
</tr>
<tr>
<td>FW</td>
<td>S,W&gt;0(.1)</td>
<td>0.109761</td>
<td>0.10744</td>
<td>0.10785</td>
</tr>
<tr>
<td>FW</td>
<td>S,W&gt;0(.2)</td>
<td>0.21430</td>
<td>0.21334</td>
<td>0.21375</td>
</tr>
</tbody>
</table>

Table 8. Comparison of analytical results with simulations for the MAP/M/s + E3 scenario.

<table>
<thead>
<tr>
<th></th>
<th>Analysis K = 10</th>
<th>Analysis K = 50</th>
<th>Analysis K = 250</th>
<th>Simulation Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pr{W = 0}</td>
<td>0.24365</td>
<td>0.22187</td>
<td>0.21925</td>
<td>0.21946 ± 0.00106</td>
</tr>
<tr>
<td>Pr{W = 0</td>
<td>S}</td>
<td>0.26659</td>
<td>0.24087</td>
<td>0.23780</td>
</tr>
<tr>
<td>Pr{A}</td>
<td>0.08603</td>
<td>0.07886</td>
<td>0.07801</td>
<td>0.07757 ± 0.00044</td>
</tr>
<tr>
<td>E(W</td>
<td>S)</td>
<td>0.63951</td>
<td>0.65123</td>
<td>0.65284</td>
</tr>
<tr>
<td>Var(W</td>
<td>S)</td>
<td>0.34263</td>
<td>0.38303</td>
<td>0.38981</td>
</tr>
<tr>
<td>FW</td>
<td>S,W&gt;0(.1)</td>
<td>0.07563</td>
<td>0.06845</td>
<td>0.06783</td>
</tr>
<tr>
<td>FW</td>
<td>S,W&gt;0(.2)</td>
<td>0.14729</td>
<td>0.13513</td>
<td>0.13433</td>
</tr>
</tbody>
</table>

distribution is used in this numerical example.

\[ g_a(x) = \begin{cases} 0.1 \lfloor x \rfloor, & \text{if } x < 10, \\ 1, & \text{if } x \geq 10, \end{cases} \] (62)

where \( \lfloor \cdot \rfloor \) denotes the integer part of the argument.

Arrival process is a 2-state MAP constructed by using the method presented in [42] which introduces auto-correlation into an arbitrary PH-type arrival process without changing its marginal interarrival time distribution. Therefore, given a PH-type distribution characterized by the pair \((v, T)\), then the MAP defined by

\[ C = T, \ D = -(1 - \psi)Tev - \psi T, \quad 0 \leq \psi < 1 \]

has a lag-\( k \) autocorrelation between the \( i^{th} \) and \((i + k)^{th}\) interarrival times in the form \( c\psi^k, k \geq 1 \) for some constant \( c \). A large value of the correlation parameter \( \psi \) implies a slow decay of the lag-\( k \) autocorrelation function and therefore strong correlation between successive interarrival times. When \( \psi = 0 \), we obtain the uncorrelated phase-type process. In our numerical example, we first construct a hyper-exponential interarrival time distribution with desired mean \( \lambda = s\mu \rho \) for a system load \( \rho = 0.99 \) with the squared coefficient of variation \( SCV = 16 \) using
Table 9. The cdf of the virtual waiting time evaluated at time $\tau$, $F_{a,b,\pi_0,\theta_0}(\tau)$, obtained by the proposed method using Erlang-$\ell$ and CME-$\ell$ distributions for three values of the parameter $\ell$, and for the scenario $\theta_0 = [1 0]$.

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>$b$</th>
<th>Simulation</th>
<th>$\ell = 25$</th>
<th>$\ell = 51$</th>
<th>$\ell = 101$</th>
<th>$\ell = 25$</th>
<th>$\ell = 51$</th>
<th>$\ell = 101$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/4</td>
<td>0.61906±0.00027</td>
<td>0.59251</td>
<td>0.60529</td>
<td>0.61200</td>
<td>0.61705</td>
<td>0.61883</td>
<td>0.61922</td>
<td></td>
</tr>
<tr>
<td>1/2</td>
<td>0.39325±0.00050</td>
<td>0.38744</td>
<td>0.39032</td>
<td>0.39185</td>
<td>0.39309</td>
<td>0.39345</td>
<td>0.39354</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.11791±0.00065</td>
<td>0.13245</td>
<td>0.12551</td>
<td>0.12189</td>
<td>0.11922</td>
<td>0.11822</td>
<td>0.11800</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.00323±0.00044</td>
<td>0.00607</td>
<td>0.00456</td>
<td>0.00388</td>
<td>0.00345</td>
<td>0.00328</td>
<td>0.00324</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.00000±0.00002</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>0.97700±0.00022</td>
<td>0.97692</td>
<td>0.97698</td>
<td>0.97700</td>
<td>0.97690</td>
<td>0.97699</td>
<td>0.97700</td>
<td></td>
</tr>
<tr>
<td>1/2</td>
<td>0.96964±0.00029</td>
<td>0.96910</td>
<td>0.96949</td>
<td>0.96960</td>
<td>0.96953</td>
<td>0.96965</td>
<td>0.96967</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.95339±0.00031</td>
<td>0.94898</td>
<td>0.95163</td>
<td>0.95257</td>
<td>0.95294</td>
<td>0.95326</td>
<td>0.95331</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.86128±0.00039</td>
<td>0.82707</td>
<td>0.84443</td>
<td>0.85283</td>
<td>0.85859</td>
<td>0.86077</td>
<td>0.86124</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.14516±0.00050</td>
<td>0.16177</td>
<td>0.15408</td>
<td>0.14986</td>
<td>0.14667</td>
<td>0.14544</td>
<td>0.14517</td>
<td></td>
</tr>
</tbody>
</table>

The cdf of the actual waiting time evaluated at time $\tau$, $F_{a,b,\pi_0,\theta_0}(\tau)$, is given in tables 11 and 12, for the MAP initial vector $\theta_0 = [1 0]$ and $\theta_0 = [0 1]$, respectively, again for the same set of values for the parameter $b$. For each table, simulation results are presented along with %99 confidence intervals. The main observation is that the proposed method works very accurately for all the studied scenarios but the CME-$\ell$ approximation being more effective than Erlang-$\ell$ for fixed $\ell$. This situation is more emphasized for relatively smaller values of $\tau$. We further observe that, even with a relatively small choice of the parameter $\ell$, very accurate performance figures can be obtained with CME-$\ell$ approximating the deterministic time horizon.
Table 10. The cdf of the virtual waiting time evaluated at time \( \tau \), \( F_{a,b}^{\alpha,\beta}(\tau) \), obtained by the proposed method using Erlang-\( \ell \) and CME-\( \ell \) distributions for three values of the parameter \( \ell \), and for the scenario \( \theta_0 = [0, 1] \).

\[
\begin{array}{cccccccc}
\tau & b & \text{Simulation} & \ell = 25 & \ell = 51 & \ell = 101 & \ell = 25 & \ell = 51 & \ell = 101 \\
\hline
1/4 & 0.00663\pm 0.00010 & 0.00703 & 0.00681 & 0.00671 & 0.00664 & 0.00661 & 0.00660 & 0.00660 \\
1/2 & 0.00355\pm 0.00006 & 0.00400 & 0.00377 & 0.00365 & 0.00357 & 0.00354 & 0.00353 & 0.00353 \\
1 & 1 & 0.00081\pm 0.00003 & 0.00111 & 0.00096 & 0.00089 & 0.00084 & 0.00082 & 0.00082 \\
2 & 0.00002\pm 0.00001 & 0.00004 & 0.00002 & 0.00002 & 0.00002 & 0.00002 & 0.00002 & 0.00002 \\
4 & 0.00000\pm 0.00000 & 0.00000 & 0.00000 & 0.00000 & 0.00000 & 0.00000 & 0.00000 & 0.00000 \\
1/4 & 0.11115\pm 0.00032 & 0.11067 & 0.11085 & 0.11094 & 0.11100 & 0.11110 & 0.11102 & 0.11103 \\
1/2 & 0.10346\pm 0.00031 & 0.10305 & 0.10323 & 0.10332 & 0.10338 & 0.10340 & 0.10341 & 0.10341 \\
5 & 1 & 0.08827\pm 0.00026 & 0.08794 & 0.08809 & 0.08816 & 0.08823 & 0.08824 & 0.08825 \\
2 & 0.05324\pm 0.00020 & 0.05382 & 0.05349 & 0.05334 & 0.05326 & 0.05322 & 0.05321 & 0.05321 \\
4 & 0.00365\pm 0.00005 & 0.00538 & 0.00453 & 0.00412 & 0.00382 & 0.00372 & 0.00369 & 0.00369 \\
1/4 & 0.49669\pm 0.00059 & 0.49161 & 0.49415 & 0.49537 & 0.49620 & 0.49653 & 0.49660 & 0.49660 \\
1/2 & 0.48996\pm 0.00058 & 0.48497 & 0.48751 & 0.48872 & 0.48956 & 0.48989 & 0.48996 & 0.48996 \\
25 & 1 & 0.47661\pm 0.00058 & 0.47159 & 0.47410 & 0.47531 & 0.47614 & 0.47647 & 0.47654 \\
2 & 0.44349\pm 0.00059 & 0.43858 & 0.44104 & 0.44223 & 0.44304 & 0.44336 & 0.44343 & 0.44343 \\
4 & 0.33702\pm 0.00049 & 0.33222 & 0.33441 & 0.33547 & 0.33622 & 0.33649 & 0.33654 & 0.33654 \\
\end{array}
\]

\( \tau \). We believe that this observation is crucial since the computational complexity of the proposed approach is cubic in the parameter \( \ell \). Furthermore, all the obtained results lie inside the confidence intervals for the case when \( \tau \) is approximated with CME-101, validating the accuracy of the proposed analytical method.

6. Conclusions. In this paper, the MAP/\( M/s+G \) call center queueing model with generally distributed patience times is studied. Using sample-path arguments, finding the steady-state distribution of the virtual waiting time in the MAP/\( M/s+G \) queue is shown to reduce to finding the steady-state solution of a properly constructed CFFQ. The proposed method is exact when the patience time is discrete-distributed. In case of continuous/hybrid patience times, the CFFQ needs to be approximated by an MRMFQ for which numerically stable and efficient algorithms are available. Our numerical results show that the performance metrics of interest can accurately be obtained with a suitable number of discretization levels or equivalently the number of regimes of the MRMFQ. Moreover, obtaining the first passage time distribution for the virtual and actual waiting time for the same queue is shown to reduce to finding the steady-state solution of a larger dimensionality CFFQ where the deterministic time horizon needs to be approximated by Erlang-\( \ell \) or CME-\( \ell \) distributions. Through numerical examples, we show that the CME-\( \ell \) distribution is more effective than Erlang-\( \ell \) for fixed order parameter \( \ell \) and the proposed approximate transient method with CME-\( \ell \) being used to approximate the
Table 11. The cdf of the actual waiting time evaluated at time \( \tau \), \( F_{a,b,\pi_0,\theta_0}^a(\tau) \), obtained by the proposed method using Erlang-\( \ell \) and CME-\( \ell \) distributions for three values of the parameter \( \ell \), and for the scenario \( \theta_0 = [1 \ 0] \).

<table>
<thead>
<tr>
<th>( \tau )</th>
<th>( b )</th>
<th>Simulation</th>
<th>( \ell = 25 )</th>
<th>( \ell = 51 )</th>
<th>( \ell = 101 )</th>
<th>( \ell = 25 )</th>
<th>( \ell = 51 )</th>
<th>( \ell = 101 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/4</td>
<td>0.52092±0.00051</td>
<td>0.50227</td>
<td>0.51121</td>
<td>0.51598</td>
<td>0.51964</td>
<td>0.52089</td>
<td>0.52117</td>
<td></td>
</tr>
<tr>
<td>1/2</td>
<td>0.31345±0.00049</td>
<td>0.31514</td>
<td>0.31438</td>
<td>0.31397</td>
<td>0.31375</td>
<td>0.31358</td>
<td>0.31355</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0.00184±0.00004</td>
<td>0.000382</td>
<td>0.000273</td>
<td>0.000226</td>
<td>0.000197</td>
<td>0.000186</td>
<td>0.000183</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.00000±0.00000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.97418±0.00020</td>
<td>0.97393</td>
<td>0.97406</td>
<td>0.97400</td>
<td>0.97400</td>
<td>0.97409</td>
<td>0.97411</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.99411±0.00023</td>
<td>0.94345</td>
<td>0.94692</td>
<td>0.94819</td>
<td>0.94876</td>
<td>0.94915</td>
<td>0.94922</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.84264±0.00052</td>
<td>0.80496</td>
<td>0.82380</td>
<td>0.83310</td>
<td>0.83960</td>
<td>0.84204</td>
<td>0.84256</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.11830±0.00040</td>
<td>0.13624</td>
<td>0.12782</td>
<td>0.12323</td>
<td>0.11975</td>
<td>0.11844</td>
<td>0.11815</td>
</tr>
<tr>
<td>1/4</td>
<td>0.98533±0.00015</td>
<td>0.98517</td>
<td>0.98524</td>
<td>0.98528</td>
<td>0.98527</td>
<td>0.98530</td>
<td>0.98531</td>
<td></td>
</tr>
<tr>
<td>1/2</td>
<td>0.98108±0.00018</td>
<td>0.98089</td>
<td>0.98098</td>
<td>0.98103</td>
<td>0.98102</td>
<td>0.98106</td>
<td>0.98107</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>1</td>
<td>0.97205±0.00017</td>
<td>0.97180</td>
<td>0.97193</td>
<td>0.97200</td>
<td>0.97199</td>
<td>0.97205</td>
<td>0.97206</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.94819±0.00020</td>
<td>0.94767</td>
<td>0.94789</td>
<td>0.94800</td>
<td>0.94801</td>
<td>0.94810</td>
<td>0.94811</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.85268±0.00038</td>
<td>0.85115</td>
<td>0.85203</td>
<td>0.85234</td>
<td>0.85240</td>
<td>0.85257</td>
<td>0.85260</td>
</tr>
</tbody>
</table>

Deterministic time horizon, leads us to obtain very accurately the first passage times for the MAP/M/s+G call center queueing model for a wide range of system parameters. We believe that the methods described here can be used in dimensioning and dynamic provisioning of call centers. Future work will consist of first passage time distributions for quantities of interest other than the virtual and actual waiting time, and the transient distribution of the MAP/M/s+G queue at a given time.
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