In tomoelastography, to achieve a final wave speed map by combining reconstructions obtained from all spatial directions and excitation frequencies, the use of weights is inevitable. Here, a new weighting scheme, which maximizes the signal-to-noise ratio (SNR) of the final wave speed map, has been proposed. To maximize the SNR of the final wave speed map, the use of squares of estimated SNR values of reconstructed individual maps has been proposed. Therefore, derivations of the SNR of the reconstructed wave speed maps have become necessary. Considering the noise on the complex MRI signal, the SNR of the reconstructed wave speed map was formulated by an analytical approach assuming a high SNR, and the results were verified using Monte Carlo simulations (MCSs). It has been assumed that the noise remains approximately Gaussian when the image SNR is high enough, despite the nonlinear operations in tomoelastography inversion. Hence, the SNR threshold was determined by comparing the SNR computed by MCSs and analytical approximations. The weighting scheme was evaluated for accuracy, spatial resolution and SNR performances on simulated phantoms. MR elastography (MRE) experiments on two different phantoms were conducted. Wave speed maps were generated for simulated 3D human abdomen MRE data and experimental human abdomen MRE data. The simulation results demonstrated that the SNR-weighted inversion improved the SNR performance of the wave speed map by a factor of two compared to the performance of the original (i.e., amplitude-weighted) reconstruction. In the case of a low SNR, no bias occurred in the wave speed map when SNR weighting was used, whereas 10% bias occurred when the original weighting (i.e., amplitude weighting) was used. Thus, while not altering the accuracy or spatial resolution of the wave speed map with the proposed weighting method, the SNR of the wave speed map has been significantly improved.

**KEYWORDS**
FEM simulations, Monte Carlo simulations, multifrequency magnetic resonance elastography, shear wave speed, SNR

**Abbreviations:** AWGN, additive white Gaussian noise; DFT, discrete Fourier transform; EP, experimental phantom; EPI-SE, spin-echo echo-planar imaging; FEM, finite element method; MCS, Monte Carlo simulations; MEG, motion encoding gradient; MMRE, multifrequency magnetic resonance elastography; MRE, magnetic resonance elastography; OSS, octahedral shear strain; RMS, root mean square; ROI, region of interest; SD, standard deviation; SNR, signal-to-noise ratio; SP, simulation phantom.
1 | INTRODUCTION

Magnetic resonance elastography (MRE) is a noninvasive technique to measure the mechanical properties of tissues for detecting elasticity alterations due to a pathological state.\textsuperscript{1} In MRE, shear waves are induced into the tissue by periodic sinusoidal displacement using a mechanical actuator. Using the shear wave displacement information obtained by the motion encoded phase-difference images, the elastography map is reconstructed. There are a number of reconstruction techniques for generating elastography maps from shear wave displacement data.\textsuperscript{2-12}

Tomoeulastography,\textsuperscript{9} also known as k-MDEV, reconstruction has been shown to be quite successful for the liver, spleen, and mouse brain.\textsuperscript{13} Moreover, tomoeulastography is a multifrequency MRE technique (MMRE), in which MR elastography data are collected and processed for multiple excitation frequencies to generate the elasticity map. With single frequency excitation, amplitude nulls of the shear wave displacement can be observed in some regions of the tissue being imaged, which may result in an inaccurate estimation of the elasticity of that region.\textsuperscript{6,9} Fortunately, using MMRE, the error due to low elastic strain in one frequency at a given location is compensated for by high elastic strain in another frequency. Consequently, the influence of the amplitude nulls on the elastogram is reduced. Here, it should be emphasized that in multifrequency inversion techniques, the frequency dependence of the wave speed (or complex shear modulus)\textsuperscript{14,15} is ignored, and its value is averaged in the range of examined excitation frequencies along with direction components.\textsuperscript{7,9}

In tomoelastography, the wave speed distribution in the body is computed for each of the directions and frequencies. Then, the computed wave speed distributions are weighted averaged with the fourth power of amplitude of the displacement in each direction and frequency. This amplitude weighting allows only the wave speed distributions that are computed from waves with amplitudes to contribute to the averaging. It should be noted that for single frequency studies, there are similar weighting schemes based essentially on amplitude to combine reconstructions from multiple directions.\textsuperscript{5,16}

The type of weighting can and should be designed according to which elastography map feature is desired to be optimized. One idea can be combining multi-inversion results in a way that will yield the elastogram with the maximum possible signal-to-noise ratio (SNR).\textsuperscript{17} This aim can be achieved by combining multi-inversion results by weighting with the SNR of the wave speed maps obtained for different directions and frequencies.

To use SNR weighting, SNR distributions of individual wave speed maps for each of the directions and frequencies are required. SNR of the wave-speed maps cannot be estimated directly from the wave-speed maps because of the nonlinear operations in the tomoelastography inversion technique. However, considering the noise on the complex MRI signal, the SNR of the reconstructed elasticity map can be formulated analytically. The findings can be beneficial for combining multidirectional, multifrequency MRE data to obtain high-quality elasticity maps. Unfortunately, there are only a few studies on the SNR in MR elastography (MRE),\textsuperscript{18,19} which are designed to understand the quality of the acquired data. Moreover, the SNR of the elasticity map has not yet been investigated. There are acquisition techniques developed for increasing the SNR of the recorded MR data, as proposed in Johnson et al\textsuperscript{20} and summarised in Guenthner et al.\textsuperscript{21}

In this study, we analyze the SNR of wave speed maps obtained with tomoeulastography inversion by analytically deriving the SNR at each step of the algorithm, with the assumption of a high SNR. Then, the minimum SNR value that our analytical derivation holds for is determined by Monte Carlo simulations (MCSs). Later, optimum weights to maximize the SNR of the wave speed map are determined. For comparison, the original weighting in tomoeulastography, i.e., amplitude weighting, is also implemented. We evaluate these two weighting schemes in terms of three quality metrics, namely, estimation accuracy, SNR, and spatial resolution of the reconstructed wave speed maps. The simulation and experimental results for phantoms and a healthy human abdomen are provided.

2 | THEORY

In the multifrequency MRE technique, displacement fields of the tissues, $u$, are recorded by the aid of a dedicated MRI pulse sequence in each of the three Cartesian coordinates (index $m$) for different vibration frequencies (index $n$). This information is used for estimating elasticity distribution in the tissue of interest. Since in the body, the density of the tissue, $\rho_0$, is relatively constant and the shear modulus, $\mu$, is related to the wave speed, $c$, by $\mu = c^2/\rho_0$, while neglecting the viscous damping, the wave speed map can also be viewed as the elasticity map of the body.\textsuperscript{22} Thus, in the tomoelastography technique, as a wave speed distribution of the tissue, $c(\bar{r})$ is reconstructed and reported as one form of elasticity distribution assuming local homogeneity of the medium.

Considering the sum of plane waves in a local area, the displacement of the isochromat at position $\bar{r}$ can be expressed as:

$$u_{\text{iso}}(\bar{r}) = \sum_{m} u_{mn}(\bar{r}).$$

Here, $\bar{r} = [xy]^T$ is the 2D position vector because implementation of tomoeulastography is entirely slice-wise,\textsuperscript{8} hence wave speed map for each slice is reconstructed separately. $u_{mn}$ represents a plane wave due to the actuator vibrating at frequency $\omega_m$ recorded for the motion encoding.
direction, \(m = 1, 2\) and 3 correspond to the \(x, y\) and \(z\)-directions, respectively, and in the propagation direction, \(l\). Each of these plane waves can be written in phasor form as:

\[
\mathbf{u}_{\text{lmn}}(\mathbf{r}) = \mathbf{u}_{\text{lmn}}(\mathbf{r}) \exp \left( i (\mathbf{k}_{\text{lmn}}(\mathbf{r}) \cdot \mathbf{r} + \phi_{\text{lmn}}(\mathbf{r})) \right),
\]

where \(\mathbf{u}_0\) is the amplitude and \(\phi\) is the phase of the plane wave.

Wavenumber \(\mathbf{k}_{\text{lmn}}(\mathbf{r})\) is a 2D vector at the spatial position \(\mathbf{r}\). Its amplitude, \(|\mathbf{k}_{\text{lmn}}(\mathbf{r})| = k_{\text{lmn}}(\mathbf{r})\), is equal to \(\omega_n/c_{\text{lmn}}(\mathbf{r})\), where \(c_{\text{lmn}}(\mathbf{r})\) is the wave speed. Note that \(\mathbf{k}_{\text{lmn}}(\mathbf{r})\) can be defined as a complex vector when considering the viscous damping.

The block diagram demonstrating the steps of tomoelastography inversion is depicted in Figure 1, and the details of the algorithm are explained in Tzschatzsch et al.\(^9\)

As illustrated in the diagram, the input to this reconstruction technique is the amplitude-normalized complex-difference MRI signal \(\exp(i\theta_{\text{mn}}(\mathbf{r}, t))\). The first step is smoothing the complex signal by a 2D Gaussian kernel, \(h_{\text{GK}}(\mathbf{r})\), constructed in the image domain, followed by Laplacian based unwrapping\(^2\) and harmonic selection using discrete Fourier transform (DFT) with \(N_t\)-points, which is equivalently the number of phase offsets acquired in the MRE experiment. To decompose superposed plane waves into plane waves propagating in different directions, directional filtering, \(Z_l(\mathbf{k})\), is used. Note that directional filter \((Z_l(\mathbf{k}))\) comprises a radial filtering component \((\beta(\mathbf{k}))\) along with directional filtering, which eliminates longitudinal waves (Equations AP. 5 - AP. 6). Directional filters are constructed in \(k\)-space, where \(\mathbf{k} = [k_x, k_y]^T\) and \(k_x\) and \(k_y\) are the principal axes. Wavenumbers are obtained by computing the \(L_2\)-norm of the in-plane gradients of normalized displacement. Dividing the wavenumber by \(\omega_n\) yields the inverse of the wave speed, \(\hat{c}^{-1}\). In the final step, estimates of the inverse of wave speed for each wave direction \((l)\), measurement direction \((m)\), and frequency \((n)\) as \(\hat{c}^{-1}_{\text{lmn}}\) are combined using weighted summation as follows:

\[
\hat{c}^{-1}(\mathbf{r}) = \sum_{\text{lmn}} \hat{c}^{-1}_{\text{lmn}}(\mathbf{r}) W_{\text{lmn}}(\mathbf{r}),
\]

where

\[
\hat{c}^{-1}_{\text{lmn}}(\mathbf{r}) = \frac{\hat{k}_{\text{lmn}}(\mathbf{r})}{\omega_n}.
\]

Here, the hat symbol \(\hat{\cdot}\) indicates estimated values and that they are prone to errors due to incorrect measurements or approximations used in the mentioned algorithm. Furthermore, estimated wavenumber \(\hat{k}_{\text{lmn}}(\mathbf{r})\) and wave speed \(\hat{c}_{\text{lmn}}(\mathbf{r})\) are not vectors but only functions of the position since tomoelastography is concerned only with their magnitude due to isotropic medium assumption.

In the original tomoelastography reconstruction technique,\(^9\) the multiple wave speed estimations, \(\hat{c}_{\text{lmn}}\), are weight-averaged using:

\[
W_{\text{lmn}}(\mathbf{r}) = \frac{\hat{u}^4_{\text{lmn}}(\mathbf{r})}{\sum_{\text{lmn}} \hat{u}^4_{\text{lmn}}(\mathbf{r})},
\]

In this method, using the fourth power of the local amplitude of the plane wave ensures that only wavenumbers constructed from high wave amplitudes will be averaged to compute the wave speed map.
The alternative technique that we propose is SNR weighting. It can be shown that to maximize the SNR of the wave speed estimation, the square of individual SNRs of $c_{\text{imn}}^{-1}$, $\Psi_{\text{imn}}$, should be used. Here, we assume that the primary noise source on a complex MRI signal is thermal and modeled as additive white Gaussian noise (AWGN). With the high SNR assumption, the noise probability distribution remains Gaussian despite some nonlinear operations in the wave speed reconstruction algorithm. Thus, the mean and standard deviation (SD) of the noise probability distribution can be derived analytically from the tomoelastography inversion as (see Appendix for the derivation):

$$c_{\text{imn}}(\vec{r}) = i\Psi_{\text{imn}}(\vec{r}) \frac{\sqrt{N_t}}{\alpha} k_{\text{imn}}(\vec{r}) u_{\text{dlnm}}(\vec{r}) \Delta$$

(6)

where $\alpha$ is

$$\alpha = \sqrt{\sum_{x=-N_x/2}^{N_x/2} \sum_{y=-N_y/2}^{N_y/2} (h_{\text{gk}}(\vec{r}) \ast \zeta(\vec{r}))^2},$$

(7)

and $\Psi_{\text{imn}}$ is the magnitude image SNR, $N_x$ and $N_y$ are the number of x and y pixels imaged, respectively, $\Delta$ is the isotropic in-plane resolution, $\ast$ is the 2D convolution operator, and $\zeta(\vec{r})$ is the 2D inverse Fourier Transform of $Z_l(\vec{k})$.

However, due to the high SNR assumption in the derivation, SNR values at the output of the directional filters, $\Psi_{\text{imn}}$, which do not satisfy the high SNR assumption, are thresholded prior to the weighting step by equating them to zero (i.e., set $\Psi_{\text{imn}}(\vec{r}) = 0$ if $\Psi_{\text{imn}}(\vec{r}) < \text{SNR threshold}$. The SNR threshold, $\Psi_{\text{imn}}(\vec{r})$, is determined by comparing the results of Monte Carlo computations to the analytical derivations. After thresholding, the SNR-weighted reconstruction weights are chosen as:

$$W_{\text{imn}}(\vec{r}) = \frac{c_{\text{imn}}^2(\vec{r})}{\sum_{\text{imn}} c_{\text{imn}}^2(\vec{r})},$$

(8)

where

$$u_{\Psi_{\text{imn}}}(\vec{r}) = \Psi_{\text{imn}}(\vec{r}) \frac{u_{\text{dlnm}}(\vec{r}) \sqrt{N_t}}{\sqrt{2\alpha}}.$$

(9)

The required data and parameters to determine $\Psi_{\text{imn}}(\vec{r})$ in Equation (8) are given in Equation (6), which are image SNR $\Psi_{\text{imn}}(\vec{r})$, number of phase offsets $N_l$, the energy of convolution of Gaussian kernel and the directional filter $\alpha$, the wavenumber $k_{\text{imn}}(\vec{r})$, the filtered displacement $u_{\text{dlnm}}(\vec{r})$ and the in-plane image voxel size $\Delta$.

Note that the response of the directional filter, $Z_l(\vec{k}_{\text{imn}})$, at the spatial position of the wavenumber on k-space, $\vec{k}_{\text{imn}}$, is necessary for the SNR estimation. Here, we assume that the response of the directional filter is 1 if the wavenumber is in the range of the directional filter; otherwise, it is 0. In other words, $Z_l(\vec{k}_{\text{imn}}) = 1$ if the lth direction covers the propagation direction of the plane wave, which may not always be true but is designed to be very close to 1; otherwise, it is zero (see Appendix).

3 | METHODS

3.1 | Reconstructions

For wave speed reconstructions, tomoelastography inversion has been implemented for the proposed SNR weighting and the original amplitude weighting schemes, as explained in the previous section. To summarize regarding Equation (3), the original tomoelastography reconstruction uses $u_{\text{dlnm}}$ as weights (i.e., amplitude-weighted as given in Equation (5)), and the SNR-weighted reconstruction uses $\Psi_{\text{imn}}$ (as given in Equation (8)). Each SNR value ($\Psi$ for each index and pixel) at the output of the direction filter (i.e., $\Psi_{\text{imn}}$) is checked if it is greater than the threshold, which is determined by the minimum SNR ($\Psi_{\text{min}}$) that analytical derivations hold for. If $\Psi_{\text{imn}}$ exceeds the threshold, the weight is set to the square of the SNR of $c^{-1}$ ($\Psi$); otherwise, $\Psi$ is set to zero.

3.2 | Simulations

MRE simulations are performed on four simulation phantoms (SPs). The displacement data for the first simulation phantom (SP#1) were generated via MATLAB (Burlington, MA, USA), whereas the second (SP#2), third (SP#3) and fourth (SP#4) simulation phantoms were generated via COMSOL.
Multiphysics (COMSOL, Stockholm, Sweden) finite element method (FEM) software, as depicted in Figure 2A. Wave speed maps were reconstructed from the displacement data using MATLAB for all simulation phantoms.

In SP#1, a 2D plane wave simulation was generated in a homogeneous medium at a single frequency using MATLAB. The wave speed was 3.2 m/s, and the excitation frequency was swept from 30 to 72 Hz with 6 Hz increments. The resolution of SP#1 was 1.5 mm isotropic and size of the phantom is 15 × 15 cm^2, hence 100 × 100 pixels. Zero padding was used to extend the data to 128 × 128 pixels, 192 × 192 mm^2.

SP#2 was a square-shaped phantom with each side 20 cm long, consisting of two media with different wave speeds: 1.9 m/s for y > 0 and 2.5 m/s for y ≤ 0 (with the origin being the center of the phantom). Prescribed sinusoidal displacement with an amplitude of 5 μm in the x-direction was assigned to the top side, and frequency-domain analyses were performed for excitation frequencies of 30 to 72 Hz with 6 Hz increments. Complex displacement data in the x- and y-directions were exported with 1.5 mm isotropic resolution to be processed in MATLAB.

For SP#2, data were read in MATLAB and cropped to the middle 162 mm × 162 mm square to decrease the effect of reflected waves in the inversion. Furthermore, zero padding was used to extend the region of interest to 189 mm × 189 mm with the center square, 100 mm × 100 mm, being the phantom.

Additionally, to be convenient and use the same reconstructions used for the experimental data, the displacement fields in z-direction were taken as zero, since in the MRE experiments, the displacement fields are recorded in all three directions.

SP#3 was the same as SP#2 with two media having wave speeds of 1.75 and 3.5 m/s.

SP#4 was 3D, with three inclusions having different sizes and shear wave speeds. The diameters of the inclusions were 1.5, 2.5 and 3.5 cm, having shear wave speeds of 2.5, 3 and 2 m/s, respectively. The dimensions of the phantom were 20 × 10 × 8 cm^3 with resolution 1.5 mm isotropic and the shear wave speed for the background was 2.2 m/s. The excitation frequency was swept from 30 to 72 Hz with 6 Hz increments.

For SPs#2-4, the Poisson ratio (ν) and density (ρ) were assigned as 0.499 and 1040 kg/m^3, respectively. To account for damping in the models, complex Young’s moduli were assigned as $E = 2(1 + \nu)\rho c^2 + i0.05(2(1 + \nu)\rho c^2)$, where c is the wave speed, as given for each phantom in Figure 2A.

Using COMSOL Multiphysics, MRE simulations were conducted on a 3D human abdomen model developed from Austin Man v2.4, with voxel size 2 × 2 × 2 mm^3. The Poisson ratio, density and complex Young’s moduli were assigned for the segmented tissues obtained from previous studies. The assigned parameters are given in Supporting Information Table S1. Prescribed displacement was assigned to the surface of the anterior abdomen, and frequency domain analyses were performed, sweeping the excitation frequency from 30 to 48 Hz with 6 Hz increments. Complex displacement fields were exported with 2 mm isotropic voxels and then converted to eight phase-offset real displacement data. Then, simulated complex MRI signal data were constructed with unit magnitude and eight phase-offset real displacement data being the phase to be processed for wave speed map calculations using MATLAB. In addition, to evaluate the performance of the weighting schemes under noise, complex AWGN was added to the simulated complex MRI signal at different SNR levels in a reasonable range for each excitation frequency. The mean SNR level was 20, the minimum was 16 and the maximum was 24. Furthermore, 12 directional filters were employed for all of the data mentioned in this study.

Note that for all of the simulated MRE data when noise is not added, the image SNR ($\Psi$) is assumed to be very high so that they cancel out in the normalization of the weighting. Thus, none of the weights are thresholded. However, this is called the no-noise case in this paper since noise is not added, but only a constant high SNR is assigned to the image SNR in Equation (6).

**FIGURE 2** (A) Simulation phantoms depicting ground truth values for the real part of their wave speeds. (B) Experimental phantoms showing the agar-agar powder concentrations for the background and inclusions.
3.3 Validation of analytical SNR derivations and performance analyses

To validate the analytically derived SNR equation in Equation (8), MCS was conducted on single excitation frequency data (72 Hz) of SP#1. For a number of trials (N), chosen as 100, AWGN was added to the displacement data, followed by tomoelastography inversion. First, the mean and SD of wave speed maps were computed over N and then averaged over a region of interest (ROI) with size M×M (M=87 pixels). The SNR was obtained by the ratio of the 2D-averaged mean to the SD. In addition, the analytically approximated SNR values were compared with the SNR obtained by MCS. The noise level of AWGN was swept from SNR=0.5 to 10 with an incremental step of 0.1. The minimum SNR value that the high SNR assumption holds ($\Psi_{mn}$) for the analytical approximations was determined. Additionally, to analyze the effect of the assumption of the wave in a directional filter being fully present or fully absent, another simulation was performed. The angle of the plane wave was swept from 0° to 360° with 1° increments when the image SNR was 5, and 12 directional filters were present.

The quality of the reconstructed wave speed maps was evaluated using three performance metrics. The first metric is the estimation error, in which the root mean square (RMS) error is computed for each reconstructed wave speed map with respect to the ground truth. This metric was computed for SPs#1-4.

The second metric is edge response analysis to investigate the resolution. This metric was only evaluated for SP#2 and SP#3. In the reconstructed wave speed maps, the number of pixels required for the transition between two mediums with different wave speeds was measured.

For the third metric, SNR performance, MCSs were conducted on SP#1. The number of trials was chosen as 50. The mean and SD were calculated over 50 trials and then averaged in an ROI of 87x87 pixels. The noise level of AWGN was swept from mean SNR=1 to 5 with 0.1 increments. Note that the "mean SNR" is the expected value of the SNRs of multifrequency displacement data since the SNR of the displacement data can be different at each frequency due to differences in MEG duration resulting in differences in TE and hence in SNR ($\Psi_{mn}$). Thus, we simulated this variation by letting the SNR levels of the complex AWGN vary by 20%.

3.4 MRI experiments

MRE experiments were conducted on a Siemens TIM Trio 3 Tesla MRI scanner. A spin-echo echo-planar imaging (EPI-SE) pulse sequence with a trapezoidal motion encoding gradient (MEG) was used for acquisition. A single receive channel of the spine coil was used to record the signal. Data were collected for 8 excitation frequencies, 30 to 72 Hz, with 6 Hz increments. The sequence parameters were TR = 500 ms, TE = 82 ms ($\omega/2\pi$ = 30Hz), TE = 71 ms ($\omega/2\pi$ = 36Hz), TE = 70 ms ($\omega/2\pi$ = 4.5, 5, 6, 7, 8Hz), FOV = 240 mm x 180 mm, resolution = 2.5 x 2.5 x 2.5 mm³, amplitude of MEG $G_{MEG} = 20 mT/m$, and number of MEGs $N_{MEG} = 1$. Five slices were acquired in each TR. Two acquisitions were made for each scan by switching the polarity of the zeroth- and first-moment nulled MEG, matched to the excitation frequency. Eight phase-offset data were collected for each excitation frequency.

The experimental phantoms (EPs) are shown in Figure 2B. EPs#1-2 were prepared from different concentrations of agar-agar powder (Agar-Agar Kobe I pulv., Roth, Karlsruhe, Germany), which were stirred in water and boiled for approximately 2 minutes.

For EP#1, agar-agar powder concentrations for the background, first and second inclusions were 0.75%, 1.00% and 0.65%, respectively. In EP#1, inclusions were injected inside balloons; hence, there were balloon interfaces between the inclusions and the background.

For EP#2, agar-agar powder concentrations for the background, first, second and third inclusions were 1.00%, 0.90%, 1.75% and 1.50%, respectively. There were no interfaces between inclusions and the background in EP#2. A box with dimensions of 19x15x10 cm³ was used. A few drops of olive oil were applied to the inner surfaces of the box to allow the phantom to be removed easily without rupturing after solidification. Three rods with diameters of 3.5, 2 and 3.5 cm were placed vertically in the first, second and third inclusions, respectively. The background agar-agar water mixture was poured and allowed to solidify for 12 hours at room temperature. Then, each rod was removed, and each agar-agar powder water mixture was poured and allowed to solidify for half an hour, one by one. The whole phantom was allowed to solidify for another 12 hours at room temperature. An identical box side surface 19x15 cm² was cut. For the experiment, the phantom was placed inside the cut box and placed horizontally on the patient table in the MRI scanner, with the cut surface at the top. Hence, the phantom was excited by a plate, driven by a mechanical actuator, through the window opening of the cut box. Unless the phantom was placed in a box during the experiment, we observed deformation as multiple ruptures appeared on the phantom during the experiment. Hence, we decided to perform the experiments inside a box. Descriptive photographs showing the preparation steps of EP#2 are depicted in Supporting Information Figure S1.

Furthermore, multifrequency MRE displacement data of a human liver provided online on BIOQIC-Apps (Charité - Universitätsmedizin Berlin, Berlin, Germany) were utilised in tomoelastography inversion using the mentioned weighting schemes. The excitation frequencies are 30, 40 and 50 Hz, with 2.7 mm in-plane resolution and 5 mm slice thickness.

For all experimental data, assuming a high SNR, noise on the phase was measured using the imaginary (or real) part of the noise measured on the background, inside a rectangular ROI with a size of 96x15 pixels for phantoms and 22x17 pixels for the human abdomen, of the complex MRI signal by averaging in the phase offset and direction of motion dimensions.
4 | RESULTS

4.1 | Simulation results

Validation of analytical SNR derivations using MCS: The MCS results to validate the SNR derivations are depicted in Figure 3. It can be observed that the analytical derivations hold for $i\Psi_{mn} (\hat{r}) \geq 3$ since the ratio of the means and SDs becomes steady, and their deviations are approximately 1%. Hence, using Equation (9), the corresponding SNR threshold, $i\Psi_{mn} (\hat{r})$, was computed at the output of directional filters, equating low SNR weights to zero. In other words, $i\Psi_{mn} (\hat{r})$ is determined by setting $i\Psi_{mn} (\hat{r}) = 3$ in Equation (9), which yields $i\Psi_{mn} (\hat{r}) = 3 \sqrt{N_{t}} \sqrt{2\alpha}$. Figure 3C demonstrates that the SNR of the wave speed computed by MCS deviates from the analytical SNR when the wave propagation direction and direction of one of the directional filters do not exactly match. This deviation is due to our assumption in the derivation that a directional filter exactly matches to a wave or exactly misses it. Since we have used 12 directional filters for this simulation, the largest deviation occurs at multiples of 15°, measured as 9%.

Estimation Error: The estimation accuracy values for the results of tomoelastography inversions using the two different weighting schemes were computed for SPs#1-4, measured by the RMS percentage error normalized to the ground truth. For the amplitude-weighted reconstruction, the normalized RMS errors were 2%, 4%, 6% and 5% for SPs#1, 2, 3 and 4, respectively. The same results were obtained for the SNR-weighted reconstruction, except for SP#2, for which the normalized RMS error was 3%. Wave speed maps, line profiles and mean±SD plots for SP#4 are depicted in Figure 4, in which no significant differences are observed between results of two weighting schemes.

**FIGURE 3** Validation of analytical approximations for the SNR by comparing it to the computed SNR using Monte Carlo simulations. (A) The SNR of the wave speed versus the SNR of the complex MRI signal for analytical and computed SNR values. (B) (Top) Ratio of the 2D-averaged mean of the wave speed reconstructed over 100 repetitions to the analytical mean wave speed at each image SNR. (Bottom) Ratio of the 2D-averaged SD of the wave speed reconstructed over 100 repetitions to the analytical SD of the wave speed at each image SNR. It can be observed that analytical derivations hold for $i\Psi_{mn} (\hat{r}) \geq 3$ since the ratio of SDs becomes steady. (C) Comparison of analytical and MCS computed SNR, where the x-axis indicates the angle of the plane propagating in the x-y plane (i.e., $\arg(\hat{k})$) when SNR=5, and 12 directional filters are present.
Edge Response Analysis: The edge responses on the center cross-sectional line of the reconstructed wave speed maps are illustrated for each weighting technique in Figure 5. The number of pixels required for the transition was measured to compare the resolution of the wave speed maps reconstructed using different weightings in tomoelastography inversion. The transition was quantified as 3 pixels for all reconstructions.

SNR Performance: The normalized mean and standard deviation versus mean SNR of complex MRI signal obtained by MCS is demonstrated in Figure 6. Note that the normalized mean and standard deviation imply that the computed mean and SD were divided by the ground truth wave speed value of 3.2 m/s. With a low SNR, there is 10% bias when the amplitude-weighted reconstruction has been used, whereas there is no bias when SNR weighting has been used. In addition, the normalized SD for the SNR-weighted reconstruction is lower than the normalized SD of the conventional weighting by a factor of two.

Abdomen MRE Simulations: Reconstructed wave speed maps are depicted in Figure 7 for the no-noise and AWGN-added cases and compared with the assigned wave speed values used in the simulation. For the no-noise case, the reconstructed wave speed maps are in good agreement with the ground truth wave speed map, except for some blurriness. For the noise-added case, it can be seen that the wave speed map reconstructed by conventional weighting suffers from noise, whereas the reconstructed wave speed map is slightly affected by noise when SNR weighting has been used.

FIGURE 4  (A) Wave speed maps (B) line profiles for center horizontal line (C) mean±SD plots for each region for the two weighting schemes for SP#4. Assigned shear wave speed values are 2.2, 2.5, 3 and 2 m/s for background, inclusion #1-4, respectively.

FIGURE 5  Wave speed values plotted for a cross-sectional line near the step between two mediums to analyze edge response for the two weighting schemes for (A) SP#2 and (B) SP#3.
4.2 Experimental results

The reconstructed wave speed maps for EP#1 are depicted in Figure 8A. Mean and SD of the measured wave speed values over the selected ROIs (Figure 8B) for EP#1 are demonstrated in Figure 8C. The second inclusion (0.65%) was expected to be softer than the background (0.75%); however, we can observe this result only for the SNR-weighted reconstruction, whereas in amplitude-weighted inversion, this difference cannot be differentiated well, as shown in Figure 8C. The amplitude-weighted reconstruction estimated the wave speed of the second inclusion (0.65%) to be greater than the background (0.75%) with a considerable deviation. It is also observed that, due to the interfaces of the balloons, which have short T2s, around inclusions, the SNR-weighted reconstruction estimated a low wave speed.

The reconstructed wave speed results for each frequency, weights for each reconstruction and combined wave speed maps for EP#2 are shown in Figure 9. Mean and SD of the measured wave speed values over the selected ROIs for EP#2 are reported in Figure 10. The mean shear wave speed for the inclusion prepared with 1.75% agar-agar was measured to be greater than that of the inclusion prepared with 1.50% agar-agar only for the SNR-weighted inversion. Wave artifacts existing on the background of wave speed reconstruction using amplitude weights, as observed in Figure 9, resulted in greater wave speed deviations (Figure 10). To report quantitatively, mean and SD of the estimated wave speed for the background using amplitude weighted reconstruction is $2.93 \pm 0.31$ m/s, whereas for SNR-weighted reconstruction mean and SD of the estimated wave speed is $3.00 \pm 0.22$ m/s.

FIGURE 6 SNR performances computed by Monte Carlo simulations. 2D-averaged mean and standard deviation of wave speed maps, normalized to the ground truth wave speed, versus the image SNR.

FIGURE 7 Reconstructed wave speed maps for the 3D healthy human abdomen model for the no-noise and noise-added case. The ground truth is also given, demonstrating the magnitude of the assigned wave speed distribution for the simulations.
As observed in Figure 9, by comparing the two weighting schemes used in combining the reconstructed wave speed maps at different frequencies, it can be seen that amplitude weighting uses a single reconstruction result more heavily than others for each pixel, which is computed from the data that carry the maximum displacement and discards the other inversion results, because the fourth power of the magnitude of the displacement is used. On the other hand, SNR weighting uses more equally distributed weights.

FIGURE 8  For EP#1 (A) Reconstructed wave speed maps (B) Selected ROIs for measuring wave speed values, depicted on the MRE magnitude image. The ROI for the background is selected as the region between the green curves. (C) Mean and SD values over the ROI, shown by squares and bars, respectively

FIGURE 9  Reconstructed wave speed maps and weights for the two weighting schemes at each frequency in addition to the combined wave speed maps for EP#2
Single frequency and combined wave speed maps for human liver are given in Figure 11A. To compare the computed wave speeds in the liver and spleen with previously reported values in the literature, wave speeds were measured in ROIs depicted on the magnitude image in Figure 11B. In the multifrequency result, for the liver, the mean and SD of the wave speeds were calculated as 1.68 ± 0.18 m/s and 1.54 ± 0.20 m/s for the amplitude-weighted and SNR-weighted reconstructions, respectively. For the spleen, the mean and SD of the wave speeds were calculated as 2.50 ± 0.23 m/s and 2.35 ± 0.21 m/s for the amplitude-weighted and SNR-weighted reconstructions, respectively.

5 | DISCUSSION

In this work, we have proposed a weighting scheme for combining multi-inversion data to maximize the SNR of the combined wave speed map. We evaluated the proposed reconstruction using three evaluation metrics, namely, estimation accuracy, spatial resolution and SNR performance.

The analytical SNR approximations are derived by assuming that the noise remains approximately Gaussian despite the nonlinear operations in tomoelastography inversion when the SNR is high enough. Hence, we determined the SNR threshold by comparing the SNR computed by MCSs and analytical approximations. It can be observed in Figure 3 that analytical approximations match with the MCS results for $i \Psi_{mn}(\hat{r}) > 3$ (Figure 3). This result implies that the high SNR assumption used in the derivations fails below this value because the noise significantly deviates from Gaussian. Thresholding is necessary to eliminate the biased wave speed information reconstructed from these data. In addition, the MRE data having SNR below this value carry very little useful information, so they can be eliminated. The weighting schemes that are related to the amplitude of the displacement can be improved by using thresholding. Using the fourth power of the displacement eliminates the low displacement data because it is similar to choosing only the data with the highest displacement value, in a way thresholds the low displacement data, but this method also excludes useful data. Previously, to eliminate biased results from elasticity ROI measurements, various researchers reported wave-speed or shear modulus values in ROIs by masking them with a phase-difference SNR threshold.30,31 Here, we are thresholding prior to combining multiple wave-speed maps, where SNR threshold has been determined by MCSs. Furthermore, SNR estimates are used for weighting to combine multi-inversion results.

Additionally, analytical approximations for SNR are derived for assuming local homogeneity of the MRE magnitude image. For instance, SNR approximations may fail for the regions of tissues with rapid $T_2$ changes if a $T_2$-weighted EPI-SE pulse sequence is used, which is a common pulse sequence used in MRE imaging. The underestimation of wave speeds at the balloon interfaces, observed in Figure 8, might be due to the assumption of slow variation in the magnitude of the MRI signal spatially in the analytical approximation of the SNR.

Another assumption in the SNR derivations is that the response of the directional filter is set to 1 if the wavenumber is in the range of the directional filter; otherwise, it is set to 0. However, the filter response is not equal to 1 when there is some angle between the direction of the wavenumber and the directional filter while the wavenumber is still in the range of the filter. In Figure 3C, it is observed that the analytical SNR deviates from the MCS-computed SNR by 7% at most when twelve directional filters are present and the image SNR is 5.

Furthermore, analytical SNR approximations are derived for a single channel receive coil. When phased array coils are used, the method of obtaining the phase information requires additional nonlinear techniques.32 One possible solution for this problem is to process each channel...
information separately. In this case, the determined threshold will still be valid. However, when phase information is obtained from the combined image, a similar analysis must be carried out to understand the effect of these nonlinear techniques on the estimation of the wave speed.

Viscous damping distribution has not been reconstructed in this study. Usually, complex shear modulus is reported in MRE,\textsuperscript{33-36} where the real part is the storage modulus related to elastic properties of the tissue and the imaginary part is the loss modulus related to viscous properties of the tissue. To compute viscous damping distribution $k$ can be defined as a complex vector while assuming spatially constant wave amplitudes for $u_{\text{shear}}$, as formulated in Tzschatzsch et al.\textsuperscript{9}

No differences are observed for the estimation accuracies and spatial resolutions of the proposed and conventional weighting schemes, and all of them are in good agreement with the ground truths; however, SNR performance analyses demonstrated that no bias occurred, and the SNR of the wave speed map was improved twofold when SNR weights were used instead of amplitude weights. Therefore, the proposed SNR weighting reconstruction significantly improved the SNR of the final wave speed map while achieving the same performance for the accuracy and spatial resolution compared to that of the conventional reconstruction. Similarly, probably due to noise, amplitude-weighted reconstruction could not have differentiated the wave speed alterations in EPs#1-2, whereas SNR-weighted reconstruction yielded the expected wave speed results, as observed in Figures 8-9.

It is not possible to directly compare the method and results in Tzschatzsch et al.\textsuperscript{9} because of differences in the implementations of Gaussian smoothing and directional filtering. For instance, the standard deviation of the Gaussian kernel is 2.75 mm in Tzschatzsch et al.\textsuperscript{9}; however, it is 2.16 mm for the in-vivo liver here. Hence, smoothing is slightly less in this study. Also, the compositions of directional filters are different. The directional filter's radial component is a ramp filter in Tzschatzsch et al.\textsuperscript{9} We utilized the directional filter in the Equations AP. 5 -AP. 6 to eliminate the black stripe artifacts at organ boundaries, as reported in Tzschatzsch et al.\textsuperscript{9} due to directional filters.
Regarding Figure 7, the blurriness of reconstructed wave speed maps for both weighting schemes is because of the number of directional filters in tomoelastography reconstruction since increasing the number of directional filters decreases the spatial resolution. For the noise-added case, we can observe that the amplitude-weighted inversion result has been severely affected by noise, whereas the SNR-weighted inversion result has been slightly affected.

In this study, MMRE displacement data for a healthy human abdomen FEM model have been introduced for the first time. The community can also benefit from this model to evaluate their inversion techniques for liver and spleen MRE.

For all experimental phantoms, the wave speeds measured were approximately 30% lower than the values observed by Hamhaber et al. in which the same agar-agar powder had been used. The difference could be the result of using tap water instead of distilled water. Furthermore, the number of motion-encoding directions, excitation frequencies and inversion techniques are different.

The mean wave speeds of the liver and spleen were found to be consistent with the values reported in the literature. Since in-vivo data have a good SNR at the level of 15 approximately, we do not expect any biased results due to noise. In a good SNR level, amplitude-weighted and SNR-weighted reconstruction should yield similar results, slightly lower or higher than each other, which is also the case here.

When single frequency in-vivo results are analyzed, it is observed that SNR-weighted wave-speed maps are more invariant to excitation frequency used compared to amplitude-weighted results. Low elasticity regions present in the center of the liver in SNR-weighted wave speed map in Figure 11, could be due to elasticity variations in some anatomical details such as blood vessels; however, it is not possible to know the exact reason of this lower elasticity since ground truth for in-vivo data is absent. As future work, to understand such elasticity variations in the SNR-weighted reconstruction, an extended in-vivo study has to be performed on a sufficient number of healthy and unhealthy subjects having age and sex diversity. For this study, despite the absence of a ground truth for the human liver results, based on significant improvements in the SNR of the elastography maps without any loss in resolution and accuracy, one may argue that SNR weighting is useful for MRE inversion.

Inspecting the derived SNR characteristic of the estimated wave speed ($\Psi_{\text{SNR}}(\mathbf{r})$) in Equation (6), it can be seen that most of the parameters are the same spatially and for weighting indices. The parameters that are not constant are the image SNR, the magnitude of the wavenumber and the amplitude of the displacement. The image SNR may vary spatially, most likely due to variation in the magnitude of the signal or through indices if the imaging parameters differ between scans such as TE. Since the SNR depends on the wavenumber, SNR weighting will favor reconstruction from the lowest excitation frequency among the same wave speed information obtained for the same spatial position if we assume that all other parameters in Equation (6) are constant. If we assume that all the parameters except the amplitude of the filtered displacement are constant, then SNR weighting becomes equal to weighting with the square of the amplitude of the displacement with thresholding. To summarize, the proposed method both benefits from weighting with square of SNR and thresholding. For combining wave speed maps with the noise distribution of Gaussian, the optimum weighting for maximum SNR is to use square of SNR. However, for low SNR cases, the noise distribution is not Gaussian; hence estimated SNR is incorrect due to Gaussian noise assumption in the derivations; therefore, thresholding is essential. To demonstrate the effect of thresholding, reconstructed wave speed maps using SNR weights with thresholding and without thresholding for noisy abdomen MRE simulation data have been demonstrated in Supporting Information Figure S2. It is observed that without thresholding reconstructed map is biased in the regions with higher wave speed values.

The proposed weighting scheme may be more advantageous when there are SNR variations in the collected data because due to the image SNR term in Equation (6), improvement in the SNR performance becomes more significant than that in the original weighting scheme. Note that even though the noise level is the same throughout the experiment, the signal level may differ. For example, to collect MRE data at various excitation frequencies, the TE is varied to match it to the excitation frequency unless fractional encoding is used.

When multidirectional and multifrequency data are acquired, the methods developed in this study may be applicable to reconstructions other than tomoelastography, such as Helmholtz’s inversion, multifrequency dual elasto visco inversion, nonlinear inversion and multi-model direct inversion. Note that the SNR-weighted reconstruction requires derivation of the analytical noise statistics. In this work, we have performed this derivation for tomoelastography. For other inversion algorithms, noise statistics must be rederived for the implementation of SNR weighting. Even reconstructions using amplitude-based weighting schemes such as using the first order, second order or energy of the displacement can benefit from employing thresholding.

Another idea could have been using strain weighting instead of amplitude weighting to eliminate cases of low elastic strain because the strain is directly related to the shear; hence, the magnitude of the shear strain produced by motion is more essential than the magnitude of the shear wave displacement. In fact, McGarry et al. showed in their nonlinear inversion method for elasticity reconstruction that strain-SNR measured by the octahedral shear strain (OSS)-SNR is more useful than motion-SNR to determine the reliability of the reconstructed elastogram from the displacement data. Improvements in the elasticity map were demonstrated in when OSS was used for strain weighting in tomoelastography and Helmholtz inversion. Notably, OSS weighting is successful at interfaces and boundaries, which is expected because it uses strain weighting, so the reconstructed wave speed that is computed from the data with greater displacement jumps is weighted more, similar to slip-interface imaging.

Moreover, the analysis is consistent with the conclusion of Manduca et al. since they suggested evaluating the reliability of the elasticity map generated depending on the number of derivatives used based on the number of derivatives in the SNR metric. For instance, it is recommended to use OSS-SNR for the inversion methods consisting of only the first derivative and Laplacian-SNR for the reconstructions using the second derivative of the displacement field.
Furthermore, we have investigated the SNR characteristics of an MMRE inversion for the first time. The SNR derivations that we have developed in this study provide a useful tool for researchers to investigate the sensitivity of the SNR of the final wave speed map to the various parameters of the reconstruction technique, namely, tomoelastography. For example, one may investigate the sensitivity to the number of phase offsets and filter parameters.

6 CONCLUSION

A new weighting scheme for combining multi-inversion reconstructions to maximize the SNR of the final wave speed map in tomoelastography has been proposed. The performance of the proposed weighting scheme is compared with that of the conventional amplitude-based method by using three performance measures, namely, the estimation error, spatial resolution and SNR of the final wave speed maps. SNR weighting significantly improved the SNR performance of the wave speed map while achieving the same performance for accuracy and spatial resolution. In addition, bias in the wave speed map has been eliminated in the low SNR case using the SNR weighting reconstruction.
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APPENDIX A

The actual complex-difference MRI signal is \( S_{mn}(\mathbf{r}, t) = A_{mn}(\mathbf{r}) \exp(i\theta_{mn}(\mathbf{r}, t)) \), obtained from two measurements with opposite motion encoding gradient (MEG) polarity, where \( A \) is the magnitude and \( \theta \) is the phase of the noiseless complex signal. The primary noise source on a complex MRI signal is thermal and is modeled as additive white Gaussian noise (AWGN), and the same applies to a complex-difference MRI signal\(^{11} \); hence, let the measured complex-difference MRI signal be denoted as \( \hat{S} \) and the SNR of \( |\hat{S}| \) be \( \Psi \). Complex MR images are reconstructed by taking the 2D Fourier transform of the complex MRI signal.

In MRE, we are interested in the phase since motion is encoded in the phase, equivalent to:

\[
\theta_{mn}(\mathbf{r}, t) = \sum_i u_{0i,\text{m}}(\mathbf{r}) \cos\left( k_{mn}(\mathbf{r}) \cdot \mathbf{r} - \omega_0 t + \phi_{mn}(\mathbf{r}) \right)
\]  \tag{AP.1}

For a high SNR (i.e. \( \Psi \gg 1 \)), noise distribution in the phase can be approximated to be equal to noise distribution in the real or imaginary part of the complex MRI signal, hence expected value \( \langle E[\cdot] \rangle \), and standard deviation \( \langle SD[\cdot] \rangle \) of the phase are given as:
\[ E[\arg\{S_{\text{sm}}(\vec{r},t)\}] = \theta_{\text{sm}}(\vec{r},t) \]  

(AP.2)

and

\[ \text{SD}[\arg\{S_{\text{sm}}(\vec{r},t)\}] = \frac{1}{\Psi_{\text{sm}}(\vec{r})}. \]  

(AP.3)

respectively. Here, arg returns angle of the complex number.

Now, we follow tomoelastography inversion step by step, as described in Tzschatzsch et al.\(^9\) The first step of the inversion is smoothing the complex signal \(\exp(i\theta)\) by lowpass filtering using a 2D Gaussian kernel, \(h_{\text{GK}}(\vec{r})\), having a standard deviation of \(\sigma_{\text{GK}} = 0.8\) pixels and size 5 x 5 pixels, constructed in the image domain as:

\[
h_{\text{GK}}(\vec{r}) = \frac{\exp(-r^2/2\sigma_{\text{GK}}^2)}{\sum_{x=-2}^{2} \sum_{y=-2}^{2} \exp(-r^2/2\sigma_{\text{GK}}^2)}.
\]  

(AP.4)

which does not alter the mean since it has unit DC gain \(i.e., \sum_{x=-2}^{2} \sum_{y=-2}^{2} h_{\text{GK}}(\vec{r}) = 1\). Hence, \(E[\theta_{\text{sm}}(\vec{r},t)] = E[\arg\{S_{\text{sm}}(\vec{r},t)\}]\), and the SD of the smoothed phase becomes:

\[
\text{SD}[\hat{\theta}_{\text{sm}}(\vec{r},t)] = \frac{1}{\Psi_{\text{sm}}(\vec{r})} \sqrt{\sum_{x=-2}^{2} \sum_{y=-2}^{2} (h_{\text{GK}}(\vec{r}))^2}.
\]  

(AP.5)

We assume that the Gaussian kernel Equation (AP. 4), used in smoothing, is a very light filter, which has an effect only on the noise characteristics. Additionally, \(A_{\text{sm}}(\vec{r})\) is assumed to be locally homogeneous, which is not true at the edges of the tissue.

Smoothing is followed by unwrapping and harmonic frequency selection:

\[
E[\text{Re}(\hat{u}_{\text{sm}}(\vec{r}))] = \sum_{l} u_{0,\text{lm}}(\vec{r}) N_l^2 \text{Re}\{\exp(-i(k_{\text{sm}}(\vec{r}) \cdot \vec{r} + \phi_{\text{sm}}(\vec{r}))\})
\]

(AP.6)

\[
\text{Harmonic Frequency Selection}
\]

\[
E[\text{Im}(\hat{u}_{\text{sm}}(\vec{r}))] = \sum_{l} u_{0,\text{lm}}(\vec{r}) N_l^2 \text{Im}\{\exp(-i(k_{\text{sm}}(\vec{r}) \cdot \vec{r} + \phi_{\text{sm}}(\vec{r}))\})
\]

(AP.7)

\[
\text{Harmonic Frequency Selection}
\]

\[
\text{SD}[\text{Re}(\hat{u}_{\text{sm}}(\vec{r}))] = \text{SD}[\text{Im}(\hat{u}_{\text{sm}}(\vec{r}))] = \frac{1}{\Psi_{\text{sm}}(\vec{r})} \sqrt{\sum_{x=-2}^{2} \sum_{y=-2}^{2} (h_{\text{GK}}(\vec{r}))^2}
\]

(AP.8)

where \(N_l\) is the number of discrete Fourier transform (DFT) points used in harmonic frequency selection, equivalently, the number of phase offsets. Note that for a high SNR, the effect of unwrapping on the SNR is absent. The unwrapping algorithm is Laplacian based.\(^23\)

Then, directional filtering by \(Z_l(k)\) takes place, which is given as:

\[
Z_l(k) = \beta(k) \exp \left( -\frac{(\arg(k) - \phi_{l})^2}{2\sigma^2} \right).
\]

(AP.9)

where the radial filtering component is:

\[
\beta(k) = \frac{1}{1 + \left( \frac{k}{k_{\text{low}}} \right)^{2N}} = \frac{1}{1 + \left( \frac{k}{k_{\text{up}}} \right)^{2N}}.
\]

(AP.10)

and \(\sigma = 2\pi/N\). In equation Equation (AP. 5), arg returns angle of the vector. Note that \(\phi_{l}\) is the direction of the \(l^{th}\) directional filter, \(N_l\) is the number of directional filters, \(N\) is the filter order, and \(k_{\text{low}}\) and \(k_{\text{up}}\) are lower and upper cut-off values in the k-space, respectively. In the simulations and experiments, the directional filter parameters are selected as: \(N=10, k_{\text{low}} = 0.02\Delta^{-1}\) and \(k_{\text{up}} = 0.5\Delta^{-1}\), where \(\Delta\) is the in-plane voxel size, which
is assumed to be isotropic here. After the directional filtering, the statistics of the noise become:

$$E[\text{Re} \{ \hat{u}_{\text{dir}}(\hat{r}) \}] = u_{\text{dir}}(\hat{r}) \frac{N_\text{f}}{2} \text{Re} \{ \exp(-i(\hat{k}_{\text{dir}}(\hat{r}) \cdot \hat{r} + \phi_{\text{dir}}(\hat{r}))) \} Z(\hat{k}_{\text{dir}}) \tag{AP 11}$$

$$E[\text{Im} \{ \hat{u}_{\text{dir}}(\hat{r}) \}] = u_{\text{dir}}(\hat{r}) \frac{N_\text{f}}{2} \text{Im} \{ \exp(-i(\hat{k}_{\text{dir}}(\hat{r}) \cdot \hat{r} + \phi_{\text{dir}}(\hat{r}))) \} Z(\hat{k}_{\text{dir}}) \tag{AP 12}$$

$$\text{SD}[\text{Re} \{ \hat{u}_{\text{dir}}(\hat{r}) \}] = \text{SD}[\text{Im} \{ \hat{u}_{\text{dir}}(\hat{r}) \}] = \frac{1}{\Psi_{\text{dir}}(\hat{r})} \sqrt{\frac{N_\text{f}}{2}} \alpha \tag{AP 13}$$

where $Z_l(\hat{k}_{\text{dir}})$ is the response of the $l$th directional filter at $\hat{k}_{\text{dir}}$ and $\alpha$ is given as:

$$\alpha = \sqrt{\sum_{x = -N_x/2}^{N_x/2-1} \sum_{y = -N_y/2}^{N_y/2-1} \left( h_{\text{df}}(\hat{r}) \ast \ast \xi_l(\hat{r}) \right)^2} \tag{AP 14}$$

where $\xi_l(\hat{r}) = F_{2D}^{-1} Z_l(\hat{k})$, and $\ast \ast$ is the 2D convolution operator.

Here, we assume $Z_l(\hat{k}_{\text{dir}}) = 1$ if the $l$th direction is the propagation direction of the plane wave, which may not always be true but is very close to 1 for most of the cases; otherwise, it is zero. Thus, we drop the term $Z_l(\hat{k}_{\text{dir}})$ for the rest of the derivation. Therefore, the magnitude of SNR of directionally filtered displacement in the direction of the plane wave propagation, $u \Psi$, can be expressed as:

$$u \Psi(\hat{r}) = \Psi(\hat{r}) \sqrt{\frac{N_\text{f}}{2}} \frac{u_{\text{dir}}(\hat{r})}{\sqrt{2\alpha}} \tag{AP 15}$$

Then, directionally filtered displacement is normalized by its magnitude $u_{\text{dir}}(\hat{r}) u_{\text{dir}}(\hat{r})$. The expected and SD value of $\exp(i(k_{\text{dir}} \cdot \hat{r}))$ is:

$$E[\text{Re} \{ \hat{u}_{\text{dir}}(\hat{r}) / u_{\text{dir}}(\hat{r}) \}] = \text{Re} \{ \exp \left( \hat{k}_{\text{dir}}(\hat{r}) \cdot \hat{r} + \phi_{\text{dir}}(\hat{r}) \right) \} \tag{AP 16}$$

$$E[\text{Im} \{ \hat{u}_{\text{dir}}(\hat{r}) / u_{\text{dir}}(\hat{r}) \}] = \text{Im} \{ \exp \left( \hat{k}_{\text{dir}}(\hat{r}) \cdot \hat{r} + \phi_{\text{dir}}(\hat{r}) \right) \} \tag{AP 17}$$

$$\text{SD}[\text{Re} \{ \hat{u}_{\text{dir}}(\hat{r}) / u_{\text{dir}}(\hat{r}) \}] = \sqrt{\frac{N_\text{f}}{2}} \frac{2 \text{Re} \{ \exp(-i(\hat{k}_{\text{dir}}(\hat{r}) \cdot \hat{r} + \phi_{\text{dir}}(\hat{r}))) \}}{N_\text{f} u_{\text{dir}}(\hat{r})} \tag{AP 18}$$

$$\text{SD}[\text{Im} \{ \hat{u}_{\text{dir}}(\hat{r}) / u_{\text{dir}}(\hat{r}) \}] = \sqrt{\frac{N_\text{f}}{2}} \frac{2 \text{Im} \{ \exp(-i(\hat{k}_{\text{dir}}(\hat{r}) \cdot \hat{r} + \phi_{\text{dir}}(\hat{r}))) \}}{N_\text{f} u_{\text{dir}}(\hat{r})} \tag{AP 19}$$

Computing L2-norm of in-plane gradients:

$$\hat{k}_{\text{dir}}(\hat{r}) = \sqrt{\frac{\partial}{\partial x} \hat{u}_{\text{dir}}(\hat{r})^2 + \frac{\partial}{\partial y} \hat{u}_{\text{dir}}(\hat{r})^2} \tag{AP 20}$$
and

\[ E[k_{lmn}(\hat{r})] = \| \hat{k}_{lmn}(\hat{r}) \| = k_{lmn}(r) \]  
\[ \text{(AP.21)} \]

\[ SD[k_{lmn}(\hat{r})] = \frac{1}{iE_{mn}(\hat{r})} \sqrt{\frac{N_i}{2}} \left( \alpha \frac{2}{N_i \omega_{lmn}(\hat{r})} \right) \frac{1}{\sqrt{2\Delta}} \]  
\[ \text{(AP.22)} \]

In the equation above, \( k_{lmn} \) is the estimate of \( k_{lmn} \).

Hence, the SNR of the wavenumber reconstructed is \( \text{SNR}_k = E[k_{lmn}] / SD[k_{lmn}] \). Then, the inverse of the wave speed is computed \( \hat{c}^{-1}_{lmn} = \hat{k}_{lmn}/\omega_n \).

Note that \( \text{SNR}^{-1}_{\hat{c}} = \text{SNR}_k \) because the mean and SD are both scaled by \( 1/\omega_n \) (i.e., \( E[\hat{c}^{-1}] = E[\hat{k}_{lmn}] / \omega_n \) and \( SD[\hat{c}^{-1}] = SD[\hat{k}_{lmn}] / \omega_n \), resulting in no change in the SNR. Additionally, using linearization via Taylor series, it can be shown that \( \text{SNR}_{\hat{c}} = \text{SNR}_{\hat{c}^{-1}} \), where \( \text{SNR}_{\hat{c}} \) is the SNR of \( \hat{c} \).