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Abstract—Partial convolution weights convolutions with binary masks and renormalizes on valid pixels. It was originally proposed for image inpainting task because a corrupted image processed by a standard convolutional often leads to artifacts. Therefore, binary masks are constructed that define the valid and corrupted pixels, so that partial convolution results are only calculated based on valid pixels. It has been also used for conditional image synthesis task, so that when a scene is generated, convolution results of an instance depend only on the feature values that belong to the same instance. One of the unexplored applications for partial convolution is padding which is a critical component of modern convolutional networks. Common padding schemes make strong assumptions about how the padded data should be extrapolated. We show that these padding schemes impair model accuracy, whereas partial convolution based padding provides consistent improvements across a range of tasks. In this paper, we review partial convolution applications under one framework. We conduct a comprehensive study of the partial convolution based padding on a variety of computer vision tasks, including image classification, 3D-convolution-based action recognition, and semantic segmentation. Our results suggest that partial convolution-based padding shows promising improvements over strong baselines.

Index Terms—Partial Convolution, Padding, Image Inpainting, Image Synthesis, Object Classification, Semantic Segmentation.

1 INTRODUCTION

Convolutional Neural Networks (CNNs) have achieved excellent results on various computer vision tasks such as object recognition [22], [56], detection [38], [51], segmentation [6], [82], [94], video action recognition [19], [79], video interpolation [29], [49], prediction [35], [54], image and video inpainting [47], [77], and synthesis [3], [13], [31], [41], [69], to name a few. These networks rely on convolutions to extract useful features from images that can be used for downstream tasks. However, there are many scenarios when parts of the input data are missing, invalid, or even corrupted. The following work demonstrates various scenarios in which this is the case, and how an adaptive re-weighting of the filter can drastically improve results.

An obvious case in which filters convolve over missing pixel values is the image inpainting task, the task of filling holes in an image with plausible imagery. It has various applications such as inferring occluded image content in novel-view synthesis, and image editing tasks such as context-aware content removal. CNNs have been used for recent image inpainting efforts, employing convolutional filters on images where the removed content has been replaced with a fixed value (typically the mean value). The placeholder hole values are then treated no differently from truly valid image content, likely confusing the neural networks and leading to artifacts such as color discrepancy or blurriness. Post-processing is often required to ameliorate these issues [24], [84].

Invalid pixels also naturally occur in cases of data padding. Parts of convolutional filters often need to extend beyond the spatial dimensions of their inputs, such as when we want the output of a 3 × 3 or larger filter to maintain the original input dimensions. In order for the output of a convolution to be defined when parts of the filters extend beyond the original input dimensions, we pad the borders of our input data with some assumed reasonable values. For small input dimensions, padding has a surprisingly large effect. For instance, given a 6 × 6 input feature map with 1 pixel padding on each side, (8 × 6 − 6 × 6)/(8 × 8) = 43.75% of the data will be from padding. Several commonly used padding approaches introduce assumptions about the padded regions, leading to unwanted biases in trained models. For example, the most common padding scheme is zero-padding, in which the input data is extended with zeros along the edges. While zero padding is easy to implement and computationally efficient, it can introduce sharp spikes or drop in filter response values at the edges of resulting feature maps, thereby affecting the model’s final prediction. Other padding approaches such as reflection padding and repetition padding differ from zero-padding in that they attempt to extrapolate the missing data beyond the input dimensions via simple heuristics. Reflection padding reflects pixel values along the border axis whereas replication padding simply extends the border-most pixel. While these heuristics result in a smoother transition from input data to padded data than zero padding would, reflecting or repeating the border regions for many layers also tend to introduce unrealistic data patterns. In the following work, we argue that explicitly differentiating the valid input pixels from the corrupted/invalid input pixels in convolution operation can...
help improve the feature extraction quality and robustness of the models.

Lastly, traditional convolution operation may have difficulty generating realistic images in conditional image synthesis applications. Image synthesis refers to the task of generating photo-realistic images, where a prevalent sub-category known as conditional image synthesis outputs images that are conditioned on various input data. The input to the image synthesis network may be a semantic segmentation or instance segmentation map, and synthesized images are expected to have high fidelity to the underlying input information. Convolutional operations independent of class and instance boundaries will result in an undesirable blending of conditional information across instance boundaries, generating synthesized results with blurred boundaries.

Partial convolutions, where the convolution is masked and renormalized to be conditioned on only valid pixels can improve the results in different applications of convolutional neural networks. In all aforementioned applications, we see instances where input pixels may be corrupted, invalid, and uncorrelated. The following work argues that a convolutional operation that is capable of explicitly differentiating between valid and invalid input pixels will perform more robustly on the incomplete input data.

In this work, we provide a comprehensive study of partial convolution applications in padding, image inpainting, and image synthesis under one framework. Partial convolutions for image inpainting and synthesis have been studied before in [37] and [14], respectively. The following work provides more discussions and results of how the application of partial convolution differ for these two tasks. Furthermore, little attention has been given to padding in the literature. We conduct a thorough empirical comparison of partial convolution-based padding, comparing with other padding techniques. We show that partial convolution padding performs favorably compared to existing padding techniques with no additional parameters on a variety of diverse single label and dense prediction tasks, including image classification, video action recognition, and semantic segmentation.

2 Related Work

Reweighted Convolution. Reweighted convolution has been explored to capture more powerful representations by weighting up the properties of an image that are prominent for a given task, while diminishing the affect of the other parts in the image. There have been many works that learn to weight the convolution activations based on attention mechanisms [20], [70], [80], [90]. These mechanisms operate on feature maps to capture the spatial locations that are related to each other while making a decision. Harley et al. [20] use soft attention masks to reweight the convolution results for semantic segmentation. Uhrig et al. [64] propose sparsity invariant CNNs with reweighted convolution and max pooling based mask updating mechanism for depth completion. Inpainting methods like [50], [64] take the hole mask into consideration for reweighting the convolution results. PixelCNN [66] designs the reweighted convolution such that the next pixel generation only depends on previous generated pixels. Partial convolution is a type of reweighted convolution where binary masks defined for each task are used to weight the convolutions and renormalize on only valid pixels.

Padding. Researchers have improved the accuracy of CNN models through careful research of almost all aspects of the model and optimization process, including different variants of SGD [34], [63], non-linearities [21], [44], normalization layers [26], etc. However, little attention has been paid to improving padding beyond the standard zero padding, reflection padding, and repetition padding schemes. One proposed improvement came from Innamorati et al. [25], which augment networks by introducing four separate filters dedicated to corners and another four to extract features in the borders. The resulting models from this scheme are not directly comparable to traditionally padded models, because they require dedicated filters and increase the number of parameters by eight times. Cheng et al. [9] propose a special image projection to handle undefined boundaries resulting from projecting a 360° view image onto a 2D image. Images are first projected onto a cube and a final image is formed by concatenating cube faces. As such, large undefined borders can be eliminated. Our proposed partial convolution based padding scheme is orthogonal to all of these ideas. Furthermore, it does not increase the parameter count; instead, it uses a single filter with a simple yet effective re-weighting mechanism at boundary pixels where padded regions are interpreted as missing data.

Image Inpainting. Recent deep learning based methods for image inpainting and outpainting [24], [36], [47], [62], [78] initialize the holes (regions with missing data) with constant placeholder values, and treat the newly initialized hole region and original non-hole region equally. Then a CNN is used to re-generate a new image, conditioned on this initialized image. The results usually suffer from dependence on the initial hole values, with lack of texture in hole regions, obvious color contrasts or artificial edge responses. Many of them require post-processing, like a refinement network [57], [84], Poisson blending [24] or other post-optimization techniques [78]. Some other methods [64], [65], [81] ignore the hole placeholder values in the image inpainting or data completion tasks; none of them explicitly handle the missing data. Partial convolution is previously proposed by [37] and become very popular in this domain. Later, Yu et al. [85] extended partial convolution to gated convolution by changing the binary mask to fractional mask with values in [0, 1] and gradually updating the mask values. Xie et al. [75] extended the forward mask updating in partial convolution to bi-directional mask updating. In this paper, we review partial convolution in image inpainting to show partial convolution can achieve padding, inpainting, and synthesis under one framework.

Conditional Image Synthesis can vary based on different type of inputs to be conditioned upon. For example, natural and synthetic images, keypoints, skeletons, and pose [2], [15], [23], [40], [93]. Recently, CNNs powered with GAN trainings [17] have achieved synthesizing realistic images based on semantic maps [27], [69]. In addition to semantic maps, boundary maps are also input to CNNs to synthesize instances with clear boundaries [46], [69]. In conditional image synthesis tasks, the results are improved by research
Partial Convolution was proposed to handle holes in image inpainting task [37]. Since then it has been used in other image inpainting works [68], [88], video inpainting [12], face inpainting [42], depth inpainting [18] and speech inpainting [33]. Furthermore, it has been used for new view synthesis [45], [55], depth denoising [58], medical data processing for disease diagnosis [5], [48], [67], [72], [76], precipitation prediction [28], remote sensing data cleaning [7], [60], recovering historical artworks [8], [87] etc. In this paper, we review the image inpainting and synthesis applications of partial convolution and provide a comprehensive study of partial convolution based padding. We expect partial convolution to be used in various tasks when input data has missing points.

3 Partial Convolution and Its Applications

In this section, we review partial convolution and how it applies to different applications such as partial padding, image inpainting and image synthesis conditioned on panoptic maps. All applications share the same fundamental that output of convolution operation should not be affected by invalid data. The invalid data may come from padding pixels, missing data (holes) for image inpainting, or in the case of image synthesis, pixels that belong to separate instances. The invalid pixels are defined by masks which are used in partial convolution setting. First, we define partial convolution, then show how we reconstruct the masks for each application.

Partial Convolution. Partial convolution is proposed to handle invalid input data, such as images with holes. Let $X(i,j)$ be the feature values (pixel values) for the current convolution (sliding) window at the position $(i,j)$ and $M(i,j)$ be the corresponding binary mask. We will define how the definition of $M(i,j)$ differs for each application, but for simplicity, let’s take image inpainting example. $M(i,j)$ is constructed with the hole region being 0 and non-hole region being 1. The partial convolution at every location is defined as:

$$x'(i,j) = \begin{cases} W^T(X(i,j) \odot M(i,j))r(i,j) + b, & ||M(i,j)||_1 > 0 \\ 0, & otherwise \end{cases}$$

where

$$r(i,j) = \frac{||1_{(i,j)}||_1}{||M(i,j)||_1}.$$  

$\odot$ denotes element-wise multiplication, $1_{(i,j)}$ is the all-one vector with the same shape as $M(i,j)$ and $W$ is the filter weight matrix. We compute $x'(i,j) = x(i,j) + b$ to account for an additional bias term (when $||M(i,j)||_1 > 0$). As can be seen, output values depend only on the unmasked inputs. The scaling factor $||1_{(i,j)}||_1/||M(i,j)||_1$ applies appropriate scaling to adjust for the varying amount of valid (unmasked) inputs.

Partial Convolution-based Padding. Partial convolution can be extended to the to-be-padded regions by treating them as yet another zero-filled hole in the input image. $M(i,j)$ can be constructed by first starting with a single channel binary $1_{(i,j)}$ which denotes a 2D matrix having same height and width as $X(i,j)$ (grey region), and then zero-padding $1_{(i,j)}$.

Partial convolution is proposed to handle holes in image inpainting task [37]. Since then it has been used in other image inpainting works [68], [88], video inpainting [12], face inpainting [42], depth inpainting [18] and speech inpainting [33]. Furthermore, it has been used for new view synthesis [45], [55], depth denoising [58], medical data processing for disease diagnosis [5], [48], [67], [72], [76], precipitation prediction [28], remote sensing data cleaning [7], [60], recovering historical artworks [8], [87] etc. In this paper, we review the image inpainting and synthesis applications of partial convolution and provide a comprehensive study of partial convolution based padding. We expect partial convolution to be used in various tasks when input data has missing points.
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In this section, we review partial convolution and how it applies to different applications such as partial padding, image inpainting and image synthesis conditioned on panoptic maps. All applications share the same fundamental that output of convolution operation should not be affected by invalid data. The invalid data may come from padding pixels, missing data (holes) for image inpainting, or in the case of image synthesis, pixels that belong to separate instances. The invalid pixels are defined by masks which are used in partial convolution setting. First, we define partial convolution, then show how we reconstruct the masks for each application.

Partial Convolution. Partial convolution is proposed to handle invalid input data, such as images with holes. Let $X(i,j)$ be the feature values (pixel values) for the current convolution (sliding) window at the position $(i,j)$ and $M(i,j)$ be the corresponding binary mask. We will define how the definition of $M(i,j)$ differs for each application, but for simplicity, let’s take image inpainting example. $M(i,j)$ is constructed with the hole region being 0 and non-hole region being 1. The partial convolution at every location is defined as:

$$x'(i,j) = \begin{cases} W^T(X(i,j) \odot M(i,j))r(i,j) + b, & ||M(i,j)||_1 > 0 \\ 0, & otherwise \end{cases}$$

where

$$r(i,j) = \frac{||1_{(i,j)}||_1}{||M(i,j)||_1}.$$  

$\odot$ denotes element-wise multiplication, $1_{(i,j)}$ is the all-one vector with the same shape as $M(i,j)$ and $W$ is the filter weight matrix. We compute $x'(i,j) = x(i,j) + b$ to account for an additional bias term (when $||M(i,j)||_1 > 0$). As can be seen, output values depend only on the unmasked inputs. The scaling factor $||1_{(i,j)}||_1/||M(i,j)||_1$ applies appropriate scaling to adjust for the varying amount of valid (unmasked) inputs.

Partial Convolution-based Padding. Partial convolution can be extended to the to-be-padded regions by treating them as yet another zero-filled hole in the input image. $M(i,j)$ can be constructed by first starting with a single channel binary $1_{(i,j)}$ which denotes a 2D matrix having same height and width as $X(i,j)$, and then zero-padding $1_{(i,j)}$. The visualization of the mask construction can be found in Figure 1. With the zero-padded mask, $M(i,j)$, and zero-padded $X(i,j)$, convolution is applied as given in Eq. 1.

Based on Eq. 1, we can see that partial convolution-based padding is corresponding to the widely used zero padding with the scaling factor given in Eq. 2. This is an adaptive scaling based on the number of invalid pixels to adjust the varying amount of valid inputs. Note that it is not a constant scaling factor which would have no effect since network weights are learnable and can learn to compensate for the constant scaling. The change may seem subtle, but in the experiment section, we will show how partial-convolution based padding scheme improves network results on multiple applications such as object recognition, segmentation, and action recognition.

Furthermore, in some cases, we may require padding larger than the kernel size. This occurs when padding is used to resize images such that images of differing sizes can fit in the same batch tensor. Re-sizing by padding is typically preferred because image scaling may introduce visual distortions. Convolutions at such borders may not have valid data because the kernel size could be smaller than the padding width. For such cases, we include the mask updating step. Specifically, for the very first convolutional layer, the input mask $M_1$ will be the padded result of $1 (M_1 = 1^0)$. In the next layers, if the convolution was able to condition its output on at least one valid input value in the padding region, then we mark that location to be valid. This is expressed as:

$$m(i,j) = \begin{cases} 1, & if ||M(i,j)||_1 > 0 \\ 0, & otherwise \end{cases}$$
Partial Convolution-based Image Inpainting. Image painting is the task of filling the missing data in images. The missing data appears as holes, and conditioning the output on the hole values ultimately results in various types of visual artifacts. In this task, $M_{i,j}$ is constructed by setting holes as 0, and the other pixels as 1 as demonstrated in Figure 2.

The mask update given in Eq. 3 is especially crucial for this task, as holes are usually significantly greater than convolution kernels. Therefore, after each partial convolution operation, the mask is updated and with sufficient successive applications of the partial convolution layer, any mask will eventually be all ones, if the input contained any valid pixels.

Partial Convolution-based Image Synthesis. Conditional image synthesis algorithms can be guided by semantic and panoptic maps. A panoptic map combines instance and segmentation information, an example can be seen in Figure 3. We use partial convolutions to re-weight convolutions based on these panoptic maps. This way, convolution results of an instance or a semantic class depend only on the feature values that belong to the same instance or class. We follow the same convolution equation as given in Eq. 1, but we reconstruct the mask, $M$, in a different way than in other applications. Let $P$ be the panoptic map values for the current convolution (sliding) window, and $M$ is the corresponding binary mask. $M$ defines which pixels will contribute to the output of the convolution operation based on the panoptic maps. The pixel coordinates which share the same identity with the center pixel in the panoptic map are assigned 1 in the mask, while the others are assigned 0. This is expressed as:

$$m_{i,j} = \begin{cases} 1, & \text{if } P_{i,j} = P_{\text{center,center}} \\ 0, & \text{otherwise} \end{cases}$$

This can be implemented by first subtracting the center pixel from the patch and clipping the absolute value to [0, 1], then subtracting the clipped output from 1 to invert the

4 Experiments

In this section, we present our experiments of partial convolution in three main subsections, partial convolution-based padding, partial convolution-based image inpainting, and partial convolution-based image synthesis. Convolution-based image inpainting and image synthesis are previously explored in [37] and [14], respectively. We provide additional qualitative results for these two applications. On the other hand, little attention has been given to padding in the literature. In this paper, we provide an extensive study on the effects of different padding schemes on various tasks starting with simple task of learning a Gaussian filtering, to image classification, segmentation, and video classification. Note that, we do not aim at achieving state-of-the-art results for each task but instead we show improvements of partial convolution in controlled studies with strong baselines.

4.1 Partial Convolution-based Padding

Implementation Details. We implement the partial convolution based padding in PyTorch extension of existing convolution modules. We implement the mask of ones (1) as a single-channel feature with the same batch size, height and width as the input tensor $X$. The 1-padded version of 1 ($||1_{p=1}||$) is directly set to be $k_h\times k_w$, where $k_h$ and $k_w$ are the height and width of the kernel. $||1_{p=0}||$ is implemented by calling the convolution operation once with all the weights being 1, bias being 0 and original target padding size. The result of $||1_{p=0}||$ only needs to be computed at the first time and the result can then be cached for future iterations as long as the input size does not change. Thus, the execution time starting from the second iteration will be lower than the first iteration. In Table 1, we show the comparison of GPU execution time between networks with various padding and partial convolution-based padding powered networks for both the first iteration and after iterations. It can be seen...
TABLE 1: Inference time (ms) comparison between zero and partial convolution-based padding networks using a 224 × 224 image as input, measured on a single NVIDIA V100 GPU. *zero, *ref and *rep, and *partial indicate the corresponding models with zero, reflection, repetition, explicit [25] and partial convolution-based paddings. This is based on the raw PyTorch implementation with no custom CUDA code. 1st, 2nd and nth represent the first, second, and nth iterations respectively.

<table>
<thead>
<tr>
<th>Model</th>
<th>runtime (ms)</th>
<th>relative percentage over best</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG16BN_zero</td>
<td>3.46</td>
<td>100%</td>
</tr>
<tr>
<td>VGG16BN_ref</td>
<td>3.65</td>
<td>105%</td>
</tr>
<tr>
<td>VGG16BN_rep</td>
<td>3.64</td>
<td>105%</td>
</tr>
<tr>
<td>VGG16BN_explicit</td>
<td>31.23</td>
<td>900%</td>
</tr>
<tr>
<td>VGG16BN_partial (1st)</td>
<td>4.42</td>
<td>128%</td>
</tr>
<tr>
<td>VGG16BN_partial (2nd - nth)</td>
<td>4.18</td>
<td>121%</td>
</tr>
<tr>
<td>RN50_zero</td>
<td>3.43</td>
<td>100%</td>
</tr>
<tr>
<td>RN50_ref</td>
<td>3.35</td>
<td>105%</td>
</tr>
<tr>
<td>RN50_rep</td>
<td>3.33</td>
<td>105%</td>
</tr>
<tr>
<td>RN50_explicit</td>
<td>16.85</td>
<td>491%</td>
</tr>
<tr>
<td>RN50_partial (1st)</td>
<td>5.84</td>
<td>170%</td>
</tr>
<tr>
<td>RN50_partial (2nd - nth)</td>
<td>4.29</td>
<td>125%</td>
</tr>
</tbody>
</table>

TABLE 2: Quantitative results on Gaussian filtering task. *zero, *ref and *rep, and *partial indicate the corresponding models with zero, reflection, repetition, explicit [25] and partial convolution-based paddings.

<table>
<thead>
<tr>
<th>Model</th>
<th>MSE metric</th>
<th>relative percentage over best</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-NET_zero</td>
<td>0.0001485</td>
<td>%87.8</td>
</tr>
<tr>
<td>U-NET_ref</td>
<td>0.000600</td>
<td>%66.1</td>
</tr>
<tr>
<td>U-NET_rep</td>
<td>0.000616</td>
<td>%64.4</td>
</tr>
<tr>
<td>U-NET_explicit</td>
<td>0.000397</td>
<td>%100</td>
</tr>
<tr>
<td>U-NET_partial</td>
<td>0.000419</td>
<td>%94.7</td>
</tr>
</tbody>
</table>

4.1.1 Learning Gaussian Filtering

Following [25], we first run experiments to observe partial convolution-based padding’s effect on a simplified task of learning how to perform a Gaussian blur of a fixed size. The neural network is asked to learn the effect of a Gaussian Filter of size 13 × 13 from ImageNet dataset. Following [25], we generate the ground truths by applying the Gaussian Filter over (128 + 12) × (128 + 12) images which we later crop to size of 128 × 128 as targets and the crops of 128 × 128 original images as inputs. We train variant of U-NET [52] architecture on this task with various padding schemes. The U-NET consists of 4 blocks of convolution and leaky relu layers where each convolution has 5 × 5 kernels applied with a stride of 2 and padding size of 2. Number of filters starts with 32 and increases by 2 × at each block. It has a symmetric decoder block with decreasing number of filters. There are skip connections between 1st, 2nd, and 3rd blocks. We compare methods by means of the MSE metric, which is also used as the loss function during training. This task is a very simple one with the only challenge of network not seeing the overall image of (128 + 12) × (128 + 12) but only seeing the crop of it 128 × 128.

Table 2 presents the quantitative comparison on this task. Explicit padding [25] achieves the best result and partial convolution-based padding obtains the second best result, achieving the %94.7 relative improvement of explicit padding. Explicit padding has more flexibility than partial convolution-based padding as it learns four separate filters for corners and another four for borders of images and feature maps. Therefore, not only it has the flexibility to learn the same behaviour of partial convolution-based padding but also it has more expressive power to also learn different weights for corners and borders. It also comes with additional parameters and slower training and inference speed. Therefore, we find that it is quite of a remarkable achievement the partial convolution-based padding obtains relative to the other padding schemes without introducing any additional parameters and no slow down if the kernels are implemented in CUDA. Furthermore, in the next section, we compare these five methods in image classification task and observe that explicit padding achieves the worst results due to its increased number of parameters. These results suggest that partial convolution-based padding is a good candidate for various tasks.

4.1.2 Image Classification

We conduct experiments with the VGG16 [16,19] [56], and ResNet50,101,152 [22] models on the ImageNet classification task. We use the official training and validation set provided by the ImageNet dataset. We train VGG models with Batch Normalization layers, as they are known to be less sensitive to learning rates and initializations. We use the training scripts and model definitions from the corresponding official PyTorch examples.

For each model, we replace all the zero padding with partial convolution-based padding while keeping all other parameters the same. While the default PyTorch training script trains for 90 epochs, we use 100 in our experiments as in [73]. All models are trained with 8 NVIDIA V100 GPUs on DGX-1 workstations. The initial learning rate is set to be 0.1 and decreased by a factor of 10 at every 30 epochs. We train each network 5 times to account for model variance. To have a full comparison with all the existing padding schemes, we also run experiments for explicit padding [25], reflection padding, and replication padding with the same settings. For each training run, we select the checkpoint with the highest validation set accuracy to represent that run.

We evaluate the models using the top-1 classification accuracy based on the single center crop evaluation. Figure 4 shows the mean results of each run’s “best” scenario among 5 runs for each model and each padding scheme. Note that the top-1 accuracy for all the baseline models from our training runs, closely matched those reported in official Py-
Torch documentation\(^1\). partial convolution-based padding (*_partial) provides better validation accuracy than other padding schemes in all architectures. VGG19 with partial convolution-based padding has the largest improvement with a 0.68% accuracy boost. In the ResNet family, ResNet50 model has the largest improvement (0.478%) compared with ResNet101 (0.36%) and ResNet152 (0.248%). We observe that the improvements are consistent across strong baselines. Furthermore, we find that reflection padding and replication padding lead to similar or worse accuracies compared with zero padding as shown in Figure 4. Overall, the padding in [25], which uses additional eight filters for borders and corners, has the worst accuracies. Weight-sharing property of CNNs is known to be an important regularizer and an important ingredient in the success of discriminative networks. Explicit padding partially removes this behaviour and that may be the reason of its degraded performance in image classification task. On the other hand, in image synthesis task of learning Gaussian Filtering, explicit padding achieves the best results. This is in-line with other works where adaptive filters are used for successful image generation [39]. Due to explicit padding’s unsuccessful results on image classification task and its requirement for longer training (5× longer training time), and memory (8× more parameters), we omit this method in our other experiments which are already more computationally demanding. In segmentation and video classification tasks, we only compare zero, reflective, repetitive, and partial convolution-based paddings.

### 4.1.3 Semantic Segmentation

We further test partial convolution-based padding scheme in semantic segmentation task. The semantic segmentation task is to classify each pixel of an image with a semantic category. Most recent semantic segmentation networks use an encoder-decoder architecture [1], [52] to ensure the output dimensions match those of the input. It is common to employ an ImageNet pretrained network such as ResNet as the backbone for the encoder part, followed by a series of deconvolutions or upsampling layers for the decoder. Padding is essential in guaranteeing same input-output dimensions as the center of each filter would not be able to reach the edge pixels otherwise. Some networks also use dilated convolutions to achieve larger receptive fields without downsampling or increasing the number of filter parameters. Dilated convolutions require large number of padding pixels which increases the influence of padded values in the encoded features. We use a strong baseline as our segmentation model [94] and use DeepLabV3+ [6], one of the state-of-the-art semantic segmentation networks, which utilizes dilated convolutions. It uses a pretrained ImageNet classifier like ResNet as the encoder backbone. The encoder further includes a dilated-convolution-based atrous spatial pyramid pooling module (ASPP) to encode feature from multiple scales. Next, a decoder with skip links to the encoder features and a final upsampling is used to output the final predictions.

We run our segmentation experiments on the Cityscapes dataset [10] which contains 5000 images with pixel-level annotations. The default splits include 2975 images for the training set, 500 images for the validation set and 1525 images for the test set. It also contains 20,000 coarsely annotated images. To keep our experiments simple and focused on the differences between regular and partial convolution-based padding, we do not employ external datasets for pre-training as is done to achieve state-of-the-art performance in works such as [4]. The Cityscapes dataset contains training data from 21 different cities. The default train-val split creates an 18/3 train/val split by cities. We create an additional second 18/3 split to experiment on as well. Motivated by Mapillary [4], we evaluate partial convolution-based padding using WideResNet38 [74] and ResNet50 encoder networks. We also use a data sampling strategy similar to [4] and use the 20k coarsely annotated images along with the finely annotated images. We train the segmentation network for 31k iterations with SGD with an initial learning rate of 0.03 and 0.1 for ResNet50 and WideResNet38, respectively and with a polynomial learning rate decay of 1.0. Our momentum and weight decay are set to 0.9 and 0.0001, respectively. Similar to other semantic segmentation works [6], [89], [91], we use the following augmentations during training: random scaling, horizontal flipping, gaussian blur, and color jitter. Our crop size is set to 896 for ResNet50 and 736 for WideResNet38. Lastly, to due to the large crop size, we use a batch size of 2 with synchronized batch normalization (for distributed training), similar to PSPNet [91].

### Results

We compare and evaluate the segmentation models using mean intersection-over-union (mIoU) (%) across 19 classes defined by the Cityscapes dataset. The ASPP module includes a spatial pooling step that outputs a single 1-D feature vector. During training, this pooling procedure operates on square crops (1:1 aspect ratio). However, during full-image inference, we must account for the fact that the full images are of size 1024×2048 with an aspect ratio of 1:2. This means that the pooling module, trained to pool over 1:1 aspect ratios, must now pool over 1:2 aspect ratio input at test time. We resolve this by breaking down the full image into overlapping square tiles to feed into our model. We report two types of inference results:
Fig. 5: Semantic segmentation results on Cityscapes dataset. From left to right: Input image, Ground truth segmentation, Zero padding prediction, Partial conv based padding prediction. We demonstrate that partial convolution-based padding method can remove border artifacts, thus resulting in a better prediction. Only zero and partial convolution-based padding results are visualized since these are the best two performing methods.

<table>
<thead>
<tr>
<th></th>
<th>default split</th>
<th>additional split</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>diff</td>
</tr>
<tr>
<td>RN50_zero</td>
<td>78.08</td>
<td>-</td>
</tr>
<tr>
<td>RN50_ref</td>
<td>77.75</td>
<td>-0.33</td>
</tr>
<tr>
<td>RN50_rep</td>
<td>77.31</td>
<td>-0.78</td>
</tr>
<tr>
<td>RN50_partial</td>
<td>78.20</td>
<td>0.12</td>
</tr>
<tr>
<td>WN38_zero</td>
<td>80.20</td>
<td>-</td>
</tr>
<tr>
<td>WN38_ref</td>
<td>79.37</td>
<td>-0.83</td>
</tr>
<tr>
<td>WN38_rep</td>
<td>79.62</td>
<td>-0.59</td>
</tr>
<tr>
<td>WN38_partial</td>
<td>80.31</td>
<td>0.11</td>
</tr>
</tbody>
</table>

TABLE 3: DeepLabV3+ mIoU(%) evaluation on Cityscapes dataset. *_zero, *_ref and *_rep, and * partial indicate the corresponding model with zero, reflection, repetition, and partial convolution-based paddings. Models are trained from the scratch on the training set and evaluated on the validation set.

1) **regular**: directly feeding the 1024 × 2048 image into the network regardless of the aspect ratio issue.

2) **tile**: feeding patches after dividing the images into square tiles of size 1024 × 1024. A straightforward tile based evaluation divides the images into non-overlapping regions. There is also the overlapping version of tile based evaluation, but we do not discuss it in this paper for brevity. Tile based evaluation has been used by popular segmentation works [59], [91], [94] to obtain better evaluation performance.

In Table 3, we show results with regular inference in which our segmentation models using partial convolution-based padding with ResNet50 and WideResNet38 encoder backbones achieve better mIoU. ResNet50 encoder based segmentation model trained using partial convolution-based padding achieves 0.12% and 0.329% higher mIoU on the default and additional splits, respectively. We also observe similar performance gains with WideResNet38+, partial convolution-based padding outperforming its counterpart by 0.112% and 0.164% in the default and additional splits.

In Table 4 - first column, we report results with tile-based evaluation on the additional split. We show that the tile based evaluation achieves higher mIoU than the regular evaluation, and when partial convolution-based padding is used, the improvements are even more significant. One major concern for tile-based evaluation is that by subdividing the image, we significantly increase the number of image border pixels. This leads to an increase in the proportion of padded values that the network sees, as well as more cases of truncated image context. We observe that the importance of partial convolution-based padding even becomes more significant in this scenario. The model with partial convolution-based padding is around 0.37% better than the model with zero padding, the second best performing method. This is because our proposed model is more robust to the boundary issue, and thus is much less affected by the increase in border pixels. In Figure 5, we show qualitative comparisons between partial convolution-based padding and zero padding for WideResNet38 for the tile based evaluation mode. We only compare visual results between zero padding and partial convolution-based padding results since they are the best two performing methods. It can be seen that partial convolution-based padding leads to better segmentation results on border regions.

**Focused Evaluation on Border Regions.** To better understand the advantage of partial convolution-based padding in handling the regions close to the boundaries, we perform some additional experiments where we only evaluates the mIoUs on the border regions. Specifically, we set the target labels to “don’t care” for the center region of the image at varying proportions, as illustrated in Figure 6. These evaluations use non-overlapping tiling method. Table 4 shows the corresponding evaluation results by leaving out
different proportions of the center regions. It can be seen that as we leave out more proportions of the center region, the evaluation difference between zero padding and partial convolution-based padding becomes larger. For example, if we leave out $\frac{1}{8} \times \frac{1}{8}$ center regions, the partial convolution-based padding outperforms the zero padding with 0.385% mIoU. However, when we leave out $\frac{7}{8} \times \frac{7}{8}$ center regions, the difference becomes 1.249%. This empirically demonstrates that the partial convolution-based padding scheme significantly improves prediction accuracy near the image boundaries.

### 4.1.4 Video Action Recognition

Video action recognition models analyze multiple frames along the temporal axis, typically using 3D convolutions to achieve this. Due to the additional temporal dimension, padding must be performed in three dimensions instead of two, resulting in an increased proportion of padded values in the padded tensor. Thus, padding choices are potentially more important for 3D convolutional models.

We compare partial convolution-based padding against zero padding in the 3D convolution scenario using the 3D ResNet50 models available on Github\(^2\) released by [19]. The models are trained and tested with the default settings provided on the Kinetics-400 dataset [32], taking video clips of 16 frames of $112 \times 112$ pixels as input and predicting one of 400 possible action categories.

As shown in Table 5, compared with zero padding, partial convolution-based padding obtains 1.5% top-1 accuracy improvement. Note that the dataset provides only YouTube links, and some videos are no longer accessible.

We end up downloading 237,337 videos out of the original 246,535 videos for training and 19,535 videos out of the original 19,907 videos for validation. The unavailability in data may partially explain the discrepancies between our zero padding results and those originally reported. An additional difference is that the original results were based on Lua-Torch whereas, we are basing our experiment on their PyTorch re-implementation. Nonetheless, the partial convolution result outperforms our zero-padding internal baseline and the padding result in [19] as well as reflection and repetition padding baselines. We find the improvements obtained from partial convolution-based padding to be more significant in this task than the object classification and segmentation tasks. We believe this result to be the outcome of increased importance of the padding choice when 3D convolutional models are used since now padding must be performed in three dimensions. These results show that partial convolution-based padding may be an essential component when 3D data is processed such as in videos, or medical datasets.

### 4.2 Partial Convolution-based Image Inpainting

We provide additional qualitative results with partial convolution in image inpainting task which was previously explored in [37]. The experiment set-up uses a UNet-like architecture [32] similar to the one used in [27] to fill the hole in the image with plausible imagery. All convolutional layers in the network are replaced with partial convolutional layers. The network is trained with various reconstruction losses: per-pixel loss, perceptual loss [30], style loss [16], and total variation loss.

To validate the effectiveness of partial convolution for image inpainting, we train the network with both traditional convolution layer and partial convolution layer. We use the images from Places2 dataset [92] and ImageNet [11]. We generated 55,116 random masks using the occlusion/dissocclusion mask estimation method described in [61] for training and 12,000 masks with different hole-to-image area ratios from 0.01 to 0.6 for testing. We follow the previous image inpainting works [75], [84] by reporting $\ell_1$ error, PSNR, SSIM [71], and the inception score [53]. $\ell_1$ error, PSNR and SSIM are reported on Places2, whereas the Inception score (IS) is reported on ImageNet as it uses a pretrained image object classification network.

Table 6 and Figure 7 show quantitative and qualitative results of comparing outputs of networks using traditional convolution layers (Conv) and of networks using partial convolution layers (Partial Conv). As can be seen in Table 6 and Figure 7, partial convolution can robustly handle holes of any shape, size location, or distance from the image borders compared to traditional convolution operation. Furthermore, the performance of network empowered

Table 5: Accuracies on Kinetics validation set. *_zero, *_ref and *_rep, and *_partial indicate the corresponding model with zero, reflection, repetition, and partial convolution-based paddings. Note that for the baseline zero padding result, there is some difference between our experiments (round 1 & 2) and the experiment in [19]. Nonetheless, the partial convolution result outperforms the zero padding result in [19].

### Table 5: Accuracies on Kinetics validation set.

<table>
<thead>
<tr>
<th>Padding</th>
<th>Round1</th>
<th>Round2</th>
<th>mean</th>
<th>[19]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D RN50_zero</td>
<td>60.3</td>
<td>60.6</td>
<td>60.3</td>
<td>61.3*</td>
</tr>
<tr>
<td>3D RN50_ref</td>
<td>60.3</td>
<td>60.1</td>
<td>60.2</td>
<td>-</td>
</tr>
<tr>
<td>3D RN50_rep</td>
<td>60.6</td>
<td>59.1</td>
<td>59.8</td>
<td>-</td>
</tr>
<tr>
<td>3D RN50_partial</td>
<td>61.9</td>
<td>62.1</td>
<td>62.0</td>
<td>-</td>
</tr>
</tbody>
</table>

\(^2\)https://github.com/kenshohara/3D-ResNets-PyTorch

---

**Image 1:** Samples with different proportions of leaving out center regions. Specifically, we set the target labels to don't care for the black region of the image at varying proportions. This way we can demonstrate how the partial convolution-based padding scheme improves prediction accuracy near the image boundaries, where it is more effective.

**Image 2:** This empirically demonstrates that the partial convolution-based padding scheme significantly improves prediction accuracy near the image boundaries.

**Image 3:** This article has been accepted for publication in IEEE Transactions on Pattern Analysis and Machine Intelligence. This is the author's version which has not been fully edited and content may change prior to final publication. Citation information: DOI 10.1109/TPAMI.2022.3209702
both require handling missing pixels. Whereas in padding formulations, reflection, and repetition paddings are proposed, they are not used in inpainting since the holes are irregular.

### 4.3 Partial Convolution-based Image Synthesis

In this section, we provide more qualitative and quantitative results for partial convolution-based image synthesis, previously explored in [14]. We use the same network architecture and training parameters given in [46] and run image synthesis experiments on the Cityscapes dataset [10]. Synthesized images are of size 256 × 512. The baseline network is conditioned on semantic maps concatenated with boundary maps. Boundary maps are generated from instance maps as such: a pixel in the boundary map is set to 1 if its object identity is different from any of its 4 neighbors, and 0 otherwise. This conditioning is done via spatially adaptive normalization layer, SPADE [46]. SPADE layers process concatenated semantic and boundary maps via convolution layers and output scale and shift parameters. Other than that, this baseline architecture uses regular convolution layers before each normalization layer. In our experiments, we replace those convolution layers with partial-based convolution layers. The image generator with partial convolution additionally uses panoptic maps. Masks that are used in partial convolution are constructed based on panoptic maps as described in Section 3. This way, convolutional output conditioned on an instance or a semantic class depends only on the feature values that belong to the same instance or class.

We expect the partial convolution-based generator to synthesize images with higher fidelity to the underlying segmentation and instance information, especially when objects are small and instances are partially occluded. To measure that, we evaluate the generated images with state-of-the-art segmentation and object detection networks. Specifically, DRN-D-105 [83] is used to measure segmentation accuracy, and Faster-RCNN [51] with a ResNet-50 backbone is used for measuring detection accuracy. State-of-the-art
segmentation and object detection networks we use are quite sensitive to small objects and instance boundaries and can detect such improvements quantitatively. As can be seen in Table 7, the scores improve with the incorporation of partial convolutions. In the qualitative results shown in Figure 8, we see that the partial convolution-based generator outputs images with instances that can be detected by Faster-RCNN with higher accuracy. Specifically, we find that the partial convolution-based generator generates distinct cars even when they are occluding each other, and can generate detectable people even when they are far away as shown in Figure 8. As can be seen in Figure 8, we find that the convolution based architecture may blend the pattern and texture of objects among neighboring instances, whereas our method clearly separates them.

5 Analysis and Discussion

In this section, we provide more in-depth discussion on the performance gains with partial convolution based padding. In our experiments, we see that partial convolution-based padding achieves superior performance over other padding schemes in image classification, segmentation, and especially in video action recognition tasks. Our experiments cover various tasks and also various networks such as 2D convolutions in popular networks of VGG and ResNet as well as dilated convolutions for segmentation tasks in ResNet and WideResNet, and 3D convolutions for video recognition tasks. We showcase that with different architectures and convolution operations, partial convolution-based padding is always the winner. Furthermore, the improvements come with zero cost, if implemented in CUDA, since it only requires a re-weight of the convolution results at the border. We also observe that zero padding achieves better accuracies when compared to reflection and repetitive padding. Reflection and repetitive padding introduce unrealistic borders, this may cause CNNs to have a more difficult job when handling boundaries. Padding these borders with zeros also generates unrealistic borders but at least it is consistent among all images and can be handled by CNNs better. Another interesting finding we observe is that explicit padding [25] which require eight additional filters dedicated to borders and corners improve results in simple task of learning Gaussian filtering and deteriorate the accuracies in image classification task. It also comes with additional parameters and around 5x slowdown during training and inference.

Robustness to Cross Testing. We argue that the improvements of partial convolution-based padding is provided because the network learns more robust features. We experiment with cross testing set-up between zero, reflection, repetition and partial convolution-based padding networks. We set this experiment, for example, by training a zero padding network and during inference time replacing the zero padding with partial convolution-based padding. We do the same for all these different padding methods during inference. All models are ResNet50 and averaged over 5 runs.

Results are presented in Table 8. Each row presents a model trained with the corresponding padding methods. Each column indicates use of different padding methods during inference. All models are ResNet50 and averaged over 5 runs.

![Image](image-url)
correspondence. As expected, our results show that when the padding scheme is changed during inference, the results degrade. However, we also observe networks that are powered with partial padding during training are more robust to padding switches and in average their performances degrade less. They provide the second best results two times out of three when different paddings are used during inference. Interestingly, we observe in Table 8 that a model trained with zero padding suffers a significant drop in test-time accuracy if switched to the partial convolution-based padding for inference. On the other hand, the performance drop when applying a model trained with partial convolution padding to zero-padded data is nominal (16% versus 0.7%). We also see that reflection and repetition padding methods are more robust to padding switches than zero padding since they do not need to over-specialize to handle borders as much as zero-padding requires.

We extend our cross testing analysis in Figure 9 where instead of looking at the accuracy of the models, we plot how much feature values deviate when padding scheme is switched. We look at the features from the last convolutional layer of ResNet50 which has a spatial dimension of $7 \times 7$. In the first row, we load a model that is trained with zero-padding and observe how much feature values change when we run the model with another padding versus zero padding. Other rows present the same settings for partial, repetition, and reflection paddings. Since these features are towards the end of the network, all feature values are affected but as expected the corners and borders are affected more than the center pixels. We see that models trained with zero padding and inferred with partial padding results in the most difference between feature values overall and especially a large spike on the left corner and around the edges. The reason for the larger spike on the left corner is because the ResNet architecture employs many convolutional layers with kernel size 3 or 7, stride 2, and padding 1 or 3 to decrease the spatial dimension. As shown in Figure 10[Left], when convolutional layer is applied with kernel size 3, stride 2, and padding 1, there is more padding effect on the top-left corner which is consistent with our feature map distance visualization as also given in 10[Right]. When kernel size 7, stride 2 and padding 3 is used, the difference of how many padded entries are used between left corners and right corners becomes even larger. For the other layers in ResNet where kernel sizes are 3, strides are 1, and paddings are 1, all corners are affected the same way.

Based on Eq. 1, we see that partial convolution-based padding is corresponding to the widely used zero padding...
with the scaling factor given in Eq. \ref{eq:scaling}. Even though it may seem that the change between zero and partial padding is subtle, computationally they output very different results. In fact, it may seem that zero and partial padding are the most similar ones to each other, however, based on our analysis that is not true. There may be cases when the border values of feature maps are close to zero which results in repetition and reflection paddings outputting values similar to the zero padding results. On the other hand, partial padding has a scaling factor which can change the results more significantly. The obtained improvements and the behaviour of zero and partial convolution-based padding in the cross testing provide further evidence of unwanted model specialization occurring in models trained on zero-padded data to deal with image borders. On the other hand, partial convolution-based padding does not suffer from such specialization to handle boundaries and show more robustness. Reflection and repetition paddings also do not suffer from such specialization but they perform worse than partial padding.

**Activation Map Visualization.** We further investigate the behaviour of zero and partial convolution-based paddings when handling boundaries. They are the top 2 performing methods in our experiments and have subtle differences where partial convolution-based padding introduces a scaling factor among the borders. However, they behave very differently in cross testing experiments, partial convolution-based padding improves the accuracies significantly over zero-padding and show more robustness. To understand the behaviour of these two methods, we visualize the activations of various convolutional layers of partial padding and zero padding based networks for image classification task. Figure \ref{fig:activation_map} shows the activations for two examples where zero-padding fails but partial convolution-based padding succeeds to correctly classify them. By visualizing the activation maps, we notice, for models using zero padding, the features at the border have strong activation responses compared to the other spatial locations. On the other hand, the response magnitudes are relatively uniform throughout for the partial padded model. We conjecture that the higher response magnitudes along the edges for the zero-padded models means that the model is trying to overcome effects from padded zero values. However, it sometimes fails, and produces less accurate results compared to the counterpart network with partial convolution-based padding. These visualizations are also consistent with the semantic segmentation experiments from Section 4.1.3. In segmentation experiments, we observe that the largest improvements were obtained near the image boundaries since partial convolution-based padding help the network output robust features across the edges.

**6 Conclusion**

In this paper, we have reviewed various applications of partial convolution in CNNs. We demonstrated qualitative improvements provided by partial convolution in image inpainting and synthesis tasks. We have evaluated the effectiveness of partial convolution-based padding compared to existing padding methods. We demonstrate that it outperforms the widely adopted zero padding through extensive experiments on image classification, semantic segmentation and video action recognition tasks. The improvements are consistent, and improve on strong baselines.
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