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Abstract—This letter presents low-density parity-check (LDPC) code design for two-way relay (TWR) systems employing physical-layer network coding (PLNC). We focus on relay decoding, and propose an empirical density evolution method for estimating the decoding threshold of the LDPC code ensemble. We utilize the proposed method in conjunction with a random walk optimization procedure to obtain good LDPC code degree distributions. Numerical results demonstrate that the specifically designed LDPC codes can attain improvements of about 0.3 dB over off-the-shelf LDPC codes (designed for point-to-point additive white Gaussian noise channels), i.e., it is new code designs are essential to optimize the performance of TWR systems.
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I. INTRODUCTION

TWO-way relay (TWR) systems, where two users share their packets through a common relay, have gained popularity since the invention of physical-layer network coding (PLNC) [1]. With PLNC at the relay, the received packets from the users are mapped to network coded packets. The relay broadcasts the network coded packets to the users, and each user decodes the other user’s packet by using its own packet. Hence, the packet sharing is achieved in only two time slots, and the system throughput increases significantly.

The performance of the TWR system with PLNC can be improved by employing powerful channel codes. For instance, in [2], the authors adopt repeat-accumulate (RA) codes, and modify the belief propagation algorithm for relay decoding accordingly. The extension of this work for low-density parity-check (LDPC) codes and convolutional codes are proposed in [3] and [4], respectively. The authors of [5] focus on the use of convolutional and turbo codes, and analyze the performance of relay decoding for various channel conditions. The use of irregular repeat accumulate (IRA) codes is adopted in [6], where the IRA code design based on extrinsic information transfer (EXIT) is also given.

Due to the presence of multiuser interference [7], TWR systems with PLNC cannot be recast as a point-to-point communication system. Hence it is natural to investigate the suitability of using off-the-shelf codes (designed for point-to-point links) in TWR systems with PLNC. With this motivation, we study the optimization of LDPC code ensembles when used in TWR systems with PLNC, and demonstrate that improvements can be obtained over off-the-shelf codes. We focus on relay decoding since its performance dominates the performance of the entire TWR system.

In the analysis of relay decoding, we notice the asymmetry in the equivalent channel, and enforce the symmetry by employing independent and identically distributed (i.i.d.) channel adopters which are originally proposed for multilevel coding and bit-interleaved coded modulation schemes based on LDPC codes [8]. We then propose an empirical density evolution method for estimating the signal-to-noise ratio (SNR) threshold for relay decoding to be successful. We utilize the proposed method in conjunction with a random walk optimization procedure [9] to optimize the degree distributions of the LDPC codes. The decoding threshold analysis and the simulations of specific codes have shown that the newly designed rate 1/3 and rate 1/4 LDPC codes attain improvements of about 0.3 dB with respect to the LDPC codes designed for additive white Gaussian noise (AWGN) channels.

The rest of the letter is organized as follows. We provide the TWR system model and the background on relay decoding in Section II. We present i.i.d. channel adoption, empirical density evolution and random walk optimization ideas in Section III. In Section IV, we report on the designed LDPC code ensembles along with their corresponding decoding thresholds. We also present bit error rate (BER) results obtained by specific codes picked from the designed code ensembles. Finally, we conclude the letter with Section V.

II. SYSTEM MODEL

A. Two-Way Relay System

Let user $A$ and user $B$ share their binary message sequences $s_A = \{s_{A}(1), s_{A}(2), \ldots, s_{A}(K)\}$ and $s_B = \{s_{B}(1), s_{B}(2), \ldots, s_{B}(K)\}$ through a common relay. At the each user node, the message sequence is encoded by the same binary LDPC code with rate $K/N$, then BPSK modulated by mapping 0 to $-1$ and 1 to $+1$. The resulting symbol sequences $x_A = \{x_{A}(1), x_{A}(2), \ldots, x_{A}(N)\}$ and $x_B = \{x_{B}(1), x_{B}(2), \ldots, x_{B}(N)\}$ are amplified and transmitted to the relay simultaneously. In the presence of AWGN, the received signal at the relay is

$$y_R(n) = \sqrt{P_A} x_A(n) + \sqrt{P_B} x_B(n) + w(n), \quad (1)$$

where $P_A$ and $P_B$ are the received signal powers from the users, and $w(n)$ is the AWGN component, respectively.
Using the received signal $y_R(n)$, the relay decodes XOR of the two messages, $s_A(n) \oplus s_B(n)$. This binary message is transmitted to the users after channel encoding, modulation and amplification. At each user node, the node decodes the other user's message by using its own message. Since the phase after relay decoding can be treated as point-to-point communication, we focus only on relay decoding.

B. Decoding at the Relay

The relay decoding can be implemented in three different ways. In simple relay decoding, the relay directly decodes $s_A(n) \oplus s_B(n)$ by using a single binary decoder. In separate relay decoding, the relay first decodes $s_A(n)$ and $s_B(n)$ separately by using two binary decoders, then computes $s_A(n) \oplus s_B(n)$. In generalized relay decoding, the relay decodes the pair of $s_A(n)$ and $s_B(n)$ by using a single nonbinary decoder prior to the computation of $s_A(n) \oplus s_B(n)$. We note that generalized relay decoding offers a better performance than the other alternatives [10], hence we focus on this decoding technique throughout the letter.

The generalized relay decoder [10] employs four channel probabilities which are given by

$$p_{ch,0}(n) = \Pr\{x_A(n) = -1, x_B(n) = -1 | y_R(n)\} = \alpha(n) \exp\left\{\frac{-y_R(n) + \sqrt{P_A} + \sqrt{P_B}}{N_0}\right\},$$

$$p_{ch,1}(n) = \Pr\{x_A(n) = 1, x_B(n) = -1 | y_R(n)\} = \alpha(n) \exp\left\{\frac{y_R(n) - \sqrt{P_A} + \sqrt{P_B}}{N_0}\right\},$$

$$p_{ch,2}(n) = \Pr\{x_A(n) = -1, x_B(n) = 1 | y_R(n)\} = \alpha(n) \exp\left\{\frac{y_R(n) + \sqrt{P_A} - \sqrt{P_B}}{N_0}\right\},$$

$$p_{ch,3}(n) = \Pr\{x_A(n) = 1, x_B(n) = 1 | y_R(n)\} = \alpha(n) \exp\left\{\frac{y_R(n) - \sqrt{P_A} - \sqrt{P_B}}{N_0}\right\}.$$

Here $\Pr$ is the probability operator, $\alpha(n)$ is the normalization term which guarantees $p_{ch,0}(n) + p_{ch,1}(n) + p_{ch,2}(n) + p_{ch,3}(n) = 1$, and $N_0/2$ is the variance of $w(n)$. The factor graph for the generalized relay decoder is developed by the help of a virtual encoder. The virtual encoder and the BPSK modulator jointly provide the rule for obtaining $x_A(n)$ and $x_B(n)$ from $s_A(n)$ and $s_B(n)$. Hence, the nonbinary sum-product algorithm with appropriate update functions for the variable and check nodes is derived to calculate the a posteriori probabilities:

$$p_{app,0}(n) = \Pr\{s_A(n) = 0, s_B(n) = 0 | y_R\},$$

$$p_{app,1}(n) = \Pr\{s_A(n) = 1, s_B(n) = 0 | y_R\},$$

$$p_{app,2}(n) = \Pr\{s_A(n) = 0, s_B(n) = 1 | y_R\},$$

$$p_{app,3}(n) = \Pr\{s_A(n) = 1, s_B(n) = 1 | y_R\},$$

where $y_R = \{y_R(1), y_R(2), \ldots, y_R(N)\}$. Once the a posteriori probabilities are calculated, we can decode $s_A(n) \oplus s_B(n)$ using the log-likelihood ratio (LLR) function:

$$L_{app}(n) = \log \left\{ \frac{p_{app,0}(n) + p_{app,3}(n)}{p_{app,1}(n) + p_{app,2}(n)} \right\}.$$

In the next section, we investigate the performance of the generalized relay decoder with an emphasis on the LDPC code design.

III. Empirical Density Evolution and Code Design

Let us consider an irregular LDPC code ensemble with degree distribution pair $\lambda(z)$ and $\rho(z)$:

$$\lambda(z) = \sum_{i=2}^{\lambda_{max}} \lambda_i z^{-i},$$

$$\rho(z) = \sum_{j=2}^{\rho_{max}} \rho_j z^{-j},$$

where $\lambda_i$ and $\rho_j$ are the fraction of edges connected to degree $i$ variable nodes and degree $j$ check nodes, respectively. The error correction capability of this ensemble can be evaluated in terms of its decoding threshold. As the codeword length tends to infinity, the ensemble exhibits a minimum SNR level at which error-free decoding is expected, which is called the decoding threshold [9]. For generalized relay decoding, the decoding threshold can be calculated by the evolution of four probability densities passed between variable and check nodes. It is possible to simplify this calculation by assuming all-zero codewords for both users, provided that the equivalent channel is symmetric. However, it is easy to see that

$$\Pr\{y_R(n) | x_A(n) = -1, x_B(n) = -1\} + \Pr\{y_R(n) | x_A(n) = 1, x_B(n) = 1\}$$

$$\neq \Pr\{-y_R(n) | x_A(n) = 1, x_B(n) = -1\} + \Pr\{-y_R(n) | x_A(n) = -1, x_B(n) = 1\}$$

in general, i.e., the symmetry property is not satisfied.

One way to enforce the symmetry is to employ i.i.d. channel adaptors which are originally proposed for multilevel coding and bit-interleaved coded modulation schemes based on LDPC codes [8]. Here we adapt this approach to our system as follows. Let $t_A = \{t_A(1), t_A(2), \ldots, t_A(N)\}$ and $t_B = \{t_B(1), t_B(2), \ldots, t_B(N)\}$ be the i.i.d. random sequences where each sample can take the value 1 or −1 with equal probabilities. Instead of transmitting $x_A(n)$ and $x_B(n)$ from the user nodes, we assume that $x_A(n) t_A(n)$ and $x_B(n) t_B(n)$ are transmitted, respectively. We calculate the new $y_R(n)$, and replace $\sqrt{P_A}$ and $\sqrt{P_B}$ in (2a)-(2d) by $\sqrt{P_A} t_A(n)$ and $\sqrt{P_B} t_B(n)$, respectively. The resulting channel probabilities are fed to the generalized relay decoder. By this way, the equivalent channel is enforced to be symmetric, and the decoding threshold calculation can be simplified by the assumption of all-zero codewords being transmitted.

In order to perform the density evolution after i.i.d. channel adoption, we first assume a regular LDPC code ensemble with degree distribution pair $\lambda(z) = z^{d_v-1}$ and $\rho(z) = z^{d_c-1}$. We consider the evolution of the densities by the use of Monte Carlo methods.
Carlo simulations, as also stated in [11]. We use the vector notation \( p(n) = \{ p_0(n), p_1(n), p_2(n), p_3(n) \} \) to represent the probability values for time instant \( n \). Under the assumption of very long \( N \) (as well as a cycle-free graph), the input-output relation for the variable nodes is:

\[
P_{\text{out}}(n) = f_v\{ \mathbf{p}_{\text{ch}}(n), f_v\{ \mathbf{p}_{\text{in}}(\Pi_v\{n, 1\}), f_v\{ \ldots, f_v\{ \mathbf{p}_{\text{in}}(\Pi_v\{n, d_c - 2\}), \mathbf{p}_{\text{in}}(\Pi_v\{n, d_c - 1\}) \}\} \}. \tag{7a}
\]

Here, \( \mathbf{p}_{\text{ch}}(n) \) denotes four channel probabilities at time instant \( n \), which are obtained after i.i.d. channel adoption. \( f_v \) is the variable node update function. \( \Pi_v \) is a kind of inter-leafing function which maps its input pair to an arbitrary value of \( n \) according to the uniform distribution over the set \( \{1, 2, \ldots, N\} \). We use \( \beta(n, \tilde{n}) \) term to normalize the sum of elements in \( f_v\{ \mathbf{p}(n), \mathbf{p}(\tilde{n}) \} \) to 1. On the other hand, the input-output relation for the check nodes is given by

\[
P_{\text{out}}(n) = f_c\{ \mathbf{p}_{\text{in}}(\Pi_c\{n, 1\}), f_c\{ \ldots, f_c\{ \mathbf{p}_{\text{in}}(\Pi_c\{n, d_c - 2\}), \mathbf{p}_{\text{in}}(\Pi_c\{n, d_c - 1\}) \}\} \}. \tag{8a}
\]

\[
f_c\{ \mathbf{p}(n), \mathbf{p}(\tilde{n}) \} = (p_0(n)p_0(\tilde{n}) + p_1(n)p_1(\tilde{n}) + p_2(n)p_2(\tilde{n}) + p_3(n)p_3(\tilde{n})), \tag{8b}
\]

where \( f_c \) is the check node update function, and \( \Pi_c \) is the counterpart of \( \Pi_v \) for the check nodes. At the variable nodes, we also calculate the resulting a posteriori probabilities as

\[
P_{\text{app}}(n) = f_v\{ \mathbf{p}_{\text{ch}}(n), f_v\{ \mathbf{p}_{\text{in}}(\Pi_v\{n, 1\}), f_v\{ \ldots, f_v\{ \mathbf{p}_{\text{in}}(\Pi_v\{n, d_c - 2\}), \mathbf{p}_{\text{in}}(\Pi_v\{n, d_c - 1\}) \}\} \}. \tag{9}
\]

Then using (4), the decoded bits and the decoding error rate are calculated accordingly. By this way, we track the realizations of four a posteriori probability densities, and estimate the expected decoder performance in terms of its error rate.

For irregular LDPC code ensembles, it is needed to calculate the sequence of output probabilities \( \{ \mathbf{p}_{\text{out}}(1), \mathbf{p}_{\text{out}}(2), \ldots, \mathbf{p}_{\text{out}}(N) \} \) regarding the degree distribution pair, i.e., if the fraction of edges connected to degree \( i \) nodes is \( \lambda_i (\rho_i) \), the number of time instants for which degree \( i \) nodes generate the output probabilities is \( N\lambda_i (N\rho_i) \). The procedure also applies to the calculation of a posteriori probabilities at the variable nodes.

The proposed empirical density evolution method can be used to detect whether the decoding is successful or not. After a large number of iterations, if the decoding error approaches zero, the iterative decoding is deemed as successful, otherwise a failure is declared. Hence, we can estimate the decoding threshold which is the minimum SNR value that results in success.

The aim of our code design is to find a degree distribution pair with a low decoding threshold. This can be performed by using an optimization algorithm based on a random walk technique [9]. For a given code rate, we initialize the optimization with a degree distribution pair which performs well over an AWGN channel. We fix \( \rho_j \), and perturb \( \lambda_j \) by a small amount to improve the decoding threshold. If an improvement is achieved, we set the corresponding \( \lambda_j \) as the new degree distribution and continue these small perturbations in the same manner. We terminate the procedure when certain number of perturbations is reached. Because of its randomness, the procedure can be repeated a few times to improve the results further. We note that the presented optimization algorithm is offline and the perturbation step can easily be performed using convex programming methods.

### IV. Simulation Results

In this section, we first consider the TWR system with \( P_A/P_B = 1 \), and design rate 1/3 and rate 1/4 LDPC code ensembles. We limit ourselves to simple degree distribution pairs and execute the degree distribution optimization routines with \( N = 5 \times 10^6 \). For a point-to-point AWGN channel, we obtain degree distributions of rate 1/3 LDPC code ensemble (D1), and rate 1/4 LDPC code ensemble (D2). These degree distribution pairs are used to initialize the optimization algorithm for generalized relay decoding. The resulting optimized degree distribution pairs are denoted by D3 (for the rate 1/3 code) and D4 (for the rate 1/4 code). In Tables I and II, we show the degree distribution pairs D1–D4, and the corresponding decoding thresholds over the TWR system (as a function of \( E_b/N_0 \) per user), respectively.

In order to investigate the validity of our code design, we also consider length \( N = 48000 \) explicit LDPC codes C1, C2, C3 and C4 which are generated according to the degree distribution pairs D1, D2, D3 and D4, respectively. For the generation of the LDPC codes, we use IT++ software with the less aggressive optimization option [12]. We notice that the resulting LDPC codes are length-4 cycle free. With generalized relay decoding and 200 maximum number of iterations, the average BER results for the designed LDPC codes are given in Figs. 1 and 2. At an average BER of 10^{-4}, we observe that C3 and C4 perform about 0.9 dB and 0.3 dB worse than their competitors over an AWGN channel, respectively. However, these codes outperform their competitors over the TWR system by about 0.3 dB. We also observe that the estimated decoding thresholds given in Table II are consistent with the average BER results given in Figs. 1.
Finally we would like to compare the performances of C1 and C3 with that of length 98304 and rate 1/3 IRA code designed in [6]. For the TWR system with \( P_A/P_B = 1 \), the IRA code requires more than 2.0 dB \( E_b/N_0 \) per user to achieve an average BER of \( 10^{-4} \). On the other hand, C1 and C3 require about 1.7 dB and 1.4 dB \( E_b/N_0 \) per user for the same error level, respectively. This is a significant improvement which comes at the cost of increased encoding complexity.

V. CONCLUSIONS

In this letter, we address the design of LDPC codes for TWR systems with PLNC. We propose an empirical density evolution method for estimating the decoding threshold for the generalized relay decoder, and optimize the degree distributions by using an optimization routine based on random walk. The decoding threshold analysis and the simulations of specific codes have shown that the newly designed rate 1/3 and rate 1/4 LDPC codes attain improvements of about 0.3 dB with respect to the LDPC codes designed for AWGN channels.
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